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## Introduction

The Riemann's theta functions associated with a closed Riemann surface are absolutely convergent. In the present paper, we shall show an example of an hyperelliptic Riemann surface $\mathfrak{R}$ of infinite genus such that the Riemann's theta functions associated with $\Re$ are absolutely convergent.

In $\S 1$, we shall formally define theta functions of countably many variables with rational characteristics in the same way as the usual theta functions of finite variables, and show the sufficient conditions under which these theta functions are absolutely convergent.

In $\S 2$, using the condition we shall really construct an hyperelliptic Riemann surface $\mathfrak{R}$ of infinite genus such that the Riemann's theta functions associated with $\Re$ are absolutely convergent.

The auther expresses his appreciation to professor Morikawa for his suggestions and encouragements during the preparation of this paper.

We shall freely use the following notations and conventions throughout the present paper;
$\Omega$ : the coordinate vector space consisting of all vectors with countably many components in the rational number field $\boldsymbol{Q}$, of which almost all components are zero,
$\Gamma$ : the subgroup of $\Omega$ consisting of all the integral vectors,
$\boldsymbol{A}=\Omega / \Gamma$ : the residue group of $\Omega$ by $\Gamma$,
$[\boldsymbol{a}]=\left[a_{1}, a_{2}, \cdots\right]:$ the class of a vector $\boldsymbol{a}=\left(a_{1}, a_{2}, \cdots\right)$ in the residue group $\boldsymbol{A}$.
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§1. The sufficient conditions for absolute convergence of the theta functions of countably many variables

1. 1 We shall formally define the theta functions of countably many variables with rational characteristics in the same way as usual theta functions of finite variables.

Let $\tau_{i, j}(i, j=1,2, \cdots)$ be complex numbers such that $\tau_{i, j}=\tau_{j, i}$, and $z_{i}(i=1,2, \cdots)$ be complex variables. For the sake of simplicity we shall use the matrices notations; $\tau=\left(\tau_{i, j}\right)$ and $\boldsymbol{z}=\left(z_{1}, z_{2}, \cdots\right)$. For each element $[\boldsymbol{a}]=\left[a_{1}, a_{2}, \cdots\right]$ in $\boldsymbol{A}$, we shall formally define the theta function of variables $z_{1}, z_{2}, \cdots$ with characteristic $[\boldsymbol{a}]$ by the formal series

$$
\begin{equation*}
\vartheta_{[a]}(\tau \mid \boldsymbol{z})=\sum_{\left(m_{1}, m_{2}, \cdots\right) \in \mathbf{z}^{\infty}} e^{\pi \sqrt{-1}}\left\{{ }_{i,}, \sum_{j=1}^{\infty} \tau_{i}, j\left(m_{i}+a_{i}\right)\left(m_{j}+a_{j}\right)+2 \sum_{i=1}^{\infty}\left(m_{i}+a_{i}\right) z_{i}\right\} . \tag{1.1}
\end{equation*}
$$

The function $\vartheta_{[a]}(\boldsymbol{\tau} \mid \boldsymbol{z})$ does not depend on the choice of the representative $\boldsymbol{a}=\left(a_{1}, a_{2}, \cdots\right)$ of the class $[\boldsymbol{a}]$, and generally it does not converge. The theta zero-value is defined by

$$
\begin{equation*}
\vartheta_{[a]}(\boldsymbol{\tau})=\sum_{\left(m_{1}, m_{2}, \cdots\right) \in z^{\infty}} e^{\pi \sqrt{-1}\{ }\left\{{ }_{i}, \sum_{j=1}^{\infty} \tau_{i, j}\left(m_{i}+a_{i}\right)\left(m_{j}+a_{j}\right)\right\} \tag{1.2}
\end{equation*}
$$

From the definitions (1.1) and (1.2), we have the following formula in the same way as the usual theta functions;

$$
\begin{array}{r}
\vartheta_{[a]}(\boldsymbol{\tau} \mid \boldsymbol{l} \boldsymbol{\tau}+\boldsymbol{z})=e^{-\pi \sqrt{ }-1}\left({ }_{i}, \sum_{j=1}^{\infty} \tau_{i}, l_{i} l_{j}+2{ }_{i=1}^{\infty} l_{i} z_{i}\right)  \tag{1.3}\\
\vartheta_{[a]}(\boldsymbol{\tau} \mid \boldsymbol{z}) \\
\left(\boldsymbol{l}=\left(l_{1}, l_{2}, \cdots\right) \in \boldsymbol{z}^{\infty}\right)
\end{array}
$$

$$
\begin{equation*}
\vartheta_{[a]}(\tau \mid-z)=\vartheta_{-[a]}(\tau \mid z) \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
\vartheta_{[a]}(\tau \mid \boldsymbol{b} \tau+\boldsymbol{z})=e^{-\pi \sqrt{-1}\left({ }_{i}, \sum_{j=1}^{\infty} \tau_{i, j}, b_{i} b_{j}+2 \sum_{i=1}^{\infty} b_{i} z_{i}\right)} \vartheta_{[a]+[b]}(\tau \mid \boldsymbol{z}) \tag{1.5}
\end{equation*}
$$

$$
([b] \in A)
$$

$$
\begin{equation*}
\vartheta_{[a]}(\tau)=\vartheta_{-[a]}(\tau) \tag{1.6}
\end{equation*}
$$

$$
\begin{align*}
& \vartheta_{[\boldsymbol{a}]+[\boldsymbol{b}]}(\boldsymbol{\tau})=e^{\pi \sqrt{\sqrt{-1}}\left({ }_{i}, \sum_{j=1}^{\infty} \tau_{i, j} b_{i} b_{j}\right)} \vartheta_{[\boldsymbol{a}]}(\boldsymbol{\tau} \mid \boldsymbol{b} \boldsymbol{\tau})  \tag{1.7}\\
&([\boldsymbol{b}] \in \boldsymbol{A}) .
\end{align*}
$$

1. 2 We shall first be concerned with the special case: the infinite products of the elliptic theta functions with rational characteristics.

Let $\tau$ be a complex number of which imaginary part is positive, and $z$ be a complex variable. For each element $[a]$ in $\boldsymbol{Q} / \boldsymbol{Z}$, the elliptic theta function with characteristic [a] is defined by

$$
\vartheta_{[a]}(\tau \mid z)=\sum_{m \in \boldsymbol{Z}} e^{\pi \sqrt{-1}\left\{\tau(m+a)^{2}+2 z(m+a)\right\}} .
$$

Then these functions $\vartheta_{[a]}(\tau \mid z)([a] \in \boldsymbol{Q} / \boldsymbol{Z})$ are absolutely convergent in any bounded domain of values of $z$.

We shall recall the estimations of the elliptic theta functions $\vartheta_{[a]}(\tau \mid z)$.
Lemma 1. Let $s$ be the imaginary part of $\tau$, being positive, and $x$ be the imaginary part of $z$. Then

$$
\left|\vartheta_{[a]}(\tau \mid z)\right| \leqq e^{-\pi a(a s+2 x)}+\frac{1}{\sqrt{s}} e^{\frac{\pi x^{2}}{s}} \quad([a] \in \boldsymbol{Q} \mid \boldsymbol{Z})
$$

and

$$
\left|\vartheta_{[a]}(\tau \mid z)-1\right| \leqq\left|1-e^{-\pi a(a s+2 x)}\right|+\frac{1}{\sqrt{s}} e^{\frac{\pi x^{2}}{s}} \quad([a] \in \boldsymbol{Q} / \boldsymbol{Z})
$$

Proof. From the definition of the functions $\vartheta_{[a]}(\tau \mid z)$ it follows that

$$
\begin{aligned}
\left|\vartheta_{[a]}(\tau \mid z)\right| & \leqq \sum_{m \in \boldsymbol{Z}} e^{-\pi\left\{s(m+a)^{2}+2 x(m+a)\right\}} \\
& =e^{\frac{\pi x^{2}}{s}} \sum_{m \in \boldsymbol{Z}} e^{-\pi s\left(m+a+\frac{x}{s}\right)^{2}} \\
& \leqq e^{\frac{\pi x^{2}}{s}}\left\{e^{-\pi s\left(a+\frac{x}{s}\right)^{2}}+\int_{-\infty}^{\infty} e^{-\pi s\left(y+a+\frac{x}{s}\right)^{2}} d y\right\} \\
& =e^{-\pi a(a s+2 x)}+\frac{1}{\sqrt{s}} e^{\left.\frac{\pi x^{2}}{s} 1\right)}
\end{aligned}
$$

Similarly we have the last inequalities,
Q.E.D.

Putting $[a]=[0]$, we have

## Corollary.

$$
\left|\vartheta_{[0]}(\tau \mid z)\right| \leqq 1+\frac{1}{\sqrt{s}} e^{\frac{\pi x^{2}}{s}}
$$

1) See p. 10, [1].
and

$$
\left|\vartheta_{[0]}(\tau \mid z)-1\right| \leqq \frac{1}{\sqrt{s}} e^{\frac{\pi x^{2}}{s}}
$$

Let $\tau_{i}(i=1,2, \cdots)$ be complex numbers of which imaginary parts $s_{i}$ are positive, and $z_{i}(i=1,2, \cdots)$ be complex variables. For each element $[\boldsymbol{a}]=\left[a_{1}, a_{2}, \cdots\right]$ in $\boldsymbol{A}$, consider the infinite product

$$
\prod_{i=1}^{\infty} \vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right)
$$

of the elliptic theta functions $\vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right)$.
Proposition 1. Let $s_{i}(i=1,2, \cdots)$ be the imaginary parts of $\tau_{i}$, being positive for all $i$. If the infinite series

$$
\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i}}}
$$

is convergent, then the infinite products of the elliptic theta functions $\vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right)$

$$
\prod_{i=1}^{\infty} \vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right) \quad\left([\boldsymbol{a}]=\left[a_{1}, a_{2}, \cdots\right] \in \boldsymbol{A}\right)
$$

are absolutely convergent in any bounded domain of values of each variable $z_{i}{ }^{2}$.
Proof. The infinite product $\prod_{i=1}^{\infty} \vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right)$ is absolutely convergent in any bounded domain $\boldsymbol{D}$ of values of each variable $z_{i}$ if and only if the infinite series $\sum_{i=1}\left|\vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right)-1\right|$ is convergent for each $z=\left(z_{1}, z_{2}, \cdots\right)$ such that all $z_{i}$ are in $\boldsymbol{D}$. Since [a] belongs to $\boldsymbol{A}$, there exists a natural number $N$ such that $a_{i}=0$ for all $i>N$. From Lemma 1 and it's corollary it follows that

$$
\sum_{i=1}^{\infty}\left|\vartheta_{\left[a_{i}\right]}\left(\tau_{i} \mid z_{i}\right)-1\right| \leqq \sum_{i=1}^{N}\left|e^{-\pi a_{i}\left(a_{i} s_{i}+2 x_{i}\right)}-1\right|+\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i}}} e^{\frac{\pi x_{i}^{2}}{s_{i}}}
$$

where $x_{i}$ mean the imaginary parts of $z_{i}$. If the infinite series $\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i}}}$ is convergent, then the infinite series

[^0]$$
\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i}}} e^{\frac{\pi x_{i}^{2}}{s_{i}}}
$$
converges for each $\boldsymbol{z}=\left(z_{1}, z_{2}, \cdots\right)$ such that all $z_{i}$ are in $\boldsymbol{D}$,
Q.E.D.

1. 3 Let $\tau_{i, j}(i, j=1,2, \cdots)$ be complex numbers such that $\tau_{i, j}=\tau_{j, i}$, and $z_{i}(i=1,2, \cdots)$ be complex variables. We shall give the sufficient conditions such that the theta functions $\vartheta_{[\boldsymbol{a}]}(\boldsymbol{\tau} \mid \boldsymbol{z})([\boldsymbol{a}] \in \boldsymbol{A})$ are absolutely convergent in any bounded domain of values of each variable $z_{i}$.

Proposition 2. Let $s_{i, j}(i, j=1,2, \cdots)$ be the imaginary parts of $\tau_{i, j}$. If the following conditions are satisfied;
(*) $\quad s_{i, i}-\sum_{\substack{j=1 \\ j \neq i}}^{\infty}\left|s_{i, j}\right|$ are positive for all $i$
and
(**)

$$
\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i, i}-\sum_{\substack{j=1 \\ j \neq i}}^{\infty}\left|s_{i, j}\right|}}<\infty,
$$

then the theta functions $\vartheta_{[a]}(\boldsymbol{\tau} \mid \boldsymbol{z})([\boldsymbol{\alpha}] \in \boldsymbol{A})$ are absolutely convergent in any bounded domain of values of each variable $z_{i}$.

Proof. Assume that the conditions (*) and (**) are satisfied. Denote by $x_{i}(i=1,2, \cdots)$ the imaginary parts of $z_{i}$. From the inequalities

$$
2\left|s_{i, j}\left(m_{i}+a_{i}\right)\left(m_{j}+a_{j}\right)\right| \leqq\left|s_{i, j}\right|\left\{\left(m_{i}+a_{i}\right)^{2}+\left(m_{j}+a_{j}\right)^{2}\right\},
$$

it follows that

$$
\begin{aligned}
& \left|\vartheta_{[a]}(\boldsymbol{\tau} \mid \boldsymbol{z})\right| \\
\leqq & \sum_{\left(m_{1}, m_{2}, \cdots\right) \in Z^{\infty}} e^{-\pi_{i=1}^{\infty} s_{i}, i\left(m_{i}+a_{i}\right)^{2}+2 \pi_{j>i}^{\infty}\left|s_{i},\left(m_{i}+a_{i}\right)\left(m_{j}+a_{j}\right)\right|-2 \pi \sum_{i=1}^{\infty} x_{i}\left(m_{i}+a_{i}\right)} \\
\leqq & \sum_{\left(m_{1}, m_{2}, \cdots\right) \in Z^{\infty}} e^{-\pi_{i=1}^{\infty}\left(s_{i}, i-\sum_{\substack{j=1 \\
j * i}}^{\infty}\left|s_{i, j}\right|\right)\left(m_{i}+a_{i}\right)^{2}-2 \pi \sum_{i=1}^{\infty} \sum_{i}\left(m_{i}+a_{i}\right)}
\end{aligned}
$$

Putting $s_{i}=s_{i, i}-\sum_{\substack{j=1 \\ j \neq i}}^{\infty}\left|s_{i, j}\right|$, then $s_{i}$ are positive for all $i$. If the infinite series

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|\sum_{m_{i} \in Z} e^{-\pi s_{i}\left(m_{i}+a_{i}\right)^{2}-2 \pi x_{i}\left(m_{i}+a_{i}\right)}-1\right| \tag{1.8}
\end{equation*}
$$

is convergent, then the infinite product

$$
\begin{equation*}
\prod_{i=1}^{\infty} \sum_{m_{i} \in \mathbb{Z}} e^{-\pi s_{i}\left(m_{i}+a_{i}\right)^{2}-2 \pi x_{i}\left(m_{i}+a_{i}\right)} \tag{1.9}
\end{equation*}
$$

is bounded for each $z=\left(z_{1}, z_{2}, \cdots\right)$ such that all $z_{i}$ are in any bounded domain $\boldsymbol{D}$. Since $[\boldsymbol{a}]=\left[a_{1}, a_{2}, \cdots\right]$ is in $\boldsymbol{A}$, there exists a natural number $N$ such that $a_{i}=0$ for $i>N$. We have the following inequalities in the same way as the proof of Lemma 1 ,

$$
\begin{aligned}
& \sum_{i=1}^{\infty}\left|\sum_{m_{i} \in Z} e^{-\pi s_{i}\left(m_{i}+a_{i}\right)^{2}-2 \pi x_{i}\left(m_{i}+a_{i}\right)}-1\right| \\
\leqq & \sum_{i=1}^{N}\left|e^{-\pi a_{i}\left(a_{i} s_{i}+2 x_{i}\right)}-1\right|+\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i}}} e^{\frac{\pi x_{i}^{2}}{s_{i}}}
\end{aligned}
$$

Similarly as the proof of Proposition 1, if the infinite series

$$
\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i}}}
$$

is convergent, then the infinite series (1.8) hence the infinite product (1.9) are bounded, which completes the proof of Proposition 2.

Proposition 3. Let $s_{i, j}(i, j=1,2, \cdots)$ be the imaginary parts of $\tau_{i, j}$. If the following conditions are satisfied;
$(*)^{\prime} \quad s_{i, i}-\sum_{j>i}^{\infty} s_{i, j^{2}}-(i-1)$ are positive for all $i$, and

$$
(* *)^{\prime}
$$

$$
\sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{i, i}-\sum_{j>i}^{\infty} s_{i, j}^{2}-(i-1)}}<\infty,
$$

then the theta functions $\vartheta_{[\boldsymbol{a}]}(\tau \mid \boldsymbol{z})([\boldsymbol{a}] \in \boldsymbol{A})$ are absolutely convergent in any bounded domain of values of each variable $z_{i}$.

Proof. Denote by $x_{i}(i=1,2, \cdots)$ the imaginary parts of $z_{i}$. From the inequalities

$$
2\left|s_{i, j}\left(m_{i}+a_{i}\right)\left(m_{j}+a_{j}\right)\right| \leqq\left\{\left|s_{i, j}\right|^{2}\left(m_{i}+a_{i}\right)^{2}+\left(m_{j}+a_{j}\right)^{2}\right\},
$$

it follows that

$$
\left|\vartheta_{[a]}(\tau \mid z)\right|
$$

$$
\begin{aligned}
& \leqq \sum_{\left(m_{1}, m_{2}, \cdots\right) \in \boldsymbol{Z}^{\infty}} e^{-\pi \sum_{i=1}^{\infty} s_{i}, i\left(m_{i}+a_{i}\right)^{2}+2 \pi \sum_{j>i}^{\infty}\left|s_{i}, j\left(m_{i}+a_{i}\right)\left(m_{j}+a_{j}\right)\right|-2 \pi \sum_{i=1}^{\infty} x_{i}\left(m_{i}+a_{i}\right)} \\
& \leqq \sum_{\left(m_{1}, m_{2}, \cdots\right) \in \boldsymbol{Z}^{\infty}} e^{-\pi \sum_{i=1}^{\infty}\left\{s_{i, i}-\sum_{j>i}^{\infty} s_{i}, j^{2}-(i-1)\right\}\left(m_{i}+a_{i}\right)^{2}-2 \pi} \sum_{i=1}^{\infty} x_{i}\left(m_{i}+a_{i}\right)
\end{aligned}
$$

Therefore, similarly as the proof of Proposition 2, we have Proposition 3, Q.E.D.

## §2. An hyperelliptic Riemann surface of infinite genus with absolutely convergent Riemann's theta functions

2. 1 We shall show an example of an hyperelliptic Riemann surface $\Re$ of infinite genus such that the Riemann's theta functions associated with $\Re$ are absolutely convergent in any bounded domain of values of each variable.

Let $e_{1}, e_{1}^{\prime}, e_{2}, e_{2}^{\prime}, \cdots$ be a set of countably many number of successively increasing points on the real axis of the complex plane, which are the candidates of branch points of an hyperelliptic Riemann's branch covering of infinite genus over the Riemann sphere. Let $\boldsymbol{C}_{p}$ be an hyperelliptic curve of genus $p$ defined by

$$
y_{(p)}^{2}=x \prod_{i=1}^{p}\left(1-\frac{x}{e_{i}}\right)\left(1-\frac{x}{e_{i}^{\prime}}\right) .
$$

We construct the two-sheeted Riemann surface $\Re_{p}$ of $\boldsymbol{C}_{p}$ by joining the sheets along $(p+1)$ non-intersecting cuts; $-\infty 0 ; e_{1} e_{1}^{\prime} ; e_{2} e_{2}^{\prime} ; \cdots ; e_{p} e_{p}^{\prime}$. We define on $\Re_{p}$ a set of $2 p$ retrosections $A_{i}, B_{i}$ in the usual way: Let $A_{i}$ be a circuit in the first (upper) sheet surrounding the cut $e_{i} e_{i}^{\prime}$, and $B_{i}$ be a circuit which crosses the only cuts $-\infty 0, e_{i} e_{i}^{\prime}$. Then these circuits $A_{1}, A_{2}, \cdots, A_{p} ; B_{1}, B_{2}, \cdots, B_{p}$ are a canonical system of $\Re_{p}$, from which a canonical system of an hyperelliptic Riemann surface $\Re=\lim _{p \rightarrow \infty} \Re_{p}$ is obtained by the limit $p \rightarrow \infty$ in the usual sense.


Therefore $\left\{A_{i}, B_{i}\right\}_{i=1,2, \ldots}$ is a canonical homology basis on the Riemann surface $\Re$; namely; let ( $C, C^{\prime}$ ) denote the intersection number of two cycles $C, C^{\prime}$ on $\Re$, then the intersection numbers of cycles on $\Re$ are characterized by

$$
\begin{aligned}
& \left(A_{i}, A_{j}\right)=0, \quad\left(B_{i}, B_{j}\right)=0 \quad(i, j=1,2, \cdots) \\
& \left(A_{i}, B_{j}\right)=0 \quad(i \neq j), \quad\left(A_{i}, B_{i}\right)=1
\end{aligned}
$$

We shall construct a system of elementary normal integrals of the first kind on $\mathfrak{R}$.

Proposition 4 (Myrberg). There exists a system of linearly independent integrals $\Psi_{i}(i=1,2, \cdots)$ of the first kind on $\mathfrak{\Re}$ with the following periodsystem with respect to the canonical homology basis $\left\{A_{i}, B_{i}\right\}_{i=1,2}, \ldots$;

$$
\left\|\begin{array}{rrrllcccc}
-\pi & 0 & 0 & \cdots & \cdots & \tau_{1,1} & \tau_{1,2} & \tau_{1,3} & \cdots  \tag{2.1}\\
0 & -\pi & 0 & \cdots & \cdots & \tau_{2,1} & \tau_{2,2} & \tau_{2,3} & \cdots \\
0 & 0 & -\pi & \cdots & ; & \tau_{3,1} & \tau_{3,2} & \tau_{3,3} & \cdots \\
\vdots & \vdots & \vdots & & & \vdots & \vdots & \vdots &
\end{array}\right\|
$$

such that

$$
\begin{equation*}
\tau_{i, j}=\tau_{j, i}=\sqrt{-1} s_{j, i} \quad(i, j=1,2, \cdots) \tag{2.2}
\end{equation*}
$$

are pure imaginary numbers, and

$$
\begin{equation*}
s_{i, j}>0 \quad(i, j=1,2, \cdots) . \tag{2.3}
\end{equation*}
$$

Moreover $\Psi_{i}(i=1,2, \ldots)$ are uniquely determined by the initial conditions $\Psi_{i}(0)=0$.

Proof. From the results in [3], there exists a system of linearly independent integrals $\varphi_{i}(i=1,2, \cdots)$ of the first kind on $\mathfrak{R}$ with the following periodsystem with respect to the canonical homology basis $\left\{A_{i}, B_{i}\right\}_{i=1,2,}, \cdots ;$
$\left\|\begin{array}{|ccccccccc}2 \pi \sqrt{-1} & 0 & 0 & \cdots & ; & t_{1,1} & t_{1,2} & t_{1,3} & \cdots \\ 0 & 2 \pi \sqrt{-1} & 0 & \cdots & ; & t_{2,1} & t_{2,2} & t_{2,3} & \cdots \\ 0 & 0 & 2 \pi \sqrt{-1} & \cdots & ; & t_{3,1} & t_{3,2} & t_{3,3} & \cdots \\ \vdots & \vdots & \vdots & & & \vdots & \vdots & \vdots & \end{array}\right\|$
where $t_{i, j}$ are real numbers and $t_{i, j}>0$. Put for each natural numbers $i$

$$
\Psi_{\imath}=\frac{\sqrt{-1}}{2} \varphi_{i} .
$$

Then $\Psi_{i}(i=1,2, \cdots)$ are linearly independent integrals of the first kind on $\Re$, and it follows that

$$
\Psi_{i}\left(A_{i}\right)=-\pi, \quad \Psi_{i}\left(A_{j}\right)=0 \quad(i \neq j),
$$

and

$$
\Psi_{i}\left(B_{j}\right)=\sqrt{-1}\left(\frac{t_{i, j}}{2}\right) .
$$

Therefore putting $s_{i, j}=\frac{t_{i, j}}{2}$, we have the system of linearly independent integrals $\Psi_{i}(i=1,2, \cdots)$ of the first kind on $\Re$ with the required periodsystem (2.1). Moreover, since the integrals of the first kind on $\mathfrak{R}$ are uniquely determined except constants by A-periods whenever the canonical homology basis choosen, ${ }^{3}$ ) $\Psi_{i}(i=1,2, \cdots)$ are uniquely determined by the initial conditions $\Psi_{i}(0)=0$, Q.E.D.

Denoting

$$
y^{2}=x \prod_{i=1}^{\infty}\left(1-\frac{x}{e_{i}}\right)\left(1-\frac{x}{e_{i}^{\prime}}\right),
$$

we have the explicite expressions of the integrals $\Psi_{i}$;

$$
\begin{equation*}
\Psi_{i}=\int \frac{h_{i}(x)}{y} d x(i=1,2, \cdots) \tag{2.4}
\end{equation*}
$$

where $h_{i}(x)=k_{i} \prod_{\substack{j=1 \\ j \neq i}}^{\infty}\left(1-\frac{x}{a_{j}}\right)$ such that only one point $a_{j}$ belongs to the open interval ( $e_{j}, e_{j}^{\prime}$ ) on the real axis and $k_{i}$ is constant ${ }^{4}$.
2. 2 To construct a nice example for our purpose, choose countably many real numbers $e_{1}, e_{1}^{\prime}, e_{2}, e_{2}^{\prime}, \cdots$ as the following;

$$
\begin{equation*}
e_{i}^{\prime}=e_{i}+1 \quad(i=1,2, \cdots) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{\infty} \frac{1}{e_{i}}<\infty \tag{2.6}
\end{equation*}
$$

[^1]We shall start with the estimations of the lower bounds of the absolute values $s_{i, i}$ of the diagonal elements $\tau_{i, i}$ in the B-period matrix of (2. 1).

We choose countably many real numbers $\Delta_{1}, \Delta_{2}, \cdots$ such that

$$
\begin{equation*}
0<\Delta_{i}<e_{i+1}-e_{i}^{\prime} . \tag{2.7}
\end{equation*}
$$

Put

$$
\begin{equation*}
\Delta_{j, i}=\left|e_{j}-e_{i}\right|-\Delta_{i}-1 \quad(j \neq i) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{i}=\sum_{\substack{j=1 \\ j \neq i}}^{\infty} \frac{1}{\Delta_{j, i}} \quad(i=1,2, \cdots) . \tag{2.9}
\end{equation*}
$$

In the following we shall make the assumptions

$$
\begin{equation*}
\Delta_{j, i}>0 \quad(j \neq i) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{i}<1 \quad(i=1,2, \cdots) \tag{2.11}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
0<\frac{1}{\Delta_{j, i}}<1 \quad(j \neq i) \tag{2.12}
\end{equation*}
$$

Under the above assumptions (2.5), (2.6), (2.10) and (2.11), we have the following;

Lemma 2.

$$
s_{i, i}>\left(1-\rho_{i}\right) e^{-\rho_{i}} \sqrt{\frac{e_{i}}{e_{i}^{\prime}+\Delta_{i}}} \log \Delta_{i} \quad(i=1,2, \cdots)
$$

Proof. Since $\Psi_{i}\left(A_{i}\right)=-\pi$ and $\Psi_{i}\left(B_{i}\right)=\sqrt{-1} s_{i, i}$, it follows that $\pi=\int_{e_{i}}^{e_{i}}\left|\frac{h_{i}(x)}{y}\right| d x$
(2. 13) $<\left|k_{i}\right|\left[\frac{1}{\sqrt{x}} \prod_{\substack{j=1 \\ j \neq i}}^{\infty}\left|\frac{1-\frac{x}{a_{j}}}{\left.\sqrt{\left(1-\frac{x}{e_{j}}\right)\left(1-\frac{x}{e_{j}^{\prime}}\right.}\right)}\right|\right] \int_{\max }^{e_{e_{i}}^{e_{i}^{\prime}}} \frac{d x}{\sqrt{\left(\frac{x}{e_{i}}-1\right)\left(1-\frac{x}{e_{i}^{\prime}}\right)}}$
where $x$ runs over the closed interval $\left[e_{i}, e_{i}^{\prime}\right]$, and

$$
s_{i, i}=\int_{e_{i}^{\prime}}^{e_{i}^{\prime}+d_{i}}\left|\frac{h_{i}(x)}{y}\right| d x
$$

(2. 14) $<\left|k_{i}\right|\left[\frac{1}{\sqrt{x^{\prime}}} \prod_{\substack{j=1 \\ j \neq i}}^{\infty}\left|\frac{1-\frac{x^{\prime}}{a_{j}}}{\sqrt{\left(1-\frac{x^{\prime}}{e_{i}}\right)\left(1-\frac{x^{\prime}}{e_{i}^{\prime}}\right)}}\right|\right]_{\min } \int_{e_{i}^{\prime}}^{e_{i}^{\prime}+\Delta_{i}} \frac{d x^{\prime}}{\sqrt{\left(\frac{x^{\prime}}{e_{i}}-1\right)\left(\frac{x^{\prime}}{e_{i}^{\prime}}-1\right)}}$
where $0<\Delta_{i}<e_{i+1}-e_{i}^{\prime}$ and $x^{\prime}$ runs over the closed interval $\left[e_{i}^{\prime}, e_{i}^{\prime}+\Delta_{i}\right]$. Since only one point $a_{j}$ belongs to the open interval $\left(e_{j}, e_{j}^{\prime}\right)(j \neq i)$, we have

$$
\left|\frac{x-a_{j}}{x-e_{j}}\right|<1+\frac{1}{\Delta_{j, i}},\left|\frac{x-a_{j}}{x-e_{j}^{\prime}}\right|<1+\frac{1}{\Delta_{j, i}}
$$

and

$$
\left|\frac{x^{\prime}-a_{j}}{x^{\prime}-e_{j}}\right|>1-\frac{1}{\Delta_{j, i}},\left|\frac{x^{\prime}-a_{j}}{x^{\prime}-e_{j}^{\prime}}\right|>1-\frac{1}{\Delta_{j, i}}
$$

where $\Delta_{j, i}=\left|e_{j}-e_{i}\right|-\Delta_{i}-1$. From (2.12), we have

$$
\begin{aligned}
& \prod_{\substack{j=1 \\
j \neq i}}^{\infty}\left(1-\frac{1}{\Delta_{j, i}}\right)>1-\sum_{\substack{j=1 \\
j \neq i}}^{\infty} \frac{1}{\Delta_{j, i}}=1-\rho_{i},
\end{aligned}
$$

and

$$
\begin{gathered}
\int_{e_{i}^{\prime}}^{e_{i}^{\prime}+\Delta_{i}} \frac{d x^{\prime}}{\sqrt{\left(\frac{x^{\prime}}{e_{i}}-1\right)\left(\frac{x^{\prime}}{e_{i}^{\prime}}-\mathrm{I}\right)}}=2 \sqrt{e_{i} e_{i}^{\prime}} \log \left(\sqrt{\Delta_{i}+1}+\sqrt{\Delta_{i}}\right) \\
>\sqrt{e_{i} e_{i}^{\prime}} \log \Delta_{i} .
\end{gathered}
$$

Therefore by virtue of inequalities (2.13) and (2.14), it follows that

$$
\pi<M \frac{\left|k_{i}\right|}{\sqrt{e_{i}}} e^{\rho_{i}}
$$

and

$$
s_{i, i}>M \frac{\left|k_{i}\right|}{\sqrt{e_{i}^{\prime}+\Delta_{i}}}\left(1-\rho_{i}\right) \log \Delta_{i} \quad(i=1,2, \cdots)
$$

where $M=\left(\prod_{i=1}^{\infty} \sqrt{e_{i} e_{j}^{\prime}}\right)\left(\prod_{\substack{j=1 \\ j \neq i}}^{\infty} a_{j}\right)^{-1}$. Hence we have

$$
s_{i, i}>\left(1-\rho_{2}\right) e^{-\rho_{i}} \sqrt{\frac{e_{i}}{e_{i}^{\prime}+\Delta_{i}}} \log \Delta_{i}(i=1,2, \cdots) \text {, Q.E.D. }
$$

We shall estimate the upper bounds of the absolute values $s_{i, j}$ of non-diagonal elements $\tau_{i, j}$ in the B-period matirix of (2.1).

Under the assumptions (2.5), (2.6), (2.10) and (2.11), we have the following;

Lemma 3.

$$
s_{i, j}<\frac{2 e^{\rho_{i}}}{\left(1-\rho_{i}\right)} \sqrt{\frac{e_{i}^{\prime}}{e_{j}^{\prime}}}\left(\frac{\Delta_{j}+1}{\left|e_{j}+\Delta_{j}-e_{i}\right|-1}\right) \Delta_{j}^{\frac{1}{2}} \quad(j \neq i)
$$

## Furthermore

$$
s_{i, j}<\frac{4 e^{\rho_{i}}}{\left(1-\rho_{i}\right)} \frac{\sqrt{e_{i}^{\prime}}}{\left(e_{i}-e_{i-1}-\Delta_{i-1}-1\right)} \Delta_{j}\left(\frac{\Delta_{j}}{e_{j}^{j}}\right)^{\frac{1}{2}} \quad(j<i)
$$

and

$$
s_{i, j}<\frac{4 e^{\rho_{i}}}{\left(1-\rho_{i}\right)} \frac{\sqrt{e_{i}^{\prime}}}{\left(e_{i+1}+\Delta_{i+1}-e_{i}-1\right)} \Delta_{j}\left(\frac{\Delta_{j}}{e_{j}^{\prime}}\right)^{\frac{1}{2}} \quad(j>i) .
$$

Proof. By the similar method as the diagonal elements $\tau_{i, i}$, we have the following estimations;

$$
\begin{gather*}
\pi=\int_{e_{i}}^{e_{i}^{\prime}}\left|\frac{h_{i}(x)}{y}\right| d x \\
>\left|k_{i}\right|\left[\frac{1}{\sqrt{x}} \prod_{\substack{j=1 \\
j \neq i}}^{\infty}\left|\frac{1-\frac{x}{a_{j}}}{\sqrt{\left(1-\frac{x}{e_{j}}\right)\left(1-\frac{x}{e_{j}^{\prime}}\right)}}\right|\right]_{\min } \int_{e_{i}}^{e_{i}^{\prime}} \frac{d x}{\sqrt{\left(\frac{x}{e_{i}}-1\right)\left(1-\frac{x}{e_{i}^{\prime}}\right)}} \tag{2.15}
\end{gather*}
$$

where $x$ runs over the closed interval $\left[e_{i}, e_{j}^{\prime}\right]$, and

$$
\begin{gather*}
s_{i, j}=\int_{e_{j}^{\prime}}^{e_{j}^{\prime}+\Delta_{j}}\left|\frac{h_{i}\left(x^{\prime \prime}\right)}{y}\right| d x^{\prime \prime} \quad(j \neq i) \\
<\left|k_{i}\right|\left[\left.\frac{1}{\sqrt{x^{\prime \prime}}}\left|\frac{1-\frac{x^{\prime \prime}}{a_{j}}}{\sqrt{\left(1-\frac{x^{\prime \prime}}{e_{i}}\right)\left(1-\frac{x^{\prime \prime}}{e_{i}^{\prime}}\right)}} \prod_{\substack{n=1 \\
n \neq i, j}}^{\infty}\right| \frac{1-\frac{x^{\prime \prime}}{a_{n}}}{\sqrt{\left(1-\frac{x^{\prime \prime}}{e_{n}}\right)\left(1-\frac{x^{\prime \prime}}{e_{n}^{\prime}}\right)}} \right\rvert\,\right]_{\max } \tag{2.16}
\end{gather*}
$$

$$
\times \int_{e_{j}^{\prime}}^{e_{j^{\prime}}+\Delta_{j}} \frac{d x^{\prime \prime}}{\sqrt{\left(\frac{x^{\prime \prime}}{e_{j}}-1\right)\left(\frac{x^{\prime \prime}}{e_{j}^{\prime}}-1\right)}}
$$

where $x^{\prime \prime}$ runs over the closed interval $\left[e_{j}^{\prime}, e_{j}^{\prime}+\Delta_{j}\right]$. Similarly as the proof of Lemma 2 we have

$$
\begin{aligned}
& \left|\frac{x-a_{n}}{x-e_{n}}\right|>1-\frac{1}{\Delta_{n, i}}, \quad\left|\frac{x-a_{n}}{x-e_{n}^{\prime}}\right|>1-\frac{1}{\Delta_{n, i}} \\
& \left|\frac{x^{\prime \prime}-a_{n}}{x^{\prime \prime}-e_{n}}\right|<1+\frac{1}{\Delta_{n, j}},\left|\frac{x^{\prime \prime}-a_{n}}{x^{\prime \prime}-e_{n}^{\prime}}\right|<1+\frac{1}{\Delta_{n, j}}
\end{aligned}
$$

and

$$
\left|\frac{x^{\prime \prime}-a_{j}}{x^{\prime \prime}-e_{i}}\right|<\frac{\Delta_{j}+1}{\left|e_{j}+\Delta_{j}-e_{i}\right|-1},\left|\frac{x^{\prime \prime}-a_{j}}{x^{\prime \prime}-e_{i}^{\prime}}\right|<\frac{\Delta_{j}+1}{\left|e_{j}+\Delta_{j}-e_{i}\right|-1} .
$$

Moreover

$$
\int_{e_{j}^{\prime}}^{e_{j}^{\prime}+\Delta_{j}} \frac{d x^{\prime \prime}}{\sqrt{\left(\frac{x^{\prime \prime}}{e_{j}}-1\right)\left(\frac{x^{\prime \prime}}{e_{j}^{\prime}}-1\right)}}<\sqrt{e_{j} e_{j}^{\prime}} \int_{e_{j}^{\prime}}^{e_{j}^{\prime}+\Delta_{j}} \frac{d x^{\prime \prime}}{\sqrt{x^{\prime \prime}-e_{j}^{\prime}}}=2 \sqrt{e_{j} e_{j}^{\prime}} \Delta_{j}^{\frac{1}{2}} .
$$

From the inequalities (2.15) and (2.16), it follows that

$$
\pi>M \frac{\left|k_{2}\right|}{\sqrt{e_{i}^{\prime}}}\left(1-\rho_{i}\right) \pi
$$

and

$$
s_{i, j}<2 M \frac{\left|k_{i}\right|}{\sqrt{e_{j}^{\prime}}}\left(\frac{\Delta_{j}+1}{\left|e_{j}+\Delta_{j}-e_{i}\right|-1}\right) e^{\rho_{j}} \Delta_{j}^{\frac{1}{2}} .
$$

Hence we have

$$
s_{i, j}<\frac{2 e^{\rho_{j}}}{\left(1-\rho_{i}\right)} \sqrt{\frac{e_{i}^{\prime}}{e_{j}^{\prime}}}\left(\frac{\Delta_{j}+1}{\left|e_{j}+\Delta_{j}-e_{i}\right|-1}\right) \Delta_{j}^{\frac{1}{2}}
$$

## Furthermore

$$
\begin{aligned}
s_{i, j} & <\frac{4 e^{\rho_{j}}}{\left(1-\rho_{i}\right)} \sqrt{\frac{e_{i}^{\prime}}{e_{j}^{\prime}}}\left(\frac{\Delta_{j}+1}{e_{i}-e_{j}-\Delta_{j}-1}\right) \Delta_{j}^{\frac{1}{2}} \quad(j<i) \\
& <\frac{4 e^{\rho_{j}}}{\left(1-\rho_{i}\right)} \frac{\sqrt{e_{i}^{\prime}}}{\left(e_{i}-e_{i-1}-\Delta_{i-1}-1\right)} \Delta_{j}\left(\frac{\Delta_{j}}{e_{j}^{\prime}}\right)^{\frac{1}{2}},
\end{aligned}
$$

and

$$
\begin{aligned}
s_{i, j} & <\frac{2 e^{\rho_{j}}}{\left(1-\rho_{i}\right)} \sqrt{\frac{e_{i}^{\prime}}{e_{j}^{\prime}}}\left(\frac{\Delta_{j}+1}{e_{j}+\Delta_{j}-e_{i}-1}\right) \Delta_{j}^{\frac{1}{2}} \quad(j>i) \\
& \left.<\frac{4 e^{\rho_{i}}}{\left(1-\rho_{i}\right)} \frac{\sqrt{e_{i}^{\prime}}}{\left(e_{i+1}+\Delta_{i+1}-e_{i}-1\right)}\right) \Delta_{j}\left(\frac{\Delta_{j}}{e_{j}^{\prime}}\right)^{\frac{1}{2}}, \quad \text { Q.E.D. }
\end{aligned}
$$

2. 3 Finally we shall construct an example for our purpose. Put for all national numbers $i$

$$
\begin{equation*}
e_{i}=e^{i^{6}}, \quad \Delta_{i}=e^{i^{3}} . \tag{2.17}
\end{equation*}
$$

Then we shall consider the assumptions (2.10) and (2.11) in this case. From (2.17) we have the inequalities

$$
\begin{aligned}
\Delta_{j, i} & =e_{i}-e_{j}-\Delta_{j}-1 \quad(j<i) \\
& \geqq e_{i}-e_{i-1}-\Delta_{i-1}-1 \\
& \geqq e^{2^{6}}-e-e-1>0, \\
\Delta_{j, i} & =e_{j}+\Delta_{j}-e_{i}-1 \quad(j>i) \\
& \geqq e_{i+1}+\Delta_{i+1}-e_{i}-1 \\
& \geqq e^{2^{6}}+e^{2^{3}}-e-1>0 .
\end{aligned}
$$

Thus the assumption (2.10) are satisfied in this case.
From the inequalities

$$
\frac{e_{j}}{\left(e_{i}-e_{j}-\Lambda_{j}-1\right)}<\frac{e_{i-1}}{\left(e_{i}-e_{i-1}-\Lambda_{i-1}-1\right)}<1 \quad(j<i, \quad i \geqq 2)
$$

and

$$
\frac{e_{j}}{\left(e_{j}+\Delta_{j}-e_{i}-1\right)}<\frac{e_{i+1}}{\left(e_{i+1}-e_{i}-1\right)} \quad(j<i),
$$

we have

$$
\begin{aligned}
\rho_{i} & =\sum_{j=1}^{i-1} \frac{1}{\left(e_{i}-e_{j}-\Lambda_{j}-1\right)}+\sum_{j=i+1}^{\infty} \frac{1}{\left(e_{j}+\Delta_{j}-e_{i}-1\right)} \\
& <\frac{e_{i+1}}{\left(e_{i+1}-e_{i}-1\right)} \sum_{j=1}^{\infty} \frac{1}{e^{j^{6}}}<\frac{e^{2^{6}}}{\left(e^{j^{6}}-e-1\right)} \sum_{j=1}^{\infty} \frac{1}{e^{j^{6}}}<1 .
\end{aligned}
$$

Thus the assumption (2.11) are satisfied in this case.
Put

$$
\begin{equation*}
\rho=\frac{e^{2^{6}}}{\left(e^{2^{6}}-e-1\right)} \sum_{j=1}^{\infty} \frac{1}{e^{j^{6}}} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=(1-\rho) e^{-\rho} \sqrt{\frac{e}{2 e+1}} \tag{2.19}
\end{equation*}
$$

By virtue of the inequalities

$$
\frac{e_{i}}{e_{i}^{\prime}+\Delta_{i}}>\frac{e_{1}}{e_{1}^{\prime}+1}=\frac{e}{2 e+\overline{1}} .
$$

and by Lemma 2 and Lemma 3, we have

$$
s_{i, i}>\frac{(1-\rho)}{e^{\rho}} \sqrt{\frac{e}{2 e+1}} i^{3}=\sigma i^{3} \quad(i=1,2, \cdots)
$$

and

$$
\begin{aligned}
& s_{i, j}<\frac{4 e^{\rho}}{(1-\rho)} \frac{\sqrt{e_{i}^{\prime}}}{\left(e_{i}-e_{i-1}-\Delta_{i-1}-1\right)} \Delta_{j}\left(\frac{\Delta_{j}}{e_{j}^{\prime}}\right)^{\frac{1}{2}} \quad(j<i), \\
& s_{i, j}<\frac{4 e^{\rho}}{(1-\rho)} \frac{\sqrt{e_{i}^{\prime}}}{\left(e_{i+1}+\Delta_{i+1}-e_{i}-1\right)} \Delta_{j}\left(\frac{\Delta_{j}^{\prime}}{e_{j}^{\prime}}\right)^{\frac{1}{2}} \quad(j>i) .
\end{aligned}
$$

Therefore it follows that

$$
\begin{aligned}
\sum_{j=2}^{\infty} s_{i, j} & <\frac{4 e^{\rho} \sqrt{e+1}}{(1-\rho)\left(e^{2^{6}}+e^{2^{3}}-e-1\right)} \sum_{j=2}^{\infty} \frac{\Delta_{j}}{\sqrt{e_{j}}} \\
& <\frac{4 e^{\rho} \sqrt{e+1}}{(1-\rho)\left(e^{2}+e^{2^{3}}-e-1\right)} \sum_{j=2}^{\infty} e^{-\frac{5}{2} j^{3}}<\sigma .
\end{aligned}
$$

Since

$$
e_{i+1}+\Delta_{i+1}-e_{i}-1>e_{i}-e_{i-1}-\Delta_{i-1}-1>e^{2^{6}}-2 e-1 \quad(i \geqq 2),
$$

it follows that

$$
\begin{aligned}
\sum_{\substack{j=1 \\
j \neq i}}^{\infty} s_{i, j} & <\frac{4 e^{\rho} \sqrt{e^{2^{6}}+1}}{(1-\rho)\left(e^{2^{6}}-2 e-1\right)} \sum_{j=1}^{\infty} \frac{\Delta_{j}}{\sqrt{\overline{e_{j}}}} \\
& <\frac{4 e^{\rho} \sqrt{e^{2}}+1}{(1-\rho)\left(e^{2^{6}}-2 e-1\right)} \sum_{j=1}^{\infty} e^{-\frac{5}{2} j^{3}}<\sigma(i=2,3, \cdots) .
\end{aligned}
$$

These mean the gool for our purpose;

$$
\begin{aligned}
& s_{i, i}-\sum_{\substack{j=1 \\
j \neq i}}^{\infty} s_{2, j}>0 \quad(i=1,2, \cdots) \\
& \sum_{i=1}^{\infty} \frac{1}{\sqrt{s_{\imath, i}-\sum_{\substack{j=1 \\
j \neq i}}^{\infty} s_{i, j}}}<\infty
\end{aligned}
$$

Hence by virtue of Proposition 2 we have got the example for our purpose.
Theorem. Let $\Re$ be the hyperelliptic Riemann surface of infinite genus defined by

$$
y^{2}=x \prod_{i=1}^{\infty}\left(1-\frac{x}{e_{i}}\right)\left(1-\frac{x}{e_{i}^{\prime}}\right)
$$

where $e_{\imath}=e^{i^{6}}$ and $e_{i}^{\prime}=e_{i}+1 \quad(i=1,2, \cdots)$. Let $\left\{A_{i}, B_{i}\right\}_{i=1,2, \ldots}$. be the canonical homology basis on $\Re$ and $\Psi_{i}(i=1,2, \cdots)$ be the system of linearly independent integrals of the first kind on $\Re$, which are uniquely determined by the initial conditions $\Psi_{i}(0)=0$ and have the following periodsystem with respect to the canonical homology basis $\left\{A_{i}, B_{i}\right\}_{i=1,2, \ldots}, \ldots$;

$$
\left|\begin{array}{|rrrllcccc||}
-\pi & 0 & 0 & \cdots & ; & \tau_{1,1} & \tau_{1,2} & \tau_{1,3} & \cdots \\
0 & -\pi & 0 & \cdots & ; & \tau_{2,1} & \tau_{2,2} & \tau_{2,3} & \cdots \\
0 & 0 & -\pi & \cdots & ; & \tau_{3,1} & \tau_{3,2} & \tau_{3,3} & \cdots \\
\vdots & \vdots & \vdots & & & \vdots & \vdots & \vdots &
\end{array}\right|
$$

where $\tau_{i, j}=\sqrt{-1} s_{i, j}$ are pure imaginary numbers and $\tau_{i, j}=\tau_{j, i}$. Then the Riemann's theta functions $\vartheta_{[a]}(\tau \mid \boldsymbol{z})([\boldsymbol{a}] \in \boldsymbol{A})$ are absolutely convergent in any bounded domain of values of each variable $z_{i}$.

Remark. We can also construct an example of an hyperelliptic Riemann surface $\Re^{\prime}$ of infinite genus such that the imaginary parts of B-periods of a normal integrals of the first kind on $\Re^{\prime}$ with respect to a canonical homology basis satisfy the conditions (*) and (**) of Proposition 3.

Open problems. It is well-known that Jacobian varieties are very usefull to study the closed Riemann surfaces. The following natural question then arises concerning the open Riemann surfaces; What kind of the open Riemann
surfaces have something like Jacobian varieties which shall be usefull to study the open Riemann surfaces? Similarly as the finite case, we can define an infinite dimensional variety by the Riemann's theta functions associated with the open Riemann surface $\Re$ which is given in Theorem. The infinite dimensional variety is a kind of such a variety. Furthermore the natural question arises concerning the open Riemann surface $\mathfrak{R}$ which is given in Theorem; Are Abel's and Jacobi's theorems realized for the open Riemann surface $\mathfrak{R}$.
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[^0]:    2) "Variables $z=\left(z_{1}, z_{2}, \cdots\right)$ are in a bounded domain of values of each variable $z_{i}$ " means that each variable $z_{i}$ is in one and the same bounded domain in the complex plane.
[^1]:    3) See Satz 1 in [5].
    4) See [5].
