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TENSOR PRODUCTS OF POSITIVE DEFINITE

QUADRATIC FORMS III

YOSHIYUKI KITAOKA

In the previous papers [2], [3] we treated the following two questions.
Let L, Mf N be positive definite quadratic lattices over Z:

(i) If L, M are indecomposable, then is L ® M indecomposable?
(ii) Does L (x) M ^ L <g> N imply M ^ NΊ
In this paper we discuss the uniqueness of decompositions with

respect to tensor products. Our aim is to prove the following two
theorems.

THEOREM 1. Let Li9Mi be indecomposable positive definite binary
quadratic lattices with Lt = Lί9 Mt = Mi9 m(Li) = miMi) = 1. For any
ίsometry a: (x)?=i Lt = (x)?=i Mi9 we have a — (x)?=i at where Gt is an isometry
from Li on Mu changing the suffix if necessary.

THEOREM 2. Let Li9 Mt be positive definite quadratic lattices with
[Lii LJ < oo, [Mi: Mi\ < oo. Assume that

( i ) Li (resp. Mt) is of E-type except at most one,
(ii) sLi = sMt = Z, and m(Li),m(Mi) are prime numbers, and
(iii) Lί9Mi are indecomposable.

Then for any isometry σ: (x)?=i Lt = (x)?Li Mt we have n = m and σ = (x) σί9

where at is an isometry from Li on Mi9 changing the suffix if necessary.

We must explain the notations and terminologies in two theorems.
By a positive definite quadratic lattice we mean a lattice in a positive
definite quadratic space over the rational number field Q. For any
quadratic space we use the same letter Q9B which are the correspond-
ing quadratic form and bilinear form (2B(x9 y) = Q(x + y) — Q(x) — Q(y)).
Let L be a positive definite quadratic lattice then sL denotes {2 B(xi9 y^
xi9 Ίji e L} and we put m(L) = min Q(x) where x runs over non-zero
elements of L. SW(L) stands for {xeL; Q(x) = m(L)}9 and L is the sub-
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module of L spanned by elements of 3ft(L). L is called £7-type if every
element of SK(L ® M) is of the form x®y(xeL,yeM) for any positive
definite quadratic lattice M. If either sL c: Z, m(L) < 6 or rank L < 42,
then L is of #-type [1].

§1. In this section we define a weighted graph and prove some
properties.

DEFINITION. Let A be a finite set, and [ , ] be a mapping from
A x A into {t 0 < t < 1} such that

(i) [a, a1] = 1 if and only if a = α7, and
(ii) [α, α7] = [α7, α] for α, ̂  in A.

Then we call (A, [, ]) or simply A a weighted graph. A weighted graph
A is called connected if for any x, y in A there are elements zt of A
such that x — zlf y = zr and fo, s<+1] ^ 0 (i = 1, , r — 1). For weighted
graphs A, 2? we define the direct product A x B by [(α, 6), (α7, 60] =
[α,α/][b,&7] (αj^eA, b,b' eB); then A x β is clearly a weighted graph.
It is also clear that the direct product of connected weighted graphs is
connected. A bisection / from A on B is called an isometry if / sat-
isfies [/(α),/(αθl = [a, a'] for α,α7eA.

LEMMA 1. Let A, B, C be connected weighted graphs, and let σ be

an isometry from A x B on A x C. If there are boe B, cQeC such that

σ{x, bQ) = (fix), c0) for every x in A, then f is an isometry from A on

A and there is an isometry g from B on C with σ(x, y) = (f(x), g(y))

(xeA, yeB).

Proof. Since σ is a bijection and A is a finite set, / is a bijection
of A. Moreover for α, ar in A we have [α, α'] = [(α, 60), (α', δ0)] =
[(/(«'), c0), (/(αθ, c0)] = [/(α),/(α/)L This means that / is an isometry of
A. Multiplying f~ι x id^ to σ9 we have only to prove the lemma in case
of / = 1. Put S = {B c B σ(a, b) = (α, c) for every ae A and δ e S ,
where c is only dependent of &}. S is not empty since S s {b0}. Take
an element Bf in S such that %B' >%B for i? in S. If S7 = J5, then
we have σ(α, b) = (a,g(b)) for αeA, δei?. It is easy to see that # is
an isometry from B on C, and this completes the proof. Now we as-
sume B' ψB. We have to show that this implies a contradiction.
Define a subset C by σ(A, Bf) = (A, CO. Put m = max [6, &'] where
6 e β7, 6' g B7, and we may assume m > max [c, c'] where c e C7, c' g C7,
taking σ-1 instead of σ if necessary. Since B is connected, m is positive.
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Put m = [6, 6'] (δ e B\ bf & B') and take any element x of A. Put σ θ , &0

= (x\ cλ) then cx is not in C" since cx e C" implies (a?, 60 e ̂ ( A , CO =

(A, B'). Putting σ(x, 6) — (x, c), we have m = [6, 6'] = [(x, δ), (#, 60] =

[(x, c), (#', cj] = [x, #7][c, c j . If x Φ x\ then 0 < [x, x'] < 1 implies a

contradiction m < [c, cj < m. Hence a?7 = x follows. Thus we get

σ(x, 60 = (#, c(x)) (c(x)eC) for every a; in A. For #, 7/ in A with [α;, i/]

Φ 0, [», i/] = [(x, 60, (i/, 601 = [(x, c(x)), (y, c(y))] = [a?, i/][c(ίc), c(τ/)] implies

[c(^), c(y)] = 1, and so c(#) = c(j/). Since A is connected, this yields

that c(x) in C is independent of x in A, and then it implies a con-

tradiction B' U {67}e>S and #(B' U {67}) > #B 7.

LEMMA 2. Lei L be a positive definite quadratic lattice. For x,y

in L we put [x,y] = \B(x,y)\/m(L). Then (27Ϊ(L)/±1, [ , ]) is a weighted

graph and it is connected if and only if L is indecomposable.

Proof. Take x,y in 2K(L); then x = ± # if and only if |2?0B,#)| =

m(L). Moreover B(x,y)2 < Q(x)Q(y) = m(L)2 implies that SK(L)/±1 is a

weighted graph. The latter part is obvious.

We say that (2H(L)/±1, [ , ]) is a weighted graph associated to L.

§2. Let LUM3 be positive definite quadratic lattices and let σ be

an isometry from ^=1Li on (x)7=1M^. Suppose that

(ii) [L<: LJ, [M^: f ; ] < oo for every i,/,

(iii) $Jl(Li)/±l, $Jl(Mj)/±l are connected weighted graphs for

every i,j.

Let A, B, A<, β^ be weighted graphs associated to ® Li9 ® M€, L ,̂ Jlί€

respectively. Then σ induces an isometry from A = Π?=i At on J5 = f]Γ=iB<

which is denoted by the same letter σ.

THEOREM. // it follows that n = m, σ= Π?-i^< where σt is an

isometry from At on Biy changing the suffix if necessary, then we have

σ = (x)?=1 μt where μi is an isometry from Li on Mί9 changing the suffix

if necessary.

Proof. We may assume σ = Π σι where at is an isometry from At

on Bt. By the same letter σt we denote a mapping from 3ft(L*) on Tt(Mi)

which induces an isometry σ< from A€ = $Jl(Lt)/±l on β^ = 2)ϊ(M ί)/±l.

Fix any element et in 271(1̂ ) (i > 2). Then σ(β ® e2 ®
 # * ® β j = ±<?Ί(β)
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® σ2(e2) ® - ® σn(en) holds for every e in WliLJ. Putting ±σ1(e) =

then σ(e (x) e2 ® ® βw) = ^(e) ® <r2(e2) (g) ® </n(en) for any β in

This means that μ1 is an isometry from Lλ onto Λf1# Since Mj (x) σ2(e2)

<8> ® n̂Cβ,,) is a direct summand of ® Mt and [1^: LJ < oo, μx is an

isometry from Lγ into M^ Similarly we get an isometry μt from Lt

into M^ so that σ(βx ® ® e j = ±μi(βi) (g) (x) μn(en) for e< in aK(Lί),

where ± may depend on the choice of et. Since SKίL^Z + l is connected

and moreover δ = 37 if σOx ® <g> e J = d/^fe) <g> ® μw(e J> σ(eί ® -

® β̂ ) = δ'μiieO (x)' ® /̂ w(βw) are not orthogonal, ± does not depend on

the choice of et. Thus we get σ = ® μi9 taking —μγ if necessary. Since

a is an onto-mapping, ^ is an isometry from Lt on M f. This completes

the proof.

§3. First we discuss the case of Theorem 1. Let L be an inde-

composable binary positive definite quadratic lattice with L = L, m(L)

= 1. Then L has a basis {e19 e2} so that Qie^ = Q(β2) = 1, 0 < B ^ , e2)

< %, and moreover we have 9K(L) = {±6!, ± e 2 , ±(e x — e2)} (±(e1 — e2)

happens only when B(e19 e2) = | ) . Let AL be a weighted graph associated

to L then AL is connected. # AL is two for B(e19 e2) < \. If S(β u e2)

= j , then # A^ = 3 and [ai9 a^ = J for i ^ j where we put AL = {a19 α2, α3}.

Let Lί9 Miy σ be as in Theorem 1 then Lί9 Mt are of ί^-type, and

define A9Ai9B9Bt and σ as in §2; then we have

LEMMA 3. σ = Π σι where σt is an isometry from At on Bi9 changing

the suffix if necessary.

Proof. We prove this by the induction with respect to # A. Put

m = max [α, α'] = max [6, 67] where a9 a' e A, a Φ af and b9b
f eB9 b Φ b'.

Since Ai9 Bt are indecomposable, we get 0 < m < \. Take α ^ α' in A

with [α, α;] = m. Putting a = f\ ai9 ar — Π ^> w = Π [αi> αi] follows.

Noting [aί9 α^ < 1 for at Φ a^ the maximality of m implies that there

is an index j such that [αo αί] = 1, i.e., α̂  = α̂  for i Φ j , and a3 Φ a'ό.

We may assume j = 1, and similarly σ(α) = f] &<> σ(a0 == Π ί̂> &* = ^̂

for i > 1 and bx Φ b[. Then m = [α^ αί] = [b19 b{] follows. If m < \,

then Ax = {α^αί}, β x = {6W b[) and σ(Aj x Π?=2^) = #i X Π?=2 6*. Hence

Lemma 1 and the assumption of the induction completes the proof.

Suppose m — \ then there is an element a" in Ax so that Ax = {a19 a[9 a")

and K α f l = [αί,αΠ = 1. Put ^(oί' X Π?=2^) = Π V(\ then [α1?αΠ =
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[aί, an = I implies [b19 &Π \\U [δ,", bt] - [6ί, &ί'] Πf-a [&", &J = έ Suppose

&! = &ί'; then Π?=2 [&<", &J = h and so [&ί, &ί'] = 1, that is, b[ = b[' = δx.

This is a contradiction. Hence we have bι Φ &", and then [b19 &"] = | .

Therefore b'( = 6€ for ΐ > 2 and σ(Ax x Π ^ α * ) = 5 L χ Π?=2 &<• This

completes the proof as above.

Now Theorem 1 follows from Theorem in § 2.

Next we discuss the case of Theorem 2.

L E M M A 4. Let ai9 bte Z and 0 < bt < au and let at be prime. Put

Π?-i (J>ila>i) = &/α> (α, 6) = 1. Then α > α̂  /or some i if n > 2.

Proof. We may suppose αx < < an, and assume α < α̂  for any

i. Since a divides Π ai> w e have ά = ax. bx Π?-2(6*/tt<) = 6 and α^&!

imply Π?-2^<l Π?=2 &<• This contradicts 0 < 6< < α<.

LEMMA 5. Let Aί9Bi be connected weighted graphs with #A^ > 1,

# J?i > 1, and Zeί Pί, ĝ  δe primes. Suppose

{[x, y];χ,ye Aτ) c {a/p* a = 0 , 1 , . ., p%)

and

{[%,y];x,y eBt} c {δ/g^; 6 = 0 ,1 , , g<} .

// σ is an isometry from Π?-i^« °^ ΠΓ=i^ί> tΛen n — m and σ = f] ^
where σt is an isometry from At on Bi9 changing the suffix if necessary.

Proof. We prove by the induction with respect to # Π?-i -̂ -i Since

-A< is connected and # At > 1, for any element a in A< there is an

element af in At such that 0 < [α, αr] < 1. If [α, α7] Φ 0,1 for α, αr in

A€, then the denominator of [α, α7] is a prime p ί # Without loss of gen-

erality we may assume p1= = pΛ < p f c + 1 < < pn, qι = = gΛ

< α^+i < < Qm. Put A = Π?-i &u B = Π?-i β ^ a n d fix a n y element

a = f] α4 of A. Suppose that the minimal value of the denominator of

[α, α7] with [α, α7] ^ 0,1 (α'eA) is taken by a' — Πa^eA. Then the

above remark and Lemma 4 imply a't = at for i Φ j , and α7 ^ a3 for

some / and so the minimal value is obviously pl9 and j < k. On the

other hand, by virtue of Lemma 4 and the connectedness of Ai9 it is

easy to see that Ax x x Ak x αΛ + 1 x x an is a subset of A con-

sisting of elements z such that there are elements zx — a, - , zr = 2 of

A satisfying that the denominator of |>i,3<+1] is px for i = 1, , r — 1.

From the similar argument for σ(a) = γ[ bt in B follows that the
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corresponding minimal denominator is q19 and the corresponding subset

of B for q19 σ(a) instead of p19 a is Bx x x Bh x bh+1 x X δ m .

Since σ is an isometry, we have pι = q19 and so σ{Aγ x x Ak x ak+ι

X . . . x α j = Bγ x x Bh x &Λ+1 x X δ m by their definitions. This

implies that Ax x x Ak and Bιχ χ β f t are isometric. Therefore

Lemma 1 and the assumption of the induction completes the proof if

n> k. Thus we may suppose n = k. Then σ(A) = Π£»i ^* X &Λ+I X

• X δ m implies ft — m. Moreover we have n = m since the maximal

value of the denominators of [a, α'] (α, α' Θ A) (resp. [δ, δ'] (6, &' e B)) is

p? (resp. pψ)9 and they are equal. For simplicity we put p1 = p in the

following.

( i ) Assume that Ax contains distinct three elements xίf x29 xz such

[xl9 x2][x29 # 3 ] fc %H Φ 0. Fix any element at in At (i > 2), and put

σixic Π?=2 αO - Π"-i 6*,i (& ,̂̂  e β i ) ί t h e n t^> x*] = Π?-i ίbij> b*J Φ 0. Since

0 < [bitj9 bkJ] < 1 and the denominator of [bij9 bkJ] is p if bitJ Φ bkj9

compairing the denominators of both sides, we have bitj = bkJ for any

j except one index if i Φ k. Without loss of generality we may assume

&i,i Φ &2,i> &i,i = &2,i (i > 2). Similarly we may assume 62)fc = &3>fc for

kΦt. If t > 2, then 6 l f i = 62,̂  = bZyj for i ^ 1, t. This implies tox, #3]

= [&i,i, &s,i][&i,ί> &3,J = [&i,i» 62,J[&2,i» &3,ίl The denominator of the left

(resp. right) side is p (resp. p2) since bul Φ b2yl9 δ 2 l ί Φ &3lί. This is a

contradiction. Hence we get t = 1, and so 625l ^ 63fl, δ 2 ι i = δ 3 ί i (/ > 2).

Thus we may put σ(xk x Πt-2^) = yk X Π?=2&i (VjceB^biβBi). Take

an element < in ATO such that [αn, < ] ^ 0,1. Similarly we get σ(xk X

Π?-!^* X a'n) = %k X XliΦjb'i for some zk in β^ and b\ in B .̂ Suppose

1 Φ 1, then [αn, < ] = [xk x Π?=2 α«, #* X Π?-» α ί X < ] = [»*» & ίH & ^ «*1 X

Π<^i,i [&«> &<]• We note that the denominator of the left side is p. If

bt Φ b'i for i Φ 1, /, then [̂ /Λ, 6j[] = 1, and so yx — y2 — y3. This implies

a contradiction χ1 = χ2 = χ3. Hence bt = δ for ΐ ^ 1, j . b[ Φ y1 implies

bj = ^ (^^2? %z)> and so we get y2 — y3 — b[9 taking k = 2 or 3. This is

a contradiction. Hence we have b[ = ?/i, and similarly &ί = y2. This

contradicts xx Φ x2. Hence j equals 1, and we may put σ(xk x Πt-21 α i

X < ) = s* X Π?=2 &{ («* e JBi, b\ e Bi). σ(xk x Π?-2 α*) = ^ X Π?=2 &< implies

ten* XhlfantOiJi = [Vk>Zh\ Πi=2[&<>&3 Putting fc = ft, and compairing the

denominators we have δ t = δ̂  for any i > 2 except at most one i.

Putting k Φ ft, the denominator of the left hand equals p2. Hence the

exceptional suffix exists. Then putting k = ft again, we have yk = 2fe
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for k = 1, 2,3. Thus we have σ(xk x Π?=2 aι X <Ό = VkX Π?=2 K Doing

the similar operations for α*, <, we have <;(ίcft x \[^2A^ c 2/* X Π?=2#ί

since A t is connected. Similarly o " 1 ^^ Π?=2 6«) = #* Π?=2α* and [#!, 2/2]

X [2/2*2/3][2/3>2/i] =£ 0 imply o-" 1 ^ Π?=2β*) c £* X Π?=2^, and so σ(xk X

Π?=2A ί) = yk x n?=2^z. This implies Π?=2^.* = Π t - 2 ^ and then Lem-

ma 1 and the assumption of the induction completes the proof.

(ii) Suppose that A1 contains distinct four elements xt such that

[xί9 x2][x19 xz][xl9 xj Φ 0, [x2, x3] = [x2, xA] = [x3, xj = 0. Fix any element

α< in A< ( i > 2 ) . Putσ(a;Λχ Π?=2 α*) = Π?-i &*,* 5 t h e n [«*, »J = Π?=i[δM>6i,J

^ 0. Since the denominator of the left hand is p for kΦl, there is

a number ίΛ such that bkΛ = 6lβί for i ^ tΛ, and 6Λ>fJb Φ blttk.

a) Suppose that ί2, ί3, ί4 are distinct.

[̂ 3, a J = 0 implies [b3i<, 64ίJ = 0 for some i. Since &Ajy = buj for ,/ ^

t2, U, ί4, i equals t2, t3 or ί4. If i = t2, then 63)ί2 = &M2 = 54,ί2 implies a

contradiction [63>ίa, 64>ίa] — 1. Similarly ΐ = ί3 or i = ί4 implies a con-

tradiction.

b) Suppose that t2 = t3 Φ ί4.

[αj3, ajj = 0 implies [63ίί, 64jί] = 0 for some i. 6fc?J — 61?J for y ^ ίfc yields

i = t2 or ί4. i — t2 implies δ4 j ί 2 = 6 l i ίa, and so [63iί, &1}i] = 0. This con-

tradicts [a?3, α?j] 7̂  0. Similarly i = ί4 is a contradiction.

Similarly t2 Φ t3 ~ ί4 or t2 = t4 Φ t3 implies a contradiction. Hence

we have £2 = ί3 = ί4 = 1 (say). Thus we may assume σ(xk X Π?=2αi) =

2/* X Π?=2&z (2/*eβx, biβBi). Take an element < in An with [αn, < ]

^ 0, 1, and put σ(a?Λ X Πί-21^ X < ) = zk Π<^&ί ( « * e ^ , δ ^ e ^ ) . As-

sume j =£ 1; then [a?Λ X Π?=2^i, »« X Π?-alαi X °O = [̂ *» ^ ] X fan* < ί

= [2/*, bί][bj, zt] l\iΦ1J [bi9 &ί]. [a?!, a?ί][αn, < ] ^ 0 implies [bp zt] Φ 0 (ί =

1, 2, 3, 4), [60 &•] ̂  0 for i Φ 1, j . Similarly [xkf x,] Φ 0 implies [yk, 63

^ 0 (& = 1,2,3,4). This means [xk, xt][an, < ] 9̂  0 for any fc, ί and con-

tradicts [x29x3] = 0. Thus we have = 1, and [xk,xt]. [an, < ] = [yk,zt]

X Π?=2 [&i, 63- Since the denominator of the left hand for k = 1, ί = 2

is p2, there is at least one suffix i such that bt Φ b\. Moreover the

denominator of the left side for k = t is p. Hence there is no such

suffix except ΐ, and this yields [yk9zk] = 1, i.e., yk = zk. As the proof

of the case (i) we have σ(xk X Π?-2 .̂<) = 2/* X Π?=2#* a n d complete the

proof for the case (ii) by the induction and Lemma 1.

For a weighted graph W we make a usual graph, joining two ele-
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ments x9y with [x9y] Φ 0. Then, by virtue of (i), (ii), we may assume

that A{9Bt do not contain subgraphs X \ > o J Hence Ai9Bt are

o—o— o or ^^__ _ ^ as graphs.

(iii) Suppose that Ax contains three distinct elements xl9 x29 x3 such

that [xl9x2] Φ 0, [x29x3] Φ 0, [x19x3] = 0, i.e.,^1 ^2 X

Q\ Take any ele-

ment at in Ai9 and put σ(xk Π?=2tt*) = Π?=i &M ( ^ M e #*). Compairing the

denominators of [a^,#,] = f]?=i [&M* &«,J» there are numbers g,s so that

δi,ι = &2,i f ° r i =£ 4> δ2,ί = δ M f ° r * Φ s tf =£ s implies δ l f < = δ M = δ3 f i

for i Φ q9 s9 b2Λ = 63i? and δ1}5 = δ2>5, and then we have [x19 x3] =

Π?-i [δ l f i, δ3ϊ<] = [6x,e, δ 3 ι ί ][δ M , δ M ] = [bUq9 δ2,α][δ2,,, 63>J = 0. This contra-

dicts [x19 x2][x29 α?3] φ 0. Thus we may assume q = s = 1 (say), and

fffeΠ?=2αί) = ^Π?=2ί>ί (ykeB19 biβBi). Doing the similar thing for

o? o? o 4, w e h a v e ( 7 0 ^ x f[?-2 α i ) = Zk Uiψj b't (zk e Bj9 δ e J?<) f o r

k = 2,3,4. Compairing the case fc = 2,3, we get 22 = bj = ^3 if / ^ 1.

This is a contradiction, and so i = 1. This means b\ = δ< for i > 2 and

<K#4 Π?=2^ί) = ^ Π?=2 b^ Since A! is o-̂ > 0 or /^o ^ ^ , we have

oix X Π?=2^) = /(a?) X Π?=2&ί for any x in A1? that is, σ(Aλ x Π?=2^i)

c δ j X Π?=2 δ<. Similarly we have σ'\Bx X Π?-2 6<) c Ax x Π?=2^ί and

so σfAi x Π?=2αί) = Bλ x Π?=2 &<• Lemma 1 and the induction complete

the proof.

(iv) By virtue of (i), (ii), (iii) we have only to prove the case that

#Ai=: % Bi = 2. Put m = max [a, a'] (a, o! e A, α =£ α') and assume m =

[a, a/] for α = Π?-iα<> a' = Π?=iαi Since [α ,̂ α ] < 1 if α* ^ αί, by the

definition, there is a suffix t so that α̂  = α for i ^ t and α̂  ^ αj. Putting

σ(a) = f] δ4, σ(αθ = Π î> there is a suffix s so that bt = δ for i =£ s,

and δ s ^ δj. Without loss of generality we may assume t = s = 1 then

Aj = {a19 aΊ}9 B1 = {δx, 6J} and [α^ αQ = [δi, δj] = m. Hence Ax ^ JBX and

tf(Aj x Π?-2^ί) = J?i X Π?=2 &«• Lemma 1 and the assumption of the in-

duction complete the proof of Lemma 4.

To complete the proof of Theorem 2 we need only to prove that

the cardinalities of weighted graphs associated to Lί9Mi are not 1. It

follows immediately from the assumption (ii).

Let L be an indecomposable positive definite quadratic lattice, and
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put A = 3K(L)/±1 and we consider A as a weighted graph by [x,y] =
\B(x, y)\/m(L) for a?, y e 3Jl(L)/±l as above. We call such a weighted
graph a quadratic weighted graph associated to L. Then the following
questions arise.

( i ) Let Ai9 Bi be connected quadratic weighted graphs and / be
an isometry from Π?=ι^* o n Π£i^« What is a sufficient condition to
the following assertion?

n = m and / = \[ ft (changing the suffix if necessary), where ft is an
isometry from At on Bt.

(ii) Let L be an indecomposable positive definite quadratic lattice
with L — L, and let A be an associated quadratic weighted graph. If
A = B x C where B, C are quadratic weighted graphs, then is there a
decomposition L ~ M®N so that B (resp. C) is a quadratic weighted
graph associated to M (resp. ΛO?

/4 1 1\ /4 1 1\
Remark 1. For M ^ II 4 l L i V ^ l 4 — 1 , associated quad-

\l 1 4/ \l - 1 4/
ratic graphs are isometric but M,N are not isometric.

Remark 2. Let L be a positive definite quadratic lattice with L
— L, m(L) = 1, and assume that 2Jt(L)/±l = A x Z? where A,B are
weighted graphs with # A, # 5 > 1. Put 2R(L)/ ± 1 = {et} and et = (αt, δt)
(α^eA, bteB). Suppose that there is a mapping sx (resp. s2) from
A x A (resp. B x B) into {±1} so that sx(a,a) = s2(δ, δ) = 1 for every
α in A and every δ in B, and β(e^, ê ) = s^α*, aj)s2φi9 bj)[ai9 aj][bi9 bj]
for any i,/. Then we can show that there are positive definite quad-
ratic lattices M, N such that L s M ® N, M = ]0Γ, ΛΓ = iSΓ, m(M) = m(N)
= 1 and A, β are quadratic graphs associated to M, iV respectively.
The assumption on 819 s2 is not satisfied for a decomposable lattice M _l_N
in Remark 1.

REFERENCES

[ 1 ] Y. Kitaoka, Scalar extension of quadratic lattices II, Nagoya Math. J. vol. 67
(1977), 159-164.

[ 2 ] , Tensor products of positive definite quadratic forms, Gottingen Nachr. Nr.
4 (1977).

[ 3 ] 1 Tensor products of positive definite quadratic forms II, to appear.
[ 4 ] 0. T. O'Meara, Introduction to quadratic forms, Springer-Verlag, 1963.

Department of Mathematics
Nagoya University

https://doi.org/10.1017/S0027763000021863 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000021863



