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MODULAR FORMS OF DEGREE n AND REPRESENTATION

BY QUADRATIC FORMS IV

YOSHIYUKI KITAOKA

Let I be a quadratic lattice with positive definite quadratic form

over the ring of rational integers, Mr a submodule of finite index, S a

finite set of primes containing all prime divisors of 2[M: M'] and such

that Mp is unimodular for p & S. In [2] we showed that there is a constant

c such that for every lattice N with positive definite quadratic form and

every collection (fp)pes °f isometries fp: NP-~>MP there is an isometry /:

N -> M satisfying

f^fp mod M'v for every p\ [M: Mr],

/(JVp) is primitive in Mp for every p £ S,

provided the minimum of N J> c and rank M >̂ 3 rank N + 3.

Our aim is to show that the condition rank M ^ 3 rank N + 3 can be

weakened to rank M 2> 2 rank iV + 3 if rank N = 2. The argument sug-

gests that it is the case without limit on rankJV.

In Section 1 we complete a result of van der Blij [8], in Section 2

we take out the Eisenstein series from the generating theta series, in

Section 3 we give an estimate of local densities from below and in Section

4 we give an asymptotic formula for numbers of isometries and show the

existence of an isometry in question.

NOTATION. We denote by Z, Q, Zp and Qp the ring of rational in-

tegers, the field of rational numbers and their p-aάic completions respec-

tively. If A is a commutative ring, Mmi7l(A) is the set of m X n matrices

with entries in A. For XeMM(A) ιX means the transposed matrix and

we put Y[X] = 'XYX for Ye Λfm,TO(A). l w is the unit matrix of order m.

Let M be a module over A and N a submodule. N is called primitive if

M/N is a free module. Similarly P e Mnun(A) (m ^> n) is called primitive
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26 YOSHIYUKI KITAOKA

if it can be completed to a matrix in Mm,w(A) whose determinant is a

unit in A. For a quadratic module we denote by B( , ), Q( ) the as-

sociated bilinear form, quadratic form with Q(x) = B(x, x) respectively.

§ l

Let SeMmi7n(Z), Te Mn,n(Z) (m^>n) be symmetric positive definite

matrices respectively, P e Mm>n(Z) and v a natural number. They are fixed

once and for all in this section. By ?β®(S, v) we denote a set of all posi-

tive definite matrices S' in Mm%m(Z) such that S' = S[UP] for some Upe

GLm(Zp) with Up = lm mod vZp for every prime p. If for S', S7/ 6 φ@(S, v)

there is a unimodular matrix UeGLm(Z) such that Sr = S/7[l7], [ / = l m

y, then we say that S' and S" are equivalent and write S'~S". Put

AfTOtn(Z)|S[X] = Γ , X = Pmodv},

A(S, T; P, v) = M(S, v)-1 Σ A(S', T; P, v)IE(S\ v),

a (S T' P iS) = 2~5m>n lim (p α ) n ( n + 1 ' ) 2 ' m 7 Z

X #{Xe Λ ί ^ ^ Z p / ^ Z ^ I S t X ] = jPmodp α Z p , X = P m o d vZp}.

Here S ; runs over a complete set of representatives of equivalence classes

in $©(S, v) and ^m>7Z is the Kronecker's delta function.

The purpose of this section is to prove the following theorem which

is already proved in [8] if P is primitive as an element in Mmi7l(Zp) for

p\v.

THEOREM.

, Γ; P, iO - ε3l,,nlιllrmflI|S|"n/2|Γ|(m-ϊl-1)/2 Π «p(S, Γ; P, y),
V

if m> n + 1 or m = n = 1,

" '2 otherwise,

!

1 if m Φ n or if v = 1,2,

2«<v)-2 if m z = n and if v ^ 3 and 0, 4) = 2 ,

2ω(v)"1 otherwise.
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Here ω{v) denotes the number of different prime factors of v.

The proof is proceeded along the original idea of Siegel [7],
Since Theorem is proved for v — 1, we may assume v > 1 and we fix,

once and for all a natural number vQ of a power of v such that y0 is
divided by \T\v2 in Zp for p\v. Then v, > 4 holds. Put

Gm(r) = {Ge GLm(Z)\G = lm mod r}

for a natural number r and then it is known that Gm(r) is torsion-free
for r ^ 3.

LEMMA 1. For S' e φ®(S, y) we Λαue

tf(S', v)#({ff e φ@(S, ^ I H T S 7 } / ^ ) = [ G » : Gm(v0)].

Proof. Considering the mapping S7 •-> S^t/] (17 6 Gm{v)), we have

, v)\H~S'}i~) = #(0(so n G

where O(S0 is {Ie GLW(Z)|S'[X] = S;} as usual. For t/e Gm(v) the num-
ber of Gm(vQ) cosets in the double coset (O(S') (Ί Gm(u))UGm(vQ) :s equa. to
#(O(S0 Π GJy)ί{Ve O(S0 Π GJy)\ VUGM) = t/Gm(,0)}) = #(O(S0 ΓΊ G » ) =
E(Sf,v\ noting that V£/Gj>0) = C7GTO(y0) implies VeGJy,) and hence V
= lm since V" is of finite order and y0 ̂  3. This completes the proof.

LEMMA 2. For S" € ψ®(S, v), we have

A(S', T; P, »)IE(S', v) = [ G » : G^)]" 1 Σ A(fί, Γ; P, v)

where H runs over a complete set of equivalence classes

{HeW(S,v)\H~S'}l~.

Proof. For H = S'[U], Ue GJv), we have

A(H, T; P, v) = S{Ie Mm,n(Z)\H[X] = T,X= Pmodv}

= #{Xe Mm,n(Z)|S'[t7X] = T,UX= Pmodv}

= A(S'f Γ; P, v).

Hence Lemma 2 follows from Lemma 1.
Let {P}} be a complete set of representatives of {P'e Mm>n(Z)\P' =

P mod v} mod vo; then P_, can be chosen so that rankP^ = n and Ps —

w h e r e ^ e G L ^ Z ) ' AJ> S ί 6 M"ΛZ) satisfies

(IB,I, v) = 1 and v,Aγ € Mn.n(Z).
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We fix such Pό, Aό once and for all hereafter.

LEMMA 3. Put Q = Pj9 A = A,. Then we have for Sf e Sβ@(S, v)

A(S\ T; Q, vd = Σ A(S', T[A^] (Q + v0G)A~\ v0).
GeMm,n(Z)/Mm,n(Z)A

Proof Suppose S'[X] = T, X ΞΞ Q modv0 for XeMmjn(Z). For F =

X - Q) e Mw,n(Z) we have S'lXA'1] = TfA"1] and

1 + PoFA"1 e Mm,n(Z).

If, conversely S'[Y] = ΓfA"1], Y = (Q + Po^A-1 mod^0, then S'[YA] = Γ

and YA = Q mod y0 hold.

LEMMA 4. Lei P j ? A, be those as above. Then we have

MS, T; P, v) = M(S,

X |S|-»/«|Γ|(»-»-»/« Π α (S, T; P, v)
Pi"

x Σ ( Σ Σ HAJ»+I-
Si Pj GBMm,ni.Z)/M1tltn{Z)Aj

X Π aJiSu TiAjΊ iPj +

where Pό runs over a complete set of representatives of {P; e MmiU(Z)\P/ =

Pmod v) mod vύ given above and {St} is given so that β̂@(S, v) = \}t S$G&(Si91>0)

(disjoint union).

Proof By definition we have

A0(S, T; P, v) = M(S9 v)-1 Σ Λ(S\ T; P, v)/E(S', v)

= M(S, vYWJy): GM)Γ Σ Σ A(H, T; P, v),

by Lemma 2, where H runs over {HeW(Sfιd\H-S;}/-Q

= M(S, vrWJv): GMT1 Σ A(H, T; P, v)

= M(S, v)-*[GJy): G> 0)]" ' Σ Σ A(F, Γ; P, v)
Si %®(Si,»0)/~BH

= M(S, w)-[G»: G>0)]-' Σ Σ A(F, Γ; P,,
PS y®(Siyvo)/~Q3H

Σ

X Σ A(fl; ΓtAj1] (P, + v»G)Aj\ v,),
GeMm,m(Z)/Mm,n(Z)Aj

by Lemma 3.

For He ψ®(S, v) we have M(H, v,)'1 = AQ(H, H; lm, v0) = A0(S, S; lm,
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= M(S, vQ)'\ noting that the definition implies the first and third equality

and the second follows from ap(H, H; lm, v0) = ap(S, S; 1TO, vQ) in the proved

case. If TfAj1] is integral, then \Ajf divides \T\ and hence vjv is divided

by \Aj\; then (Pά + v0G)Ajι = PfAj1 mod v. By virtue of definition of AJ9

PjAj1 e Mm,n(Zp) is primitive for p\v and hence (P7 + vQG)Ajί is also primi-

tive for p\v. Using Theorem which is proved for a primitive P for p\v,

we have

, Γ; P, v) = M(S, ,0)M(S, , )-[G»: Gmy-1

ί}1,.Λ,,|S|

x |rr—I)/2 π «,(s, Γ; P, p){ Σ Σ ll
Plw Py.^ΐ GeMm>n{Z)/Mm,n{Z)Aj

-n/2

X Π ^(S, ΓIAj1]; (Pj + vΰG)Aj\ v0)},
p\v

since for p I p α/S, TtAj1]; (P, + v0G)Aj1, Vo) = «P(S, T) = «P(S, Γ; P, υ).

Let g be a sufficiently large power of v0 and put A = {Fe ΛίBiM(Z)|F

= Ψ).

LEMMA 5. Put Q = Pj9 A = A7 ατιd demote 63/ 5? { ^ [ A " 1 ] ^ e /I}.

//ιβ mapping Y ^ YΆ is bijectίve from

for some GeMm,n(Z)

to

{Xe Mmtn(Z) mod qMM,n(Z)A\S[X] = T mod q, X = Q mod vQ}.

Proof. The mapping is clearly well-defined and injective. Suppose,

conversely that XeMm,n(Z) satisfies S[X] = Tmodq and X = Qmody0.

Defining G e Mm,n(Z) by X = Q + v0G, XA1 = QA'1 + v,GA~ι is integral.

For R = q-\S[X] - T) e Mn%n{Z) and Y = XA'1 we have S[Y] = TIA'1]

+ qRIA'1]. This shows the surjectiveness of the mapping.

LEMMA 6. Let V, W be regular quadratic spaces over Qp and M, N

lattices on V, W respectively (dim V = rank M, dim W = rank N). Let h

be an integer such that

phQ(x) € 2ZP for all xeM*,

where ΛF = {x e V\B(x, M) c Zp}. If ue Horn (Λf, N) satisfies

Q(x) = Q(u(x)) mod 2ph+ιZp for x e M ,

ί/iβre is an ίsometry uf from M to N such that
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u'(M) = u(M),

u'(x) Ξ κ(x) modpΛ+1z/(M*) /or x e M.

Especially we have w': M ~ u(M).

Proof. Since for y, z e M* 2B(y, *) = Q(j> + 2) - Q(y) - Q(z) e 2 p " %

holds, we have B(phy, z) e Zv and hence p Λ M # c (M*f = M Next we claim

that for G = u(M*) the three conditions

Horn (Λf, Zp) = {x ^ B(u(x), w)\w e G} + Horn (M,pZp),

phQ(x)e2Z,, for x e G ,

Q(u(x)) ΞΞ Q ( x ) m o d 2 p Λ + 1 Z p f o r x e M

are satisfied. Let φ be an element of Horn (M, Zp) then there is z e M*

such that φ(x) = JB(X, 2) for i e l . For Λ:e M we have

= B(x,phz) = B(u(x)9p
hu(z)) modph+iZp ,

since pΛ2: e M Thus x -̂> p(x) — B(u(x), u{z)) is in Horn (M, pZp) and the

first condition holds. For x e M* we have

Q(phx) = Q(p^(x)) mod 2pΛ+1Zp

and then phQ(x) = phQ(u(x)) mod 2pZp. From the assumption phQ(x) e 2ZP

holds and hence pΛQ(w(x)) e 2ZP holds. Thus the second condition holds.

The third one is nothing but the assumption. "Satz" in Section 14 in

[5] completes the proof.

LEMMA 7. For Q = Pj and A = A} we have

#{Xmod q\S[X] ΞΞ Tmoάq, X ΞΞ Qmoάv,}

Σ iffy mod 9
m,n(Z)/Xm,n(Z)A IGeMm,n(Z)/Mm,n(Z)A [

Proof. By Lemma 5 we have

S[Y] = T[A-1] mod q

Y=(Q +

Ξ Qmodv0}

= ||A||-»#{XeΛfm,l,(Z)/<ZMm,.(Z)i4|S[X] = Tmoάq, X= Qmodv,}

for some G e Mm,n(Z)

Here for a prime p\v we define quadratic lattices M = Zp[vu , un] and
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N = Zp[ul9 , un] by (B(vi9 vj)) = T[A'*], (B(ui9 Uj)) = T[A^] + R (ReSt)

respectively. Define a linear mapping we Horn (M, N) by u(vt) = w4; then

Q(u(x)) = Q(Λ ) mod <2%2 holds for x e Λf since Λ Ξ O mod gι;0~
2. From Lemma

6 follows that there is an isometry v! from M to N such that

u\x) ΞΞ u(x) mod 2~1qvό2u(M*) for x € Λf.

If, hence we define Dp e GLn(Zp) by

(w'ίϋj), , u\vn)) - (MX, , un)Dp,

then T[A'r] — (T[A ]] + R)[DP] and Dp ΞΞ ln mod v0Zp since q is sufficiently

large. Taking D e Mn(Z) which is close to Dp for p\v and considering the

mapping Ŷ -> YD, we have

p m o d q\S[X] ΞΞ Tmoάq,X= Qmodv0}

\S[Y] = T[A-'] mod q

Ymod q\γ=(Q + ^G)A~ι mod :

for some G e Mm^(Z)

Since %{β\qΛ) = ||A||?ι+1, we complete the proof.

Now we can prove the theorem. Since

%{Xmodq\S\X\ ΞΞ Tmod g, X ΞΞ Pmod v}

- Σ f{Imod q\S[X] = Γmod g, X ΞΞ P ; mod v0},

Lemma 7 implies

Π α,(S, Γ; P, v)

= Σ Σ !|Ajir ! + !"mn «p(S, T[A]'];(Pt + v0G)Aj\ v0)
P j Γ - - - - -

and then from Lemma 4 follows

A,(S, T; P, v) =

X|S|-/s|T|<»-»-'>/» 2 Π αP(S(, Γ; P, v).
Si P

Since St e 5β®(S, υ) implies «,(§,, Γ; P, v) = ap(S, T; P, v), we have

AIS, T; P, v) = cεδu,mJn,n\Sr>2\Tr—^ Π α,(S, Γ; P, v)

where c = M(S, ̂ 0)M"(S, ̂ " ' [ G ^ ) : G ^ M ' ^ t S J . Hence c depends only on

S for a sufficiently large power of v. Since Theorem holds for c — 1 in

case T = S, we have c = 1 and complete the proof of Theorem.

https://doi.org/10.1017/S002776300000252X Published online by Cambridge University Press

https://doi.org/10.1017/S002776300000252X


32 YOSHIYUKI KITAOKA

§2.

Let S e MΊnm(Z) be a symmetric positive definite matrix whose diago-

nals are even integers and q the level of S, that is, qS'1 is also integral

and diagonal entries of qS'1 are even.

Let P be an element of Mm,n(Z) and v a natural number. For Z —
ιZeMn{C) with Im Z > 0, we put

Θ(Z, S, P,v)= Σ exp (πί tr (Z S[iV])),
Ns~P mod v

where N runs over {Ne Mm,n(Z)\N = —Pmodv}, and

θψ>(Z; X, Y)
= Σ exp (πi tt(Z S[N-Y] + 2πi tr (*NX) - πί tr QXY)).

NeMm,n(Z)

It is easy to see Θ(Z, S, P, v) = θ{

s

n)(SZ; 0, y"^) , and the following lemma

is nothing but Theorem 1 in [1].

LEMMA 1. Let Γ{

o

n)(q) = ί M = ( c £ ) € SPn(z)\c = ° m o d ? } • Therι

for any matrix M = i^, jΛ in Γ{

o

n)(q) the generalized theta series satisfies

\CZ+ Dl'^θψWiZy X'A + SY'B, S'1XtC+ YιD)

(Z; X, Y),

where X(s](M) is some eighth root of unity not depending on X or Y.

For I - ί ^ j e Spn(Z) with C Ξ O mod qv\ D ΞΞ ln mod v we put

M' = (c^_2 ^J2Y Then we have M / e Γ^\q) and putting X = 0, Y = vxP

and Z-> î 2Z in the lemma we have

ICZ + D\-m/Ψs

n)(p2M(Z); vSP ίJ3, v'Ψ ιD)

= lf\M')θ(Z, S, P, v).

Since vSP ιB is integral and tr ι{vSP 'B^'Ψ ιD = tτB 'PSP ιD = tr (S[P].

ΞΞ 0 mod 2, we have

SP *B, v~Ψ ιD) = ^ ( ^ M < Z > ; 0, i ' T ) = ^(M<Z>, S, P, v).

Thus we have proved
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LEMMA 2. For M = (Q DJ e Spn(Z) with M = l2n mod qv2 we have

\CZ + D\-m/2θ(M(Z), S, P, v) = X(M)Θ(Z9 S, P, * ) ,

where 1(M) is some eighth root of unity not depending on P.

Next we prove

LEMMA 3. Let S' e Sβ@(S, v) m the sense of Section 1. TΛβft /or M =

\C Dl e SPn(Z' the constant term of the Fourier expansion of

\CZ + D\^\Θ(M(Z), S, P, y) - Θ(M(Z), S', P, v))

vanishes.

Proof. For M = (ά *ζ) e Spn(Z) we put

Θ{Z, S, P, v) (CD)=\CZ+ D\'mβθ(M{Z), S, P, v).

First suppose \C\ Φ 0; then noting M<Z> - (AZ + B)(CZ + Z))-1 = AC1

— (Z + C"1!))"1^"1], we have

= \CZ + ϋ j - ^ ^ ^ ^ Z ) ; 0, y-T)

= \CZ + D j - ^ ^ ^ A C " 1 — î 2(Z + C"1!))"1^"1]; 0, ̂ -1P)

= \CZ+ D\~mβ Σi exp (7r/tr(v2AC"1 - v\Z + C-ιΏY\C'λ\)

X S ί i V - ^ P ] ) .

Decomposing N as iV = iVΊ + |C|iV2, we have

tr (^AC^ S ^ - v'Ψ]) = tr (AC"1-S^iVi - P])mod2.

Thus Θ(Z, S, P, v) γΛ is equal to

ICZ + .Dl-"1'2 Σ exp (j« tr (AC"1 SlvN, - P}))
iVimod \C\

X Σ exp(-τritr ((Z + C-^-'tC-'D-StviV, + v|C|iV2 - P]))
JVseΛfi».n( Z)

= lCZ+Z»|-m/2 Σ exp(«tr(AC"1 S t ^ - P ] )
iVl mod | C |

X ^(-v 2 |C | 2 (Z + C-'DY'iC-1]; 0, V i q - ' P - |C|-W,)

= \CZ+ Z>Γm/2 Σ exp Oi tr AC'1 S[v^ - P])
i^i mod |C|
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X \S\-"/2\v/\Cf(Z + C-ιD)-χ[C'ι]\-m'Ψs

nl1{v-2\C\-\Z+ C

v'ι\C\-ψ-\C\rNuU)

by Lemma 2 in [1]. Here

\CZ+ D\-m'2\ίv2\Cf(Z + C"1Z))-1[C-I]|-m/c

is a constant κ(M) depending only on M. Hence the constant term of
Θ(Z, S, P, v)\M is equal to

κ(M)\S\'n/2 Σ exp (πi tr AC-1-S[vN,~ P]).
NΊ mod \C\

Since Sf e W(S,v), we have \S'\ = \S\ and there is some UeMm(Z) such
that (I J7|, v\C\) = 1, S = S'[U] mod 2\C\ and U = 1 mody. Hence it is clear
that the constant term of Θ(Z, S, P7 v)\M depends only on φ@(S, ι>).

If the determinant of the C-part of M vanishes, then there is an in-

tegral symmetric matrix F such that M = („ ]j)[__ι p) with \C\ φ 0.

Putting Mf = [fi r)), from the above follows

θ{Z,S,P,v)\M'

- ic(ΛfO|SΓn/2 Σ exp(πUr AC'1-S[vNt - P])
iVimod \G\

X Θ(

s%(v-2\C\-\Z + C-'ZOt'C]; ^ i q - ' P - |C|-Wl5 0).

Hence we have

θ(Z,S,P,v)\M

= ιc(M')\S\-"β Σ exp (πi tr AC'1 • S[vN - P\)
N mod ICI

X ^1(v-2|C'r2(Z+ C

Here we don't care for the choice of the branch of |*|~TO/2 since it is in-
dependent of S.

is equal to

^ *

X S-'fG]) + 2wtr 'GCv-'ICj-'P - |C|-'Λ0) •

https://doi.org/10.1017/S002776300000252X Published online by Cambridge University Press

https://doi.org/10.1017/S002776300000252X


QUADRATIC FORMS 35

Putting G = qv^CfG, + G2, we have

-'tG] + 2tc'G(v-1\C\-ψ - |C

Ξtr(v- 2 |C |- 2 (-Z+ F)-ι[tC] S-i[qvι\C\tGι + GJ

+ v-2\C\'2DlC-S'i[G,]) + 2tr ίG 2(u- ! |C|- 1P-|C|-W)mod2.

Hence

ί?2 m o d Q V 2 | C ] 2

+ 2πitr'Gt(v-1\C\-ψ -

X Σ ( i V C (

G2 m o d qv2\C\z

+ 2πitvtGi(v'1\C\'Ψ ~ \C\-!N))

X ̂ 2 1 ( 9

G m o d g y 2 | G

+ 2τritr ίG(v-1 |C|-IP-

X l-φ^Cfi-Z + F)-ψC]\-m/t

X (?H-qr- !v- ! |C|- s(-Z+ F)[C-']; -^-V-2|C|-2G, 0),

where | -Z + F\'m/2\ -iqV\Cf(-Z + F)-χ\!C\\-mβ is independent of Z and

denoting it by κ'{M)

= κ'{M)\S\n'z Σ exp(ίrύ/-!|C|-2trDtC S-1[G]
G m o d Q I ; 2 | C I 2

+ 2πitrtG(v-ι\C\-ψ~ |C|
X βHί'V-'ICl-^Z - F)[C'1]; -q-^-\C\-*G, 0).

Thus the constant term of Θ(Z, S, P,u)\M is

κ(M')\S\-nβ Σ exp(τutr AC'ι-S[vN- P]
N m o d ICI

X jE'ίΛQlSΓ72 Σ exp<>iv-2|C|-Hr.D ίC S-1[G]
G m o d g v 2 | C | 2

+ 2jrftr'GOr'ICl-'P - |C

= «(AfO^M) Σ exp (πi tr AC'1-S[N]
N m o d v I GI
N=z-P mod υ
G m o d g v 2 | G | 2

+ ffiVICI-'trD'C-S-'tG] - 2ir»-'ICj"1 tr 'GiV).
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Since S'ety®(S,v), there is some UeMm(Z) such that

(\U\,2qv\C\\S\) = l,

U = 1 mod v.

Taking an integral matrix V such that UV = 1 mod2gv2|C|2|S|2 and mul-
tiplying integral matrices \S\S-\\S\VS'-1 to S = ' US'U mod 2q»2\C\*\S\*
from the left, the right respectively, we have

ISfVS'"1 = \SfS-ltUmod2qv2\C\2\Sf

and hence we have

S-1 = S'-1[tV]mod2qv2\Cf.

Hence the above constant term is

liMWM) Σ exp (πi tr AC1 S'[UN]
iVmod v\C\
N = - Pmod v
(?mod ςυ2|C|2

+ iάv-%\C\-*\xD'C-S'-^VGl - 2πiv-1\C\-itrt(tVG)(UN))

= κ(M')κ'(M) Σ
N mod y |C |
N=-P mod
Gmod gv2|C|

Thus we have proved Lemma 3.

Put E(Z, S, P, v) = M(S, p)'1 Σs>em(s,»)/7 E(S', υ)'ιθ{Z9 S', P, v). Then

g(Z) = β(Z, S, P, v) - E(Z, S, P, v) is a Siegel modular form of level qv\
weight m/2 such that the constant term of g\M vanishes for every M in

Spn(Z).
The Fourier coefficient of E(Z, S, P, v) is

Λ(S, Γ; -P,v) for Γ > 0 ,

and for Fourier coefficients a(T) of ^(Z) we have ([3] or [4])

a(T) = O ((min Γ)(3"m/2)/2| Γ|(m-3)/2) for T > 0

if 7i = 2 and m ̂  2n + 3.
Clearly we have, for every integral positive definite matrix T

A(S, T; -P, v) = AIS, T; -P, v) + a(T) .
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Let p be a prime and fix an integer a.

Let S e Mm,m(Zp), Te Mn,n(Zp) be regular symmetric matrices with m >̂

2n + 3 respectively and P e Mm,n(Zp). An aim in this section is to prove

PROPOSITION. There is a positive number κ(S, P, a) such that ap(S,

T; P,pa) > 4S, P, a) if ap(S, T; P,pa) Φ 0.

We need several lemmas.

LEMMA 1. Let M be a regular quadratic lattice over Zp with rk M = m

and N a submodule of M with rk N = n. If m ;> 2n, then there is a con-

stant κ(M) independent of N such that there is a regular submodule NZD N

of M with rk N = 2n and oτdp dN <: κ(M).

Proof. We use the induction on n. We may suppose that B(x, y) e Zp

for all x, y e M without loss of generality. Suppose that n = 1 and M Π

QPN = Zpv. Suppose B(υ, M) = B(y, w)Zp = pkZp for w e M; then pk divides

dM since v is primitive. If p2k+ι\Q(v), then we put N = Zp[v, w]. It is

clear that ordp dN == 2k ̂  2 ordp d M If p2& + 1 ^ Q(u), then we consider a

set

S - {Zpv
f c M|ordp Q(ϋ7) ^ 2 ordp

We can take a finite set {ZpwJ c S such that S = U* 0{M)Zpui. For each

ẑ  we take ί̂ j e ul such that ordp Q(^J = minZϋ6Mχ ordp Q(^), and put Nt

= Zp[uu wτ]. Then for v there is w e M such that N = Zp[u, ^] is regular

and ordp diV ̂  max* ordp dNt. Thus we can take max (2 ordp dM, max* ordp

dAΓJ as κ(M) for n = 1. Let N = Zpf^, , uJ be a submodule of ikί and

2n ^ 7?2. Take NxcM such that Nxsvu ordo diVj ^ ^(M) and rank iVΊ = 2,

where /^(M) is a constant depending only on M. Consider a set

S ; - {N; C M| rank ΛΓ/ = 2, ordp diV; < Kl(M)} 9 M .

Since we can take a finite number of binary submodules N^ of M such

that S' = Ut 0{M)N/

i1 the set {iV ĵiV7 e S7} is a finite set up to O(M) and

it depends only on M. Decompose [M: iVΊ ±_Nt]vt as [Λί: iVΊ J_ iVi"]^ =

*z + yi9 Xi e Nu yt e Nt Since rank N£ = w - 2 and dim Qp[j>2, , yn] <

n — 1 <1 (Λ?2 — 2)/2, applying the assumption of the induction, there is a

submodule iV2 C iV^ such that rank N2 = 2(τi — 1), iV2 a y4 (i = 2, , τi) and

ordp diV2 ^ /cίiVj1-) < maxlV,€S, 4iV/1)( = Λ:2(M) say). Put Nf = N,±N2; then
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rank N' = 2n and oτdp dN' < κλ{M) + κ2{M). Since N' a υu [M:

( i ^ 2 ) , i ? = M n QPN' contains N, rank N = 2n and ordp dN ^ ordp dN' ^
+ tc2(M). Thus we have completed the proof.

LEMMA 2. Lei M be a regular quadratic lattice over Zp with rank M

= m and N a regular submodule of M with rank N = n, and suppose that

m ^ 2n + 3. Then there is a constant κ(M) dependent only on M satisfy-

ing the following condition. Suppose that for a basis {υj of N Zp[υί9 ,

vr] is primitive in M. Then there are vectors w€e M such that

wi = Vi for 1 <̂  i <I r ,

B(wίy Wj) = jB(ui, ^ ) for 1 <: i, j <: n ,

[QP[MΊ, *, ">«! Π M: Zp[wl9 , II J ] < tc(M).

Proof. We use the induction on n — r. Suppose n — r = 1. By virtue

of the previous lemma, there are vectors v[, •• ,u^_1eiWΓ such that for

N' = Zp[vu , vn_u v[, , ι/n.J rank iV^ - 2(n - 1) and ordp dN' < κ{M)

hold for some constant tc{M). Since rank N'L = m — 2(n — 1) ^ 5, N/JL is

isotropic. We fix a maximal lattice KdNfL and decompose K as

where Q(βl) - Q(e2) = 0, β(e l5 e2) - Λ

Put ι;n = u + α^! + α2β2 + z, where u e QPN', au a2, eQp1ze QPKO. We

claim that there are xu x2 e Zv such that

= 0, (Xi + al9 x2

If ax — 0, then we put xx = 0 and for some x2 e Zp both conditions are

clearly satisfied. The case α2 = 0 is similar. Suppose aλa2 φ 0 and ordp

aγ ^ ordp α2. If aι e Zp, then we choose x2 e Zp so that x2 + a2. e Z*. Then

we have only to put xx = —xιaι{x2 + a2)~\ If aγ & Zp, a2 e Zp, then we have

only to put x2 = a2/aι e Zp, xι = — x2ax(x2 + a2)'\ since xx = —(1 + aϊ1)'1 e

Zp and Xj + aλ <£pZp. If α1? α2 g Zp, then putting x2 = aΐ1 6 Zp, xλ = —(aϊ1

+ a2)"1 e Zp, we have ^ ^ + ^A + 2̂̂ 1 = 0 and x2 + a2 £ Zp. Thus we have

showed our claim.

Put wt = Vi for 1 <^i <,n — 1 and wn = vn + xxex + x2e2; then we

have

B(υi9 wn) = B(vz, vn) for / ^ n — 1,

Q(wn) = Q(uw) + BCx^i + x2e2, xxex + x2e2 + 2vn)
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T h u s B(wu Wj) — B(Vi, Vj) follows for 1 <I i,j ^n. S u p p o s e t h a t for y e M,

psyeZp[wu .- ,wnlp
s-ιy<£Zp[wu .. ,wn] (s>l); then psy = Σ?=i btυt +

bnwn = J^zl bίυi + bnu + bn{xγ + ax)ex + bn(x2 + α2)e2 + bnz holds. From

the assumption (6,, , bn) = 1 follows. Since Z^i^, , vr_^\ is primitive

in M, bn is in Z*. Since y e M, [M: N'±N/L]y e N'±N/A- and hence [M:

N'±N'L] (p-sbn(x{ + a1)e1 + p~sbn(x2 + α2)e2 + p'sbnz) e ΛΓ/J-; then [Λ^1-: if]

[M: N'±N/λ] {p-'bnix, + a1)e1 + p~gbn(xz + a2)e2) e Zp[eu β2], Here we note

that ordp dNf < tc(M) and if is a fixed maximal lattice in N/L, and the

number of sumbodule N of M with oτάp dN < κ(M) is finite up to O(M)

equivalence. Thus [N/L: K] [M: N; J_ N'1] < tc^M) holds for some constant

κlM) depending only on M. From [N'L: K] [M: Nf J^N'^p^h^x, + at)
e Zp for i = 1 and 2 follows

p

s ^ orάp ([N'^iKftM: N' ±N;i](xz + a,)),

since bne Zp.

By the choice of xi9 ordp (xt + at) ^ 0 for i = 1 or 2. Thus there is a

constant κ2(M) such that s ^ κ2{M). Therefore the index [Qp[wu , u;κ]

Π M: Z f̂ί̂ i, , wn]] is bounded from above by a constant depending only

on M.

Suppose n — r :> 2 and put iV' = Qp[ϋi, , uw_J ί l l = Z2)[ι/l9 - , M ^ J .

We may suppose

( 1 ) ut — vt for 1 ^ i ^ r,

since Zp[ul5 , yr] (ciVO is primitive in M.

Applying the assumption of the induction to N' ® Z?1u7i, there are

vectors u e M such that

( 2 ) MJ - u{ for 1 ^ i ^ τι - 1,

( 3) B(u'l9 u'j) - B(ui9 Uj) for 1 £ i, j £ n

where un = vn,

( 4) [Qp[uί, , <] ΓΊ M: Zp[uί, , ^]] < ^(M),

where tc^M) is a constant depending only on M. From (4) follows

( 5 ) [Qp[u[, , M'r, ̂ ] Π M: Zp[u[, , α;, ^]] < Kί(M).

We choose û  e M so that

( 6) Qp[u[, - ,u'r, u2 Π Af = Zpt^, , υr, ι/n],
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noting u[ = ut = υt for i <; r by (2), (1) and the primitiveness of Zp[vu , u r].

Putting

( 7) v'i = vt for i < rc - 1,

Z j ^ ί , , ι^ ] = Zp[vr + U - ', vn^] + Zp[υl9 ' " 9 v r 9 vf

n]

Z)Zp[vr+u ., ϋ n . J + Z > ί , . . ., M'r, u'n] by (6)

= Zp[ι;1, •• ,ι;n-1,w/j by (2), (1)

and

( 8) [Zp[v{, •, i/J: Zp[vl9 , ^n_ l 5 <] ] < * ( M )

follows from (5).

Put u — uf

n — un; then for ί <I TZ — 1 we have

•B(^, ^7i) = B(u'i, ui) by (3)

= B(ui9 MO by (2)

and then J3(ι^, ι̂ ) = 0 for ί <, n — 1.

Since Q^bi, , vn^}] = QP[^i, , Mn_J, we have B(^, w) = 0 for i ^ τι — 1

and hence

χ)^Uj, l/ftJ
 = JLJ\Viy Un) '== £j\Vi) Vn) ,

where the second equality follows from the definition of un = υn. Thus

we can define an isometry σ from N to Zp[vu , ι?n_!, M̂ ] by

(9) .-<<0 = » . * * l ^ » - l ,

since Q(iO - Q(M«) = Q(y«) by (3).

Hence dim Qp[υ'l9 , v2 = dim Q ^ , , υw_1 ? < ] = τι follows. By (6), (7)

Zp[vί, , ι/r, v'n] is primitive in M and QJuί, , υ'n] = Qp[ϋ!, , uw_1? < ]

= Qpσ(N) is regular. Applying the assumption of the induction to

Zp[v'u , v'n], there are vectors w^e M such t h a t

(10) w[ = Ϊ; for £ = 1, , r and zz.

B(w'i9 u/j) = B(i/i9 v'j) for 1 ^ i , i ^ n.

(Π) [Qp[^ί, - , M ί ] n Λf: Zp[wί9 , ^ ] ]

Defining an isometry η by η(vβ = w^ for 1 ^ ί ^ n, we have a submodule

)?<7(iV) of M since
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ZP[vu - ,vn-l9 u'n] cZ p [v ί , , υ'n\ .

Moreover we have, by (9), (7), (10)

ησ(vz) = υτ for i ^Lr .

Now we put wί — ησ(Vi) for 1 <1 ί <1 n; then

W; = vt for i <J r,

B{wt, Wj) = B(vt, Vj) for 1 <̂  i j ^ 72

hold.

Finally we have

[QPK, ., wn] (Ί Λί: Zp[wi9 , α J ]

- [QP[W» , w2 Π M: Zp[α;ί, ,

. ,z/J:(7(iN0] by (11)

!, . . , i 'J: Z p K , uw_1? ̂ ] ] by (9)

by (8).

Thus we have completed the proof.

LEMMA 3. Let M be a regular quadratic lattice over Zp and N a regular

submodule of M with rank M ^ 2 rank N + 3. For a natural number a

there is a constant κ(M, a) dependent only on M and a satisfying the fol-

lowing condition. There is an ίsometry σ from N to M such that

σ(x) = xmodpaM for xe N,

[Qpσ(N) ΓΊ M: σ(N)] < κ(M, a).

Proof We take a basis {yj of N such that

QPNΓίM=Zp[p-a*vu...,p-a*υn\

with 0 <S aί ^ ••• <, ar < a <L ar + ι ^ <I an. Define ut by

~aiVi for i ^ r ,

"αι; ί for i > r.

By virtue of the previous lemma, there are vectors wte M such that

wi — ui = p~aivί for ί ^ r

-B(z^i, ztfj) = B(w4, w;)

[Qp[^i, '"9wn]Π M: Zp[wu , wn]] < Λ ( M ) ,
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where κ(M) is a constant dependent only of M.

Put zt = paίwi for i <1 r and zt — pαw;t for i > r; then we have B(vu

vj) = B(* t, *,),

2̂  = ϋi for i <̂  r ,

z£ = ϋj = 0 modp^M for i > r .

Moreover

= [Qplwu '",wn]ΠM: Zp[wu -", wn]]

X [Zp[wu '"9wn]: Zp[zu , zn]]

= pΣr^ai + in~r)a[Qp[wu -" ,wn]f] M: Zp[wu , wn]]

^ pnaκ(M).

We h a v e o n l y t o p u t σ(v^) = zt a n d κ(M, a) — pna/c(M).

Now we can prove Proposition. Let S, T, P, α be those at the be-

ginning of this section, and suppose ap(S, T; P,pa) φ 0; then there is

XeMw,n(Zp) such that S[X] = T, X =Ξ Pmodpa. By virtue of Lemma 3

there is Ye Mm,n(Zp) such that Y = Pmodpa, S[Y] = T and for elementary

divisorspa\ ,pan of Y 2]?=i αί ^ ^ ( ^ α) holds where /c(S, α) is a constant

independent of T. Take a natural number b larger than α, α̂  (1 <̂  ί <J n).

Clearly α/S, Γ; P,pG) ^ ap(S, T; Y,pb) φ 0 holds. Let

aniV,UeGLvι(Zp),VeGLn(Zp)

0

and put U-Ύ= ( ^ ) , A = diag(pα i, , ^ ) F e M n , n ( Z p ) . S[Y] = Γ implies

S[yA- !] - TtA"1] and hence TfA"1] is integral since YA'1 = ί/(JΛ We

consider the mapping X H-> XA from

• S[X] =

to

Z e S[Z] = ΓmodpΠ

J

https://doi.org/10.1017/S002776300000252X Published online by Cambridge University Press

https://doi.org/10.1017/S002776300000252X


QUADRATIC FORMS 43

It is obviously well-defined and injective.
Hence we have

ap(S, T; Y,pύ) ^ \A\'map(s, T[A^]; E/(£n),P6) Φ 0

The last inequality follows from S\YA-ι\ = T[A'% YA~ι = u(^n\ Next

we have

)modpl\S[X] = T[A-']mod/)',X =

S[Xx) =

XeMUZjmodp^^^y

iX= i

by considering the canonical mapping from the latter set to the former

set,

= r\~"!Rn

Xtt

S[Xx] ΞΞ

f o r

X= u(lή mod p"

for a sufficiently large t.
By virtue of "Satz" in Section 14 in [5]

(pί+])«(H+,,/2-«

S[Xx] = Γ[A-'][x] modp t + 1

ί •fπϊ* P V P Γ V T P l\/f

| χ = [7(J^modpδ

is constant if t is larger than some constant t0 which depends only on
and b. Thus we have

since S[7A-]] = ΓfA"1] and

Noting that \A\'m =p-^Σ
^p-m«(s,α)} w e c o m p i e t e the proof.
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§4.

Let S be an integral symmetric positive definite matrix of degree m

whose diagonals are even integers and n a natural number with m ^> In

+ 3, and we take PeMm,n(Z) and a natural number v. Let Θ(Z, S, —P, v),

E(Z, S, — P, v) be Siegel modular forms of level qv2, weight m/2 and degree

n denned in Section 2, where q is the level of S, and put

Θ(Z, S, -P,v) = Σ A(S, T; P, v) exp (πi tr TZ),

E(Z, S,-P,v) = Σ MS, T; P, v) exp {πi tr TZ),

where A(S, T; P, v) and AQ(S, T; P, v) are the same as those defined in

Section 1 for every positive definite matrix T. As pointed out in Section

2 for a(T) = A(S, T;P,v) - AQ(S, T; P, v) Σ <T) exp (πi tr TZ) is a Siegel

modular form of weight m/2, degree n such that the constant term at

every cusp vanishes.

Denote by Apr(S, T; P, v) the number of XeMv,,n(Z) such that S[X]

= Γ , I Ξ Pmodv and Xis primitive in Mm,n(Zp) for p \υ and put A0,pr(S,

T; P, v) = M(S, v)-1
 Σ**IS,,)/7BS> (Apΐ(S\ T; P, v)IE{S\ v)\ and αpr(Γ) = Apr(S,

T;p,v) — AQ^V(S, T;P,V). Our aim is to get an asymptotic formula for

Apr(S, T; P, v). Let V = Q[υl9 , i;J, W - Q[wl9 , wn] be quadratic

space with bilinear forms defined by (B(vi9 Vj)) — S, (B(wu Wj)) — T re-

spectively, and <70 a linear mapping from W to V defined by

It is clear, then, that A(S, T; P, v) is the number of isometries σ from VF

to V such that σNdM and σ(x) = σ 0(x) mod vZvM for all x in ZVN for

every prime p where we put M = Z[vu , u j , JV = Z[wu , w J . Apr

(S, T; P, v) is the number of isometries σ with an additional condition that

σ(ZpN) is primitive in ZVM for p \ v. We write A(M, N; σQ, v), AVΐ(M, N;

<70, ̂ ) for A(S, T; P, r̂ )5 i4pr(S, ϊ7; P, v) respectively. Obviously we have

A(M, N; σ0, y) = Σ ^ P r(M i ; <̂o, ^),

where L runs over submodules of W such that LZ) N and ZPL = ZpiV for

p\v. Similarly putting

A0(M, iV; (70, p) - A0(S, T; P, v) ,

A0,pr(M, N; (70, v) = A0,pr(S, T; P, ^ ,
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we have

(#) A0(M, N; σ0, v) = Σ A,JM, L; σQ, v)
iDΛr

where L runs over the same set as above. Using the theory of Hecke

algebra of GL as in [4], we have

AVΐ(M> N; σ0, *) = Σ *(L, N)A(M, L; α0, »),

A0,pr(M, N; σ0, v) = Σ π(L, iV)A0(M, L; σ0, y),

where L runs over lattices of QN containing N such that ZPL — ZPN for

p|y, and π(L,N) is defined as follows: Suppose that ZPL/ZPN is isomor-

phic to hp copies of Zp/pZp as Zp modules for every prime p; then we put

π(L,N) - Π ( - l ) y # r l ) / 2

Otherwise we put π(L, N) = 0. For a lattice L in QiV such that

L =) iV and ZPL = ZpiV for p|y ,

we take a basis {^} such that wΊ = wt mod vZpN for p|v and put TL =

(JB(κ;ί, lϋj)). It is clear that A(S, TL; P, y) = A(M, L; σ0, y), and hence we

have

where L runs over the same set as above.

Suppose that

( * ) a(T) = 0((min τyε\T\(m'n-1)/2)

for every positive definite matrix Te Mn,n(Z), where min T = mm0ΦxeZr, T[x]

and ε is a sufficiently small positive number. This is the case for n = 2.

We have, then as in [4]

aVΐ(T) = 0((minT)- ε |Γ | ( w-w- 1 ) / 2).

Thus we have

(##) APΓ(S, Γ; P, „) - A0)PΓ(S, Γ; P, v) + 0((min Γ ) - | Γ Γ - - 1 )/2)

for every positive definite integral matrix T under the assumption (*)

which is true for n — 2.

We denote by AQ^XS, X; P, v) the right side of the formula for A0(S,

X; P, P) in Theorem of Section 1 in which ap(S, X; P, v) is replaced by
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= Tmoάp*Zp9)2-Vn l i m (p«)»(» + i)/2-»n# J X € M M ( Z p / p α Z p ) j .
α-«» [ IA is primitive J

for p^y. By virtue of Hilfssatz 13 in [7], the identity (#) holds for AJ,PP

instead of A0,pr. Hence the inversion formula in [4] implies A£)Pr = A0,pr.

By virtue of Proposition in Section 3 there is a positive constant K in-

dependent of T such that

if T > 0 and A0,pr(S, T; P, v) φ 0, using an argument of the proof of Pro-

position 9 in [3] with Ao,pr = A0,pr. Thus we have proved the following

THEOREM. Let S be a positive definite integral matrix of degree m

whose diagonals are even and n a natural number with m ^ 2n + 3. We

take P e Mmι%(Z) and a natural number v. Then there exists positive numbers

K, ε such that

Λpr(S, T; P, v) = ΛOlPr(S, T; P, v) + 0((min T)-\Tr-*-»<*),

AOiPΓ(S, T; P, v) > κ\Tr-"-™ if AOiPr(S, T; P, v) Φ 0 ,

for every positive definite integral matrix T of degree n, provided n = 2.

Immediately we have

COROLLARY. Let Mf dM be positive definite quadratic lattices over Z

of rank m >̂ 2n + 3, S a finite set of primes containing all prime divisors

of 2[M: M'] and such that Mv is unίmodular for p £ S. There is a constant

c such that for every positive definite quadratic lattice N of rank n and

every collection (fp)pGS °f ίsometries f: ZPN -> ZPM there is an isometry f:

N-> M satisfying

f=fp mod ZpM
f for every pe S,

f(ZpN) is primitive in ZPM for every p £ S,

if min0 : ? t ι r e i V Q(x) > c, provided n = 2.
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