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## 0. Introduction

In the study of ordinary differential equations, Malgrange ([Ma]) and Ramis ([R1], [R2]) established index theorem in (formal) Gevrey spaces, and the notion of irregularity was nicely defined for the study of irregular points. In their studies, a Newton polygon has a great advantage to describe and understand the results in visual form. From this point of view, Miyake ([M2], [M3], [MH]) studied linear partial differential operators on (formal) Gevrey spaces and proved analogous results, and showed the validity of Newton polygon in the study of partial differential equations (see also [Yn]).

The purpose of this paper is to extend results in [M3], where spectral property in Gevrey spaces of a special integro-differential operator was studied, which is induced from the Goursat problem formulated from an interior point of a side of Newton polygon defined by (0.2) below. Precisely, we characterize Fredholm property of the Goursat problem by employing the theory of (finite section) Wiener-Hopf equations, and show that such a property depends deeply on the Hilbert factorizability of Toeplitz symbol associated with the Gevrey index. We note that Fredholm property of the Goursat problem in the category of local holomorphic functions was firstly pointed out by Leray ([L]) by an typical example of operators, and a systematic study of such property is firstly done in this paper.

In order to illustrate our intention, we shall show a typical result which follows from Theorem 1 in Section 1.

Let $P \equiv P\left(t, x ; D_{t}, D_{x}\right)$ be a linear partial differential operator of finite order with holomorphic coefficients in a neighbourhood of the origin of $\mathbf{C}_{t} \times \mathbf{C}_{x}$, and Nexiteeit Ninvtlandeoná, 1992.

$$
\begin{equation*}
P\left(t, x ; D_{t}, D_{x}\right)=\sum_{\sigma \in \mathbf{N}} \sum_{j, \alpha \in \mathbf{N}}^{\text {finite }} a_{\sigma j \alpha}(\dot{x}) t^{\sigma} D_{t}^{j} D_{x}^{\alpha} \tag{0.1}
\end{equation*}
$$

where $\mathbf{N}$ denotes the set of non negative integers. For a triplet $(\sigma, j, \alpha) \in \mathbf{N}^{3}$, we associate a left half line $Q(\sigma, j, \alpha)$ in a ( $u, v$ )-plane defined by

$$
Q(\sigma, j, \alpha):=\left\{(u, \sigma-j) \in \mathbf{R}^{2} ; u \leq j+\alpha\right\} .
$$

Then a Newton polygon $N(P)$ of the operator $P$ is defined by,

$$
\begin{equation*}
N(P):=\operatorname{ch}\left\{Q(\sigma, j, \alpha) ; a_{\sigma j \alpha}(x) \not \equiv 0\right\}, \tag{0.2}
\end{equation*}
$$

where $\operatorname{ch}\{\cdot\}$ denotes the convex hull.
For a given $s>0$, we draw a line $L_{s}$ with slope $k:=1 /(s-1) \in \mathbf{R} \cup\{\infty\}$ which contacts to $N(P)$ at a vertex or on a side of $N(P)$. We put $N_{s}:=N(P) \cap$ $L_{s}$ and define

$$
\begin{equation*}
\stackrel{\circ}{N}_{s}:=\left\{(j, \alpha) \in \mathbf{N}^{2} ; \alpha_{0 j \alpha}(0) \neq 0,(j+\alpha,-j) \in N_{s}\right\} . \tag{0.3}
\end{equation*}
$$

Now the principal part $P_{s}\left(D_{t}, D_{x}\right)$ and the Toeplitz symbol $f_{s}(z)$ associated with the Gevrey index $s$ are defined by,

$$
\begin{gather*}
P_{s}\left(D_{t}, D_{x}\right):=\sum_{(j, \alpha) \in \AA_{s}} a_{0 j \alpha}(0) D_{t}^{j} D_{x}^{\alpha},  \tag{0.4}\\
f_{s}(z) \tag{0.5}
\end{gather*}:=\sum_{(j, \alpha) \in \AA_{s}} a_{0 j \alpha}(0) z^{-j} .
$$

We define Gevrey space $\mathscr{G}_{w}^{s}(R)(s, w, R>0)$ as follows.
Let $\mathbf{C}[[t, x]]$ denote the set of formal power series of variables $t, x \in \mathbf{C}$, and $\mathscr{O}(\Omega)$ the set of holomorphic functions on a domain $\Omega \subset \mathbf{C}_{t} \times \mathbf{C}_{x}$. Then the Gevrey space $\mathscr{G}_{w}^{s}(R)$ is defined by the following isomorphism of Frechét spaces (cf. Proposition 5.1 which follows),

$$
\begin{equation*}
\mathbf{C}[[t, x]] \supset \mathscr{G}_{w}^{s}(R) \xrightarrow[\sim]{\text { Borel transf. }} \mathscr{O}\left(\left(\frac{|t|}{w}\right)^{1 / s}+|x|<R\right), \tag{0.6}
\end{equation*}
$$

where the Borel transformation is defined by

$$
\mathscr{G}_{w}^{s}(R) \ni \sum_{l, \beta \in \mathbf{N}} u_{l \beta} \frac{t^{l} x^{\beta}}{l!\beta!} \mapsto \sum_{l, \beta \in \mathbf{N}} u_{l \beta} \frac{t^{l} x^{\beta}}{(s l)!\beta!} \in \mathscr{O}\left(\left(\frac{|t|}{w}\right)^{1 / s}+|x|<R\right) .
$$

The factorial is defined by the gamma function, $r!:=\Gamma(r+1)$ for $r \geq 0$.
We consider the following Goursat problem in $\mathscr{G}_{w}^{s}(R)$,

$$
\left\{\begin{array}{l}
P\left(t, x ; D_{t}, D_{x}\right) u(t, x)=f(t, x) \in \mathscr{G}_{w}^{s}(R),  \tag{0.7}\\
u(t, x)-v(t, x)=O\left(t^{j} x^{\alpha}\right), v(t, x) \in \mathscr{G}_{w}^{s}(R),
\end{array}\right.
$$

where $w(t, x)=O\left(t^{j} x^{\alpha}\right)$ in $\mathscr{G}_{w}^{s}(R)$ means that $w(t, x) t^{-j} x^{-\alpha} \in \mathscr{G}_{w}^{s}(R)$.
Now we can prove the following,
Theorem 0. Assume $\stackrel{\circ}{N}_{s} \neq \phi$ and $(j, \alpha) \in$ ch $\left\{\grave{N}_{s}\right\}$, the convex hull of points in $\stackrel{\circ}{N}_{s}$. Further we assume

$$
\begin{equation*}
f_{s}(z) \neq 0 \text { on }|z|=w, \quad \text { and } \quad \oint_{|z|=w} d\left(\log f_{s}(z) z^{\prime}\right)=0 \tag{0.8}
\end{equation*}
$$

Then the Goursat problem (0.7) has the Fredholm property for sufficiently small $R>0$. Precisely, there exists $R_{0}>0$ such that the mapping $P: t^{j} x^{\alpha} \mathscr{G}_{w}^{s}(R) \rightarrow \mathscr{G}_{w}^{s}(R)$ has the same finite dimensional kernel and cokernel for every $R$ such that $0<R<R_{0}$. Furthermore, if one of the following conditions is satisfied, then the problem (0.7) is uniquely solvable in $\mathscr{G}_{w}^{s}(R)$ for sufficiently small $R>0$ :
(i) $(j, \alpha)$ is an end point of $\operatorname{ch}\left\{\stackrel{\circ}{N}_{s}\right\}$.
(ii) There exists $c>0$ such that $\left\{f_{s}(z) z^{j} ;|z|=c\right\}$ is a segment.
(iii) There exists $c>0$ such that $0 \notin \operatorname{ch}\left\{f_{s}(z) z^{\prime} ;|z|=c\right\}$.

Moreover, every formal solution $u(t, x) \in \mathbf{C}[[t, x]]$ of the problem (0.7) (if it exists) belongs to $\mathscr{G}_{w}^{s}(R)$ for sufficiently small $R>0$.

We remark that if $s$ is an irrational, $\stackrel{\circ}{s}_{s}$ consists of an element whenever it is not empty, and the problem (0.7) is uniquely solvable in $\mathscr{G}_{w}^{s}(R)$ for every $w>0$ for sufficiently small $R>0$ ( $[\mathrm{MH}]$ ). Therefore, our interest in this paper is the case where $s$ is a rational number and $\stackrel{\circ}{N}_{s}$ includes at least two elements. We also remark that the necessity of the condition (0.8) will be made clear in Theorem 1 in Section 1.

The proof of Theorem 0, which will be completed in Section 5, is carried out by converting the problem to the Fredholm property of an integro-differential operator $L:=P D_{t}^{-j} D_{x}^{-\alpha}$ on Banach space $G_{w}^{s}(R)$ associated with $\mathscr{G}_{w}^{s}(R)$, which is defined in Section 1. Therefore, the main part of this paper is the study of Fredholm property of integro-differential operators on Banach spaces of Gevrey functions. The case of nonpositive Gevrey index will also be studied, but it is difficult to state a result for the Goursat problem in such a strict form as Theorem 0.

At the end of this introduction, we give some historical background of the problem.

From the general theory of the Goursat problem, we can prove that the Goursat problem (0.7) is uniquely solvable in $\mathscr{G}_{w}^{s}(R)$ for sufficiently small $R>0$ under the following so-called spectral condition,

$$
\begin{equation*}
\left|a_{0 j \alpha}(0)\right|>\sum_{(l, \beta) \in \stackrel{\circ}{N_{s} \backslash(j, \alpha)}}\left|a_{0 l \beta}(0)\right| w^{j-l} \tag{S}
\end{equation*}
$$

(See [H], [W], [M1], [M2] and [MH].)
On the other hand, some attempts to make analysis of interior points of spectral radius were made by many authors for special operators after the work by Leray ([G], [L], [Ys1], [Ys2]). Leray studied the following Goursat problem in the category of local holomorphic functions at the origin.

$$
\left(\lambda D_{t} D_{x}-D_{t}^{2}-D_{x}^{2}\right) u(t, x)=f(t, x), u(t, x)=O(t x)
$$

He proved that the problem is uniquely solvable if $\lambda \in \mathbf{C} \backslash[-2,2]$. He also studied the case where $\lambda \in[-2,2]$, and made clear that the solvability of the problem depends deeply on the diophantine nature of the number $\lambda$. In [M3], Miyake proved that the interval $[-2,2]$ is a spectral set of an associated integrodifferential operator with the Goursat problem (see Theorem 1 and Example 1.1 in Section 1). Yoshino made a series of studies in this direction in the category of local holomorphic functions ([Ys $1,2,3,4,5]$ ). Leray's example was extended by Miyake [M3] in Gevrey spaces of positive index and also of non positive index. A prototype of results in this paper was given there, but a condition like ( 0.8 ) was not awared, which enables us to study general operators.

In Section 1, we shall state our results on Fredholm properties for integrodifferential operators on Banach space of Gevrey functions after some preparations. In Section 2, we shall study invertibility or norm inequalities for (finite section) Toeplitz matrices on (finite section) weighted $l^{p}$ space ( $1 \leq p \leq \infty$ ), where we shall see that how the condition (0.8) does play a crucial role in our study. In Sections 3 and 4, we shall give the proofs of the results, and Theorem 0 will be proved in Section 5.

## 1. Statement of results

Let $L \equiv L\left(t, x ; D_{t}, D_{x}\right)$ be an integro-differential operator of finite order with holomorphic coefficients in a neighbourhood of the origin of $\mathbf{C}_{t} \times \mathbf{C}_{x}$, and write it in the form,

$$
\begin{equation*}
L=\sum_{\sigma \in \mathbf{N}} \sum_{j, \alpha \in \mathbf{Z}}^{\text {finite }} a_{\sigma j \alpha}(x) t^{\sigma} D_{t}^{j} D_{x}^{\alpha} \tag{1.1}
\end{equation*}
$$

where $\mathbf{Z}$ denotes the set of integers. The symbol $D_{t}^{-1}$ denotes an integration from 0 to $t$ in the variable $t$ in the formal sense. It is the same for $D_{x}^{-1}$.

The Newton polygon $N(L)$ of the operator $L$ is defined in the same manner as
(0.2) for partial differential operators by replacing $\mathbf{N}$ by $\mathbf{Z}$.

We assume that the Newton polygon $N(L)$ has a side $N_{s}$ with slope $k=$ $1 /(s-1)(s \in \mathbf{Q})$ which contains the origin.



This assumption implies that

$$
\begin{align*}
& s j+(1-s) \sigma+\alpha \leq 0 \text { if } a_{\sigma j \alpha}(x) \not \equiv 0 \\
& s j+(1-s) \sigma+\alpha=0\left(a_{\sigma j \alpha}(x) \not \equiv 0\right) \text { if and only if }(j+\alpha, \sigma-j) \in N_{s} . \tag{1.2}
\end{align*}
$$

In the case $s<1$ it is assumed, a priori, that the operator has polynomial coefficients in the variable $t$. As a fundamental assumption, we impose the following condition throughout this paper.

$$
\begin{equation*}
\stackrel{\circ}{N}_{s}:=\left\{(j, \alpha) \in \mathbf{Z} \times \mathbf{Z} ; a_{0 j \alpha}(0) \neq 0,(j+\alpha,-j) \in N_{s}\right\} \neq \phi \tag{N}
\end{equation*}
$$

We decompose the operator $L$ as follows.

$$
\begin{equation*}
L=L_{0}\left(D_{t}, D_{x}\right)+L_{1}\left(t, x ; D_{t}, D_{x}\right)+L_{2}\left(t, x ; D_{t}, D_{x}\right) \tag{1.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& L_{0}=\sum_{(j, \alpha) \in N_{s}} a_{0 j \alpha}(0) D_{t}^{j} D_{x}^{\alpha} \quad \text { (the principal part) } \\
& L_{1}=\sum_{s j+(1-s) \sigma+\alpha=0} a_{\sigma j \alpha}(x) t^{\sigma} D_{t}^{j} D_{x}^{\alpha}, \quad a_{0 j \alpha}(0)=0 \text { or } \sigma \geq 1, \\
& L_{2}=\sum_{s j+(1-s) \sigma+\alpha<0}^{\text {finite }} a_{\sigma j \alpha}(t, x) t^{\sigma} D_{t}^{j} D_{x}^{\alpha} .
\end{aligned}
$$

We shall study the Fredholm property and the bijectivity of the following mappings on Banach spaces,

$$
\begin{aligned}
& L: G_{w}^{s}(R) \rightarrow G_{w}^{s}(R)(s, w, R>0) \\
& L: G_{w}^{s}(R ; n) \rightarrow G_{w}^{s}(R ; n)(s \leq 0, w, R>0, n \in \mathbf{N})
\end{aligned}
$$

Throughout this paper, a bounded operator $L$ on a Banach space $X$ is said to be a Fredholm operator if it is a Fredholm operator with an index 0 , that is, $L$ has the same finite dimensional kernel and cokernel.

We define Banach spaces $G_{w}^{s}(R)$ and $G_{w}^{s}(R ; n)$ as follows.
Definition. Let $U(t, x)=\sum_{l, \beta \in \mathbf{N}} U_{l \beta} t^{l} x^{\beta} / l!\beta!\in \mathbf{C}[[t, x]]$. Then we define:
(i) $U(t, x) \in G_{w}^{s}(R)(s>0) \stackrel{\text { def }}{\Longleftrightarrow}$

$$
\begin{equation*}
\|U\|_{w, R}^{(s)}:=\sum_{l, \beta \in \mathbf{N}}\left|U_{l \beta}\right| \frac{w^{l} R^{s l+\beta}}{(s l+\beta)!}<\infty \tag{1.4}
\end{equation*}
$$

(ii) $U(t, x) \in G_{w}^{s}(R ; n)(s \leq 0) \stackrel{\text { def }}{\Longleftrightarrow}$

$$
\begin{equation*}
\|U\|_{w, R, n}^{(s)}:=\inf \left\{C ;\left|U_{l \beta}\right| \leq C \frac{1}{w^{l} R^{s l+\beta}} \frac{(n l+(n+1) \beta)!}{((n-s) l+n \beta)!}\right\}<\infty . \tag{1.5}
\end{equation*}
$$

The Toeplitz symbol $f(z)$ of the operator $L$ (associated with the above map. ping) is defined by

$$
\begin{equation*}
f(z):=\sum_{(j, \alpha) \in \hat{N}_{s}} a_{0 j \alpha}(0) z^{-j} \in \mathbf{C}\left[z, z^{-1}\right] \tag{1.6}
\end{equation*}
$$

where $\mathbf{C}\left[z, z^{-1}\right]$ denotes the set of polynomials of $z$ and $z^{-1}$.
When $f(z) \neq 0$ on a circle $K_{w}:=\{z \in \mathbf{C} ;|z|=w\}$, we denote by $I_{w}(f)$ the winding number of $f(z)$ at the origin with respect to the circle $K_{w}$,

$$
\begin{equation*}
I_{w}(f):=\frac{1}{2 \pi i} \oint_{|z|=w} d(\log f(z)) \tag{1.7}
\end{equation*}
$$

Now our results are stated as follows.
Theorem 1 (The case $s>0$ ). (i) Suppose the following condition,
$(\mathrm{H})_{w}$

$$
f(z) \neq 0 \text { on } K_{w}, \quad \text { and } \quad I_{w}(f)=0
$$

Then there exists a positive constant $R_{0}$ such that $L$ is a Fredholm operator on $G_{w}^{s}(R)$ for every $0<R \leq R_{0}$. Furthermore if we define an ideal $\mathcal{M}^{s}[N]$ of $\mathbf{C}[[t, x]]$ by

$$
\mathcal{M}^{s}[N]:=\left\{U(t, x) \in \mathbf{C}[[t, x]] ; U_{l \beta}=0 \quad \text { for } \quad s l+\beta<N\right\}
$$

and $G_{w}^{s}(R)[N]:=G_{w}^{s}(R) \cap \mathcal{M}^{s}[N]$, then $L$ is bijective on $\mathcal{M}^{s}[N]$ and also on $G_{w}^{s}(R)[N]$ for sufficiently large $N$ and small $R>0$. Therefore, $L$ is bijective on $\mathbf{C}[[t, x]] / G_{w}^{s}(R)$ for sufficiently small $R>0$.
(ii) Suppose $L_{1}=0$ in the decomposition (1.3). Then $L$ is a Fredholm operator on $G_{w}^{s}(R)$ for some $R>0$ if and only if the condition $(\mathrm{H})_{w}$ is satisfied. Furthermore, the resolvent set of the operator $L_{0}$ on $G_{w}^{s}(R)$ is invariant on $R>0$, which we denote by $\rho\left(L_{0}\right)$, and we have

$$
\begin{equation*}
\rho\left(L_{0}\right)=\cup_{R>0} \rho\left(L ; G_{w}^{s}(R)\right) \tag{1.8}
\end{equation*}
$$

where $\rho\left(L ; G_{w}^{s}(R)\right)$ denotes the resolvent set of the operator $L$ on $G_{w}^{s}(R)$.
Remark 1.1. If $s \geq 1$ in the above theorem, we may assume that the coefficients of the operator belong to $\cup_{R>0} G_{w}^{s}(R)$ (cf. Lemma 4.2).

Remark 1.2. In course of the proof, we will see that $\lambda \in \mathbf{C}$ belongs to the resolvent set of $L$ on $G_{w}^{s}(R)$ (for sufficiently small $R>0$ ) if one of the following conditions is satisfied:
(i) $f(z)$ is a polynomial of $z$ or $z^{-1}$ and ( H$)_{w}$ is satisfied for $f(z)-\lambda$.
(ii) $\left\{f(z) ; z \in K_{c}\right\}$ is a segment for some $c>0$ and $(\mathrm{H})_{w}$ is satisfied for $f(z)-\lambda$. In this case, by Szegö's theorem stated in Section 2, $\sigma_{p}\left(L_{0}\right)$, the set of eigenvalues of $L_{0}$ on $G_{w}^{s}(R)$, is invariant for $w>0$ and is densely distributed on this segment.
(iii) $\lambda \notin \operatorname{ch}\left\{f(z) ; z \in K_{c}\right\}$ for some $c>0$ and (H) ${ }_{w}$ is satisfied for $f(z)-\lambda$. Furthermore the set of eigenvalues, which is included in a domain $\left\{\lambda \in \mathbf{C} ;(\mathrm{H})_{w}\right.$ is satisfied for $f(z)-\lambda\}$, consists of finite points.

Theorem 2 (The case $s \leq 0$ ). Let assume $(\mathrm{H})_{c w}$ is satisfied for $c=e^{s-1}$ and $c=e^{s(s-1)}$. Then there exist $R_{0}>0$ and $n_{0} \in \mathbf{N}$ such that $L$ is a bijection on $G_{w}^{s}(R ; n)$ for $0<R \leq R_{0}$ and $n \geq n_{0}$. Precisely, it holds that

$$
\begin{align*}
& \bigcup_{R>0} \cup \bigcup_{n \in \mathbf{N}} \rho\left(L ; G_{w}^{s}(R ; n)\right)  \tag{1.9}\\
& \quad \supset\left\{\lambda \in \mathbf{C} ; f(z)-\lambda \text { satisfies }(\mathrm{H})_{c w} \text { for } c=e^{s-1} \text { and } c=e^{s(s-1)}\right\}
\end{align*}
$$

where $\rho\left(L ; G_{w}^{s}(R ; n)\right)$ denotes the resolvent set of $L$ on $G_{w}^{s}(R ; n)$.
Our theorems are proved first by showing the same results for the principal part $L_{0}$ in Section 3, and then by applying the stability of Fredholm property by
small perturbations in Section 4. The results for $L_{0}$ will be proved by showing that an equation $L_{0} U(t, x)=F(t, x)$ in $G_{w}^{s}(R)$ (resp. in $G_{w}^{s}(R ; n)$ ) is decomposed into an infinite direct product of finite section Wiener-Hopf equations on finite section spaces of weighted $l^{1}$ space (resp. Wiener-Hopf equations on weighted $l^{\infty}$ spaces). In these studies, we shall see that the Fredholm property depends deeply on the invertibility or the norm inequality for (finite section) Toeplitz matrices which holds under the condition $(\mathrm{H})_{w}$ (cf. Propositions 2.2, 2.3).

We give examples below.
Example 1.1 ([M3]). Let $L_{0}=D_{t}^{p} D_{x}^{-p-\alpha}+D_{t}^{-p} D_{x}^{p+\alpha}(p \geq 1, p+\alpha>0)$. The Gevrey index of this operator is $s=1+(\alpha / p)>0$, and the Toeplitz symbol is $f(z)=z^{-p}+z^{p}$. Since $\{f(z) ;|z|=1\}=[-2,2]$, by Remark 1.2 (ii) or (iii), we have

$$
\begin{aligned}
\rho\left(L_{0}\right) & =\mathbf{C} \backslash \operatorname{ch}\left\{f(z) ; z \in K_{w}\right\} \\
& =\left\{\lambda \in \mathbf{C} ;\left(\frac{\operatorname{Re} \lambda}{w^{p}+w^{-p}}\right)^{2}+\left(\frac{\operatorname{Im} \lambda}{w^{p}-w^{-p}}\right)^{2}>1\right\}(\subset \mathbf{C} \backslash[-2,2]),
\end{aligned}
$$

and $\sigma_{p}\left(L_{0}\right)$ is densely distributed on $[-2,2]$. More precisely, we have

$$
\begin{equation*}
\sigma_{p}\left(L_{0}\right)=\bigcup_{n=0}^{\infty}\{2 \cos \pi \theta ; \sin (n+2) \pi \theta=0,0<\theta<1\}, \tag{1.11}
\end{equation*}
$$

from results in [M3], where the case $w=1$ was studied.
Example 1.2. Let $L_{0}=\frac{4}{3} D_{t}^{-2} D_{x}^{2+2 \alpha}+3 D_{t}^{-1} D_{x}^{1+\alpha}-\frac{9}{4} D_{t} D_{x}^{-1-\alpha}$, where $\alpha \geq 1$. Then the Gevrey index of this operator is given by $s=1+\alpha \geq 2$ and the Toeplitz symbol is given by $f(z)=\frac{4}{3} z^{2}+3 z-\frac{9}{4} z^{-1}=\left(\frac{4}{3}-z^{-1}\right)\left(z+\frac{3}{2}\right)^{2}$. Therefore the condition $(\mathrm{H})_{w}$ is satisfied for $\frac{3}{4}<w<\frac{3}{2}$. Then the operator $L_{0}$ is a Fredholm operator on $G_{w}^{s}(R)$ for $\frac{3}{4}<w<\frac{3}{2}$. In this case, it holds that $0 \in$ $\cap_{3 / 4<w<3 / 2} \operatorname{ch}\{f(z) ;|z|=w\}$ (see the figures). From the proof of Theorem 1 we can see that $L_{0}$ has $1+\alpha$ dimensional kernel and cokernel on $G_{w}^{s}(R)$. (Cf. Example 2.1.)


## 2. Inversion and norm inequality of Toeplitz matrices

We define Banach spaces $l_{p, w}(p=1$ or $\infty, w>0)$ of formal Laurent series by

$$
\begin{align*}
& l_{1, w}:=\left\{u(z)=\sum_{j \in \mathbf{Z}} u_{j} z^{j} ;\|u\|_{1, w}:=\sum_{j \in \mathbf{Z}}\left|u_{j}\right| w^{j}<\infty\right\},  \tag{2.1}\\
& l_{\infty, w}:=\left\{u(z)=\sum_{j \in \mathbf{Z}} u_{j} z^{j} ;\|u\|_{\infty, w}:=\sup \left\{\left|u_{j}\right| w^{j} ; j \in \mathbf{Z}\right\}<\infty\right\} .
\end{align*}
$$

We, sometimes, identify $u(z) \in l_{p, w}$ with a sequence $u=\left\{u_{j}\right\}_{j \in \mathbf{Z}}$ with the above defined norm. We denote by $l_{p, w}^{+}$(resp. $\left.l_{p, w}^{-}\right)$the set of $u(z) \in l_{p, w}$ with $u_{j}=0$ for $j<0$ (resp. $j>0$ ). The projection $P: l_{p, w} \rightarrow l_{p, w}^{+}$is naturally defined by

$$
\begin{equation*}
P(u)=\sum_{j \in \mathbf{N}} u_{j} z^{j} \quad \text { for } \quad u(z)=\sum_{j \in \mathbf{Z}} u_{j} z^{j} \in l_{p, w} . \tag{2.2}
\end{equation*}
$$

For $f(z)=\sum_{j=-m}^{n} f_{j} z^{j} \in \mathbf{C}\left[z, z^{-1}\right]\left(-m<n, f_{-m} f_{n} \neq 0\right)$, a Wiener-Hopf equation on $l_{p, w}^{+}$with symbol $f(z)$ is defined by

$$
\begin{equation*}
P_{f}[u]:=P(f u)=g(z) \in l_{p, w}^{+}\left(u(z) \in l_{p, w}^{+}\right) . \tag{2.3}
\end{equation*}
$$

The operator $P_{f}$ is called a Toeplitz operator with symbol $f(z)$. An infinite matrix $T_{f}$ defined by

$$
T_{f}:=\left(f_{j-k}\right)_{j, k=0,1,2, \ldots}
$$

is said to be a Toeplitz matrix with symbol $f(z)$. Then the equation (2.3) is written in the matrix form by

$$
\begin{equation*}
T_{f} u=g \in l_{p, w}^{+} \quad\left(u \in l_{p, w}^{+}\right) . \tag{2.3}
\end{equation*}
$$

We note that $P_{f}$ or $T_{f}$ defines a bounded operator on $l_{p, w}^{+}$with operator norm,

$$
\left\|P_{f}\right\|=\left\|T_{f}\right\|=\|f\|_{1, w} .
$$

The first purpose of this section is to study the unique solvability of the Wiener-Hopf equation (2.3) or (2.3)' on $l_{p, w}^{+}$. For that purpose, we firstly investigate the condition $(\mathrm{H})_{w}$. The condition $(\mathrm{H})_{w}$ is satisfied if and only if $n, m \geq 0$ and the equation $z^{m} f(z)=0$ has $m$ roots $\left\{\mu_{j}\right\}_{j=1}^{m}$ in $\{0<|z|<w\}$ and $n$ roots $\left\{\mu_{m+j}\right\}_{j=1}^{n}$ in $\{|z|>w\}$. Therefore, under the condition $(\mathrm{H})_{w}$, we have a decom. position, $f(z)=f_{+}(z) f_{-}(z)$, given by

$$
\begin{equation*}
f_{+}(z)=\prod_{j=1}^{n}\left(z-\mu_{m+j}\right), \quad f_{-}(z)=\prod_{j=1}^{m}\left(1-\frac{\mu_{j}}{z}\right), \tag{2.4}
\end{equation*}
$$

where we assumed $f_{n}=1$ without loss of generality. Note that $f_{+}(z)$ (resp. $\left.f_{-}(z)\right)$ is holomorphic and does not vanish on $\{|z| \leq w\}$ (resp. $\{w \leq|z| \leq \infty\}$ ). Such a decomposition is called a Hilbert factorization of $f(z)$ with respect to the circle $K_{w}$. We note that the converse holds, that is, $f(z)$ is Hilbert factorizable with respect to the circle $K_{w}$ if and only if $f(z)$ satisfies the condition $(\mathrm{H})_{w}$. We omit the proof, since it is easy.

From the decomposition, we see that

$$
f_{ \pm}(z)^{-1}=\sum_{j \in \mathbf{N}} b_{ \pm j} z^{ \pm j}
$$

are absolutely convergent on the circle $K_{w}$, and hence they belong to $l_{1, w}$. These facts imply that Toeplitz matrices $T_{f_{-}^{-1}}$ define bounded operators on $l_{p, w}^{+}$with operator norms

$$
\begin{equation*}
\left\|T_{f_{ \pm}^{1}}\right\|=\left\|f_{ \pm}(z)^{-1}\right\|_{1, w}\left(\equiv \sum_{j \in \mathbf{N}}\left|b_{ \pm j}\right| w^{ \pm j}\right) . \tag{2.5}
\end{equation*}
$$

Under the above consideration, we see that the condition $(\mathrm{H})_{w}$ implies the following decompositions of Toeplitz operator $P_{f}$ and Toeplitz matrix $T_{f}$,

$$
P_{f}=P_{f-} P_{f+} \quad \text { and } \quad T_{f}=T_{f-} T_{f+}
$$

where $P_{f+}$ is a multiplier operator by $f_{+}(z)$. Note that $T_{f+}$ (resp. $T_{f-}$ ) is a lower (resp. an upper) triangle matrix, and has a bounded inverse matrix on $l_{p, w}^{+}$given by $T_{f+}^{-1}=T_{f_{+}^{-1}}$ (resp. $T_{f-}^{-1}=T_{f_{-}^{-1}}$ ). Thus we have seen that under the condition $(\mathrm{H})_{w}, T_{f}$ has a bounded inverse matrix on $l_{p, w}^{+}$given in the form, $T_{f}^{-1}=T_{f_{+}^{-1}} T_{f_{-}^{-1}}$, and its operator norm is estimated by

$$
\begin{equation*}
\left\|T_{f}^{-1}\right\| \leq\left\|f_{+}(z)^{-1}\right\|_{1, w}\left\|f_{-}(z)^{-1}\right\|_{1, w} \tag{2.6}
\end{equation*}
$$

This estimate is obtained from the following Hausdorff-Young inequality of discrete type.

Lemma 2.1. Let $a(z) \in l_{1, w}$ and $b(z) \in l_{p, w}$, where $1 \leq p \leq \infty$. Then $a(z) b(z) \in l_{p, w}$ and we have $\|a b\|_{p, w} \leq\|a\|_{1, w}\|b\|_{p, w}$. Here the Banach space $l_{p, w}$ $(1<p<\infty)$ is defined in the similar manner as in the case $p=1$.

We omit the proof, since it is obvious. It is important that the converse holds.
Proposition 2.2. The Toeplitz matrix $T_{f}$ is bijective, that is, invertible on $l_{p, w}^{+}$if and only if the condition $(\mathrm{H})_{w}$ is satisfied. Moreover, suppose that $f(z) \neq 0$ on $K_{w}$ and

$$
\begin{equation*}
I_{w}(f):=\frac{1}{2 \pi i} \oint_{|z|=w} d(\log f(z))=k \neq 0 \tag{2.7}
\end{equation*}
$$

If $k>0$ then $T_{f}$ is injective with $k$ dimensional cokernel, and if $k<0$ then $T_{f}$ is surjective with $-k$ dimensional kernel.

Remark 2.1. Calderón, Spitzer and Widom ([CSW]) proved this result in the case where $p=\infty$ and $w=1$. The above consideration and the proof below show that this proposition holds for every $1 \leq p \leq \infty$.

Proof. We may assume $w=1$ without loss of generality. Indeed, it is sufficient to make a change $z$ by $w z$. This change implies,

$$
\begin{aligned}
& l_{p, w}^{+} \ni\left\{u_{j}\right\}_{j \in \mathbf{N}} \tilde{\mapsto}\left\{u_{j} w^{j}\right\}_{j \in \mathbf{N}} \in l_{p, 1}^{+}, \\
& T_{f} \text { on } l_{p, w}^{+} \mapsto D_{\infty}(w) T_{f} D_{\infty}\left(w^{-1}\right) \text { on } l_{p, 1}^{+},
\end{aligned}
$$

where $D_{\infty}(w):=\operatorname{diag}\left\{1, w, \ldots, w^{j}, \ldots\right\}$, a diagonal matrix with the $j$-th diagonal component $w^{j}(j \geq 0)$, and $D_{\infty}^{-1}(w)=D_{\infty}\left(w^{-1}\right)$.

We prove the "only if" part, so we always assume that $T_{f}$ is bijective on $l_{p}^{+}$. In what follows, we omit the suffix $w=1$, and the condition $(\mathrm{H})_{w}$ is denoted by (H). We give the proof dividing into two parts. The proof of latter half of the statement will be given in part 2 .

1) The case $f(z) \in \mathbf{C}[z]$ or $\mathbf{C}\left[z^{-1}\right]$.

First, we consider the case $f(z)=\sum_{j=0}^{n} f_{j} z^{j} \in \mathbf{C}[z](n>0)$. We put $f(z)=$ $z^{k} g(z), g(0) \neq 0, k \geq 0$. Then the Toeplitz matrix $T_{f}$ is decomposed into

$$
T_{f}=S_{+}(k) T_{g}=T_{g} S_{+}(k)
$$

where $S_{+}(k)$ is a shift operator defined by

$$
S_{+}(k):^{t}\left(u_{0}, u_{1}, u_{2}, \ldots\right) \mapsto^{t} \overbrace{(0, \ldots, 0}^{k}, u_{0}, u_{1}, u_{2}, \ldots)
$$

This shows that if $k>0$, the cokernel of $T_{f}$ includes $k$ dimensional vector space, and hence $T_{f}$ is not surjective. Now we consider the case where $f(0) \neq 0$. Suppose that the condition $(\mathrm{H})$ is not satisfied, that is, $f(z)=0$ has at least one root in $\{|z| \leq 1\}$.

First assume that $f(z)=0$ has at least one root in $\{|z|<1\}$. This implies that the convergent radius of $f(z)^{-1}:=\sum_{j \geq 0} b_{j} z^{j}$ is less than 1 . Hence we have

$$
\limsup _{j \rightarrow \infty}\left|b_{j}\right|=\infty
$$

We put $e_{j}={ }^{t}(0, \ldots, 0, \stackrel{j}{1}, 0, \ldots)(j \geq 0)$. Then $e_{j}$ does dot belong to the image of $T_{f}$. Indeed, the equation, $T_{f} u=e_{j}$, has a unique solution,

$$
u_{j}={ }^{t} \overbrace{(0, \ldots, 0}^{j}, b_{0}, b_{1}, b_{2}, \ldots),
$$

which satisfies the equation in the formal sense, but does not belong to $l_{p}^{+}$.
Next suppose that $f(z)=0$ has all roots in $\{|z| \geq 1\}$ and has at least one root on $\{|z|=1\}$. It is assumed that $T_{f}$ is invertible on $l_{p}^{+}$. Since the set of invertible operators on $l_{p}^{+}$consists of an open set in the set of bounded operators, there exists a positive constant $\varepsilon>0$ such that every bounded operator $B$ on $l_{p}^{+}$ satisfying $\left\|T_{f}-B\right\|<\varepsilon$ is also bijective on $l_{p}^{+}$, where $\|\cdot\|$ denotes the operator norm. For any $\varepsilon>0$, we can give a polynomial $g(z) \in \mathbf{C}[z]$ by a small change of coefficients of $f(z)$ such that $g(z)=0$ has at least one root in $\{|z|<1\}$, and also $\left\|T_{f}-T_{g}\right\|<\varepsilon$. This implies that $T_{f}$ is not bijective on $l_{p}^{+}$.

Next, we consider the case $f(z)=\sum_{j=-m}^{0} f_{j} z^{j} \in \mathbf{C}\left[z^{-1}\right](m>0)$. We put $f(z)=z^{-k} g(z), k \geq 0$ and $g(\infty) \neq 0$. Then $T_{f}$ has the following decomposition,

$$
T_{f}=S_{-}(k) T_{g}=T_{g} S_{-}(k),
$$

where $S_{-}(k)$ is a shift operator defined by

$$
S_{-}(k):^{t}\left(u_{0}, u_{1}, u_{2}, \ldots\right) \mapsto^{t}\left(u_{k}, u_{k+1}, u_{k+2}, \ldots\right)
$$

Therefore if $k>0$ then operator $T_{f}$ includes $k$ dimensional kernel, and hence it is not injective. So we may assume that $f(\infty) \neq 0$. Suppose that $f(z)$ does not satisfy the condition (H), that is, $f(z)=0$ has at least one root in $\{|z| \geq 1\}$. By the same reason as above, we only consider the case that $f(z)=0$ has at least one root in $\{|z|>1\}$ to prove that $T_{f}$ is not bijective on $l_{p}^{+}$. We put $f(z)^{-1}:=\sum_{j=0}^{\infty}$ $b_{-j} z^{-j}$. Then we have

$$
\limsup _{j \rightarrow \infty}\left|b_{-j}\right|=\infty
$$

It is easy to check

$$
T_{f} T_{f^{-1}} e_{j}=e_{j}(j=0,1,2, \ldots), \quad T_{f^{-1}} e_{j}={ }^{t}\left(b_{-j}, b_{-j+1}, \ldots, b_{0}, 0, \ldots\right)
$$

This shows that $T_{f}$ does not have bounded inverse on $l_{p}^{+}$, because

$$
\left\|T_{f^{-1}} e_{j}\right\|_{p} \rightarrow \infty \quad \text { as } \quad j \rightarrow \infty .
$$

2) The case $f(z)=\sum_{j=-m}^{n} f_{j} z^{j}\left(m, n>0, f_{-m} f_{n} \neq 0\right)$.

Let $\left\{\mu_{j}\right\}_{j=1}^{m+n}$ be the roots of an equation $z^{m} f(z)=0$, and suppose that

$$
\left|\mu_{j}\right|<1(1 \leq j \leq p), \quad\left|\mu_{p+j}\right|=1(1 \leq j \leq q),\left|\mu_{p+q+j}\right|>1(1 \leq j \leq r),
$$

where $p, q, r \geq 0$ and $p+q+r=m+n$.
In what follows, we assume that the condition (H) is not satisfied.
First, we consider the case $q=0$. Hence it holds that $p<m$ or $p>m$. We consider the following decomposition,

$$
f(z)=z^{p-m} \prod_{j=1}^{p}\left(1-\frac{\mu_{j}}{z}\right) \prod_{j=1}^{r}\left(z-\mu_{p+j}\right) \stackrel{\text { put }}{=} z^{p-m} f_{-}(z) f_{+}(z) .
$$

According to the case $p<m$ or $p>m$, we have the following decompositions of the Toeplitz matrix $T_{f}$,

$$
T_{f}=S_{-}(m-p) T_{f_{-}} T_{f_{+}}(p<m), \quad T_{f}=T_{f_{-}} T_{f_{+}} S_{+}(p-m)(p>m) .
$$

Since $T_{f_{ \pm}}$are bijective on $l_{p}^{+}$, we have $T_{f}$ has $(m-p)$ dimensional kernel or ( $p-m$ ) dimensional cokernel according to the case $p<m$ or $p>m$. This proves the latter half of the statement in the proposition. Indeed, the number $I(f)$ defined by (2.7) for $w=1$ is given by $I(f)=p-m$ in this case.

Next, we consider the case $q \neq 0$.
First, we assume $p \geq m$. Then we have the following decomposition,

$$
f(z)=z^{p-m} \prod_{j=1}^{p}\left(1-\frac{\mu_{j}}{z}\right) \prod_{j=1}^{q+r}\left(z-\mu_{p+j}\right) \stackrel{\text { put }}{=} z^{p-m} f_{-}(z) f_{+}(z) .
$$

This implies the following decomposition of $T_{f}$,

$$
T_{f}=T_{f_{-}} T_{f_{+}} S_{+}(p-m)
$$

Since $T_{f_{-}}$is bijective on $l_{p}^{+}, T_{f_{+}} S_{+}(p-m)$ should be bijective on $l_{p}^{+}$. But this is impossible, because if $p>m$ then this operator has positive dimensional cokernel, and also if $p=m$ then $T_{f_{+}}$is not bijective from the fact that $q>0$ as we have proved in the first part.

Next, we assume $p+q \leq m$. Then we have the following decomposition,

$$
f(z)=z^{p+q-m} \prod_{j=1}^{p+q}\left(1-\frac{\mu_{j}}{z}\right) \prod_{j=1}^{r}\left(z-\mu_{p+q+j}\right) \stackrel{\text { put }}{=} z^{p+q-m} f_{-}(z) f_{+}(z)
$$

This implies the following decomposition of $T_{f}$,

$$
T_{f}=S_{-}(m-p-q) T_{f_{-}} T_{f_{+}}
$$

Since $T_{f_{+}}$is bijective on $l_{p}^{+}, S_{-}(m-p-q) T_{f_{-}}$should be bijective on $l_{p}^{+}$. But this is impossible, because if $p+q<m$ then this operator has a positive dimensional kernel, and also if $p+q=m$ then $T_{f_{-}}$is not bijective as we have proved in the first part.

The above considerations show that it should hold that $p<m, p+q>m$ and $r<n$ whenever $T_{f}$ is bijective on $l_{p}^{+}$. On the other hand, by a small perturbation of the coefficients of $f(z)$, we get $g(z)$ such that $g(z)=0$ has $p+q$ roots in $\{|z|<1\}$ and $g(z) \neq 0$ on $\{|z|=1\}$. Then $T_{g}$ is not bijective on $l_{p}^{+}$. This, combining with the reasoning in the first part, implies that $T_{f}$ is not bijective on $l_{p}^{+}$if the condition (H) is not satisfied.

Thus the proof is completed.

Next, we study the solvability of finite section Wiener-Hopf equation.
Let $u^{(N)}(z)=\sum_{j=0}^{N} u_{j} z^{j}$ and $g^{(N)}(z)=\sum_{j=0}^{N} g_{j} z^{\prime}$ for $N \in \mathbf{N}$. Then an $N$-th finite section Wiener-Hopf equation with symbol $f(z)$ is defined by

$$
\begin{equation*}
P_{f}\left[u^{(N)}\right]-g^{(N)}(z)=O\left(z^{N+1}\right), \tag{2.8}
\end{equation*}
$$

where $O\left(z^{N+1}\right)$ denotes the formal power series with power larger than $N$. An $N$-th finite section Toeplitz matrix $T_{f}(N)$ with symbol $f(z)=\sum f_{j} z^{j} \in \mathbf{C}\left[z, z^{-1}\right]$ is defined by

$$
T_{f}(N):=\left(f_{j-k}\right)_{j, k=0,1,2, \ldots, N} .
$$

Then the equation (2.8) is written in the matrix form by

$$
\begin{equation*}
T_{f}(N) u^{(N)}=g^{(N)} \in \mathbf{C}^{N+1} \tag{2.8}
\end{equation*}
$$

where $u^{(N)}:={ }^{t}\left(u_{0}, u_{1}, \ldots, u_{N}\right)$ and so on. We take an induced norm $\left\|u^{(N)}\right\|_{1, w ; N}$ from $l_{1, w}^{+}$, that is,

$$
\left\|u^{(N)}\right\|_{1, w ; N}:=\sum_{j=0}^{N}\left|u_{j}\right| w^{j} .
$$

We denote by $l_{1, w}[N]$ the space $\mathbf{C}^{N+1}$ equipped with this norm. Now we can prove the following proposition corresponding to Proposition 2.2.

Proposition 2.3. Let $f(z)$ satisfy the condition $(\mathrm{H})_{w}$. Then there exists $N_{0} \in \mathbf{N}$ such that the equation (2.8) is uniquely solvable for every $N \geq N_{0}$ and the following norm inequality holds.

$$
\begin{equation*}
\left\|u^{(N)}\right\|_{1, w ; N} \leq K\left\|g^{(N)}\right\|_{1, w ; N}\left(N \geq N_{0}\right), \tag{2.9}
\end{equation*}
$$

where the constant $K$ is independent of $N\left(\geq N_{0}\right)$. Conversely, the norm inequality (2.9) implies the condition $(\mathrm{H})_{w}$. Hence the norm inequality (2.9) holds if and only if the condition $(\mathrm{H})_{w}$ holds.

Remark 2.2. Let $\left\|u^{(N)}\right\|_{p, w ; N}$ be the induced norm from $l_{p, w}^{+}(1 \leq p \leq \infty)$. Then the proof below shows that the condition $(\mathrm{H})_{w}$ implies the norm inequality (2.9) for every $1 \leq p \leq \infty$. However, we can conclude that the norm inequality (2.9) implies the condition (H) ${ }_{w}$ if $1 \leq p<\infty$, but we do not know whether it does hold in the case $p=\infty$.

Proof. We assume $w=1$ in what follows, and the condition $(\mathrm{H})_{w}$ is only denoted by ( H ) as pointed out at the beginning of the proof of Proposition 2.2. We denote by $l_{1}[N]$ the space $\mathbf{C}^{N+1}$ equipped with the induced norm from $l_{1,1}^{+}$, and the norm is denoted by $\left\|u^{(N)}\right\|_{1 ; N \cdot}$. The norm of $u \in l_{1}$ (or $l_{1}^{ \pm}$) is denoted by $\|u\|_{1}$.

For the proof of the former half of the statement, it is sufficient to prove the norm inequality (2.9) for sufficiently large $N$. Indeed, (2.9) implies the uniqueness of solutions, and the solvability follows from the uniqueness of solutions for linear equations of determined type. We follow the argument by Baxter [B]. The equation (2.8) is equivalent to

$$
\begin{equation*}
f(z) u^{(N)}(z)=H_{-}(z)+g^{(N)}(z)+H_{+}(z), \tag{2.8}
\end{equation*}
$$

for some $H_{ \pm}(z) \in l_{1}^{ \pm}$of the form,

$$
H_{-}(z)=\sum_{j=-\infty}^{-1} h_{j} z^{j}, \quad H_{+}(z)=\sum_{j=N+1}^{\infty} h, z^{j} .
$$

It is sufficient to prove the following inequalities,

$$
\begin{equation*}
\left\|H_{-} f_{-}^{-1}\right\|_{1} \leq C\left\|g^{(N)}\right\|_{1 ; N}, \quad\left\|H_{+} f_{+}^{-1}\right\|_{1} \leq C\left\|g^{(N)}\right\|_{1 ; N} \tag{2.10}
\end{equation*}
$$

for a positive constant $C$ independent of $u^{(N)}$ and $g^{(N)}$ if $N$ is sufficiently large. Indeed, the equation (2.8)" and Lemma 2.1 imply

$$
\begin{aligned}
\left\|u^{(N)}\right\|_{1 ; N} & \leq\left\|H_{-} f_{+}^{-1} f_{-}^{-1}\right\|_{1}+\left\|g^{(N)} f_{+}^{-1} f_{-}^{-1}\right\|_{1}+\left\|H_{+} f_{+}^{-1} f_{-}^{-1}\right\|_{1} \\
& \leq\left\|f_{+}^{-1}\right\|_{1}\left\|H_{-} f_{-}^{-1}\right\|_{1}+\left\|f_{+}^{-1}\right\|_{1}\left\|f_{-}^{-1}\right\|_{1}\left\|g^{(N)}\right\|_{1 ; N}+\left\|f_{-}^{-1}\right\|_{1}\left\|H_{+} f_{+}^{-1}\right\|_{1} .
\end{aligned}
$$

Hence (2.9) follows from (2.10). Let $f_{ \pm}(z)^{-1}=\sum_{j \in \mathbf{N}} b_{ \pm j} z^{ \pm j} \in l_{1}^{ \pm}$, and put

$$
B_{ \pm}(N)=\sum_{j=N+1}^{\infty} b_{ \pm j} z^{ \pm j}
$$

Then $\left\|B_{ \pm}(N)\right\|_{1} \rightarrow 0$ as $N \rightarrow \infty$. The equation (2.8)" is rewritten in the form,

$$
u^{(N)}(z) f_{+}(z)=H_{-}(z) f_{-}(z)^{-1}+g^{(N)}(z) f_{-}(z)^{-1}+H_{+}(z) f_{-}(z)^{-1} .
$$

Looking at the coefficients of negative power of $z$ in this equation, we have

$$
H_{-}(z) f_{-}(z)^{-1}=-\left[g^{(N)} f_{-}^{-1}\right]_{-}-\left[H_{+} f_{-}^{-1}\right]_{-}=-\left[g^{(N)} f_{-}^{-1}\right]_{-}-\left[H_{+} B_{-}(N)\right]_{-}
$$

where $[u]_{-}:=(I-P) u \in l_{1}^{-}$for $u(z) \in l_{1}$. Hence we have

$$
\begin{aligned}
\left\|H_{-} f_{-}^{-1}\right\|_{1} & \leq\left\|g^{(N)} f_{-}^{-1}\right\|_{1}+\left\|H_{+} B_{-}(N)\right\|_{1} \\
& \leq\left\|f_{-}^{-1}\right\|_{1}\left\|g^{(N)}\right\|_{1 ; N}+\left\|B_{-}(N) f_{+}\right\|_{1}\left\|H_{+} f_{+}^{-1}\right\|_{1} .
\end{aligned}
$$

Since $\left\|B_{-}(N) f_{+}\right\|_{1} \leq\left\|B_{-}(N)\right\|_{1}\left\|f_{+}\right\|_{1} \rightarrow 0$ as $N \rightarrow \infty$, for any $0<\varepsilon<1$ there exists $N_{0}$ such that $\left\|B_{-}(N) f_{+}\right\|_{1}<\varepsilon$ for every $N \geq N_{0}$. Hence we have

$$
\left\|H_{-} f_{-}^{-1}\right\|_{1} \leq\left\|f_{-}^{-1}\right\|_{1}\left\|g^{(N)}\right\|_{1 ; N}+\varepsilon\left\|H_{+} f_{+}^{-1}\right\|_{1} \quad\left(N \geq N_{0}\right)
$$

Next, we notice a relation,

$$
u^{(N)}(z) f_{-}(z)=H_{-}(z) f_{+}(z)^{-1}+g^{(N)}(z) f_{+}(z)^{-1}+H_{+}(z) f_{+}(z)^{-1}
$$

which follows from (2.8)". Then we have

$$
H_{+}(z) f_{+}(z)^{-1}=-\left[H_{-} f_{+}^{-1}\right]_{N}-\left[g^{(N)} f_{+}^{-1}\right]_{N}=-\left[H_{-} B_{+}(N)\right]_{N}-\left[g^{(N)} f_{+}^{-1}\right]_{N}
$$

where $[u]_{N}:=\sum_{j>N} u, z^{j}$. By taking large $N_{0}$ such that $\left\|B_{+}(N) f_{-}\right\|_{1}<\varepsilon$ holds for any $N \geq N_{0}$, we have

$$
\left\|H_{+} f_{+}^{-1}\right\|_{1} \leq\left\|f_{+}^{-1}\right\|_{1}\left\|g^{(N)}\right\|_{1 ; N}+\varepsilon\left\|H_{-} f_{-}^{-1}\right\|_{1} \quad\left(N \geq N_{0}\right)
$$

Now we get (2.10) by taking $C=\left\{\left\|f_{+}^{-1}\right\|_{1}+\left\|f_{-}^{-1}\right\|_{1}\right\} /\left(1-\varepsilon^{2}\right)$. This proves the former half of the statement of the proposition.

Let us prove the latter half of the statement. We, first, prove the solvability of the equation, $T_{f} u=g \in l_{1}^{+}$.

For $g=\left(g_{0}, g_{1}, g_{2}, \ldots\right) \in l_{1}^{+}$we put $g^{(N)}=\left(g_{0}, g_{1}, \ldots, g_{N}\right) \in l_{1}[N]$. Let $N \geq N_{0}$ as in the norm inequality (2.9). There exists $u^{(N)}=\left(u_{0}^{(N)}, u_{1}^{(N)}, \ldots\right.$, $\left.u_{N}^{(N)}\right) \in l_{1}[N]$ satisfying $T_{f}(N) u^{(N)}=g^{(N)}$ and the norm inequality (2.9) holds. We identify $u^{(N)}$ with $u(N)=\left(u_{0}^{(N)}, u_{1}^{(N)}, \ldots, u_{N}^{(N)}, 0, \ldots\right) \in l_{1}^{+}$. It is the same for $g(N) \in l_{1}^{+}$. The norm inequality (2.9) implies

$$
\|u(N)\|_{1} \leq K\|g(N)\|_{1} \leq K\|g\|_{1} .
$$

Then there exists $u=\left(u_{0}, u_{1}, u_{2}, \ldots\right) \in l_{1}^{+}$such that

$$
\lim _{N \rightarrow \infty} u_{j}^{(N)}=u_{j}(j \geq 0)
$$

Strictly speaking, the limit $N \rightarrow \infty$ should be taken over a subsequence of $\mathbf{N}$, but we may assume as above without loss of generality.

Now it is proved that $u$ satisfies the equation, $T_{f} u=g$ in $l_{1}^{+}$. Indeed, we notice the equation,

$$
\sum_{j=0}^{N} f_{i-j} u_{j}^{(N)}=g_{i} \quad \text { for } \quad 0 \leq i \leq N
$$

By the definition of the Toeplitz symbol $f(z), f_{i-j}=0$ if $|i-j|>\max \{|m|,|n|\}$, and hence the summation is taken is over a fixed finite number of $j$ 's for any $i$. Therefore, we can take the limit $N \rightarrow \infty$ in the above equation, and we have

$$
\lim _{N \rightarrow \infty} \sum_{j=0}^{N} f_{i-j} u_{j}^{(N)}=\sum_{j=0}^{\infty} f_{i-j} u_{j}=g_{i}
$$

for any fixed $i$. This shows that $T_{f} u=g$ in $l_{1}^{+}$.
Next, we prove the uniqueness of solutions. Suppose $u \in l_{1}^{+}$satisfy $T_{f} u=0$. We take $N \geq N_{0}$, and rewrite the equation in the form,

$$
\sum_{j=0}^{N} f_{i-j} u_{j}=-\sum_{j=N+1}^{\infty} f_{i-j} u_{j} \stackrel{\text { put }}{=} g_{i}^{(N)}, \quad 0 \leq i \leq N
$$

The norm inequality (2.9) shows

$$
\|u(N)\|_{1}=\left\|u^{(N)}\right\|_{1 ; N} \leq K\left\|g^{(N)}\right\|_{1 ; N}
$$

where $g^{(N)}=\left(g_{0}^{(N)}, g_{1}^{(N)}, \ldots, g_{N}^{(N)}\right)$. We remark again that the summations in both hand side are taken over a fixed finite number of $j$ 's, and $g_{i}^{(N)}=0$ for $0 \leq i<N$ $-\max \{|m|,|n|\}$. Hence we have

$$
\left\|g^{(N)}\right\|_{1 ; N} \leq C\|u-u(N)\|_{1}
$$

for a positive constant $C$ independent of $N$. Since $\|u-u(N)\|_{1} \rightarrow 0$ as $N \rightarrow \infty$, we have $\|u\|_{1}=\lim _{N \rightarrow \infty}\|u(N)\|_{1}=0$. This proves $u=0$ in $l_{1}^{+}$.

The proof is thus completed.

We remark that the condition $(\mathrm{H})_{w}$ implies the unique solvability of the $N$-th
section Wiener-Hopf equation (2.8) only for sufficiently large $N$, and the condition does not control small $N$. For the invertibility of the $N$-th section Wiener-Hopf equations for all $N \in \mathbf{N}$, we have to impose other additional conditions, which will be given in the below.

Example 2.1 (cf. Example 1.2). Let $f(z)=\left(\frac{4}{3}-z^{-1}\right)\left(z+\frac{3}{2}\right)^{2}=\frac{4}{3} z^{2}+3 z$ $-\frac{9}{4} z^{-1}$. Then the condition $(\mathrm{H})_{w}$ is satisfied for $\frac{3}{4}<w<\frac{3}{2}$. The finite section Toeplitz matrices are given by

$$
T_{f}(0)=(0), T_{f}(1)=\left(\begin{array}{cc}
0 & -9 / 4 \\
3 & 0
\end{array}\right), T_{f}(2)=\left(\begin{array}{ccc}
0 & -9 / 4 & 0 \\
3 & 0 & -9 / 4 \\
4 / 3 & 3 & 0
\end{array}\right), \ldots .
$$

It is easy to check that $\operatorname{det}\left(T_{f}(N)\right)>0$ for $N \geq 1$. Indeed, we have $\operatorname{det}\left(T_{f}(1)\right)=\operatorname{det}\left(T_{f}(2)\right)=27 / 4, \operatorname{det}\left(T_{f}(3)\right)=729 / 16 \quad$ and $\quad \operatorname{det}\left(T_{f}(N)\right)=$ $(27 / 4)\left\{\operatorname{det}\left(T_{f}(N-2)\right)+\operatorname{det}\left(T_{f}(N-3)\right)\right\}>0$ for $N \geq 4$.

Proposition 2.4. If one of the following conditions is satisfied, then $T_{f}(N)$ is invertible for every $N \in \mathbf{N}$ :
(i) $f(z)$ is a polynomial of $z$ or $z^{-1}$, and $(\mathrm{H})_{c}$ is satisfied for some $c>0$.
(ii) There exists $c>0$ such that $\left\{f(z) ; z \in K_{c}\right\}$ is a segment which does not contain the origin. In this case, the set of eigenvalues of $T_{f}(N)$ is included in this seg. ment, and is densely distributed on this segment as $N \rightarrow \infty$ (Theorem of Szegö).
(iii) There exists $c>0$ such that $0 \notin \operatorname{ch}\left\{f(z) ; z \in K_{c}\right\}$.

Note that (ii) is a special case of (iii), but it has a special interest because of Szegö's precise theorem.

Proof. (i) It is obvious, since $T_{f}(N)$ are triangle matrices with non zero diagonal component $f_{0}$.
(ii) We take $\alpha, \beta \in \mathbf{C}(|\beta|=1)$ such that $h(z):=\beta\{\alpha-f(c z)\}$ is real valued on $|z|=1$. Then $h(z)$ is written in the Hermitian form,

$$
h(z)=h_{0}+\sum_{j=1}^{m}\left(h_{j} z^{j}+\bar{h}_{j} z^{-j}\right),
$$

where $h_{0} \in \mathbf{R}, h_{j} \in \mathbf{C}$ and $\bar{h}_{j}$ is its complex conjugate ( $j \geq 1$ ). Then we have

$$
D_{N}(c)\left\{\alpha I_{N+1}-T_{f}(N)\right\} D_{N}^{-1}(c)=\beta^{-1} T_{h}(N),
$$

where $I_{N+1}$ is the identity matrix of order $N+1, D_{N}(c):=\operatorname{diag}\left\{1, c, \ldots, c^{N}\right\}$, the diagonal matrix with the $j$-th diagonal component $c^{j}(0 \leq j \leq N)$ and $D_{N}^{-1}(c)=D_{N}\left(c^{-1}\right)$.

Now our result follows from Szegö's theorem below.

Theorem [S, Satz XXII]. Let $h(z)$ be as above. Then we have

$$
\begin{equation*}
\overline{U_{N} \sigma\left(T_{h}(N)\right)}=\{h(z) ;|z|=1\} \tag{2.11}
\end{equation*}
$$

where $\sigma\left(T_{h}(N)\right)$ denotes the set of eigenvalues of $T_{h}(N)$ and $\overline{\{\cdot\}}$ denotes the closure of a set of points.
(iii) It is a consequence of the following,

Lemma 2.5. If $\operatorname{Re} f(z)>0$ on $K_{c}$, then $\sigma\left(T_{f}(N)\right) \subset\{\lambda \in \mathbf{C} ; \operatorname{Re} \lambda>0\}$ for every $N \geq 0$.

Indeed, suppose this lemma and assume that $0 \notin \operatorname{ch}\left\{f(z) ; z \in K_{c}\right\}$. Then we can take $\alpha \in \mathbf{C}(|\alpha|=1)$ such that $\operatorname{Re}\{\alpha f(z)\}>0$ on $K_{c}$. Therefore, $\sigma\left(\alpha T_{f}(N)\right) \subset\{\lambda \in \mathbf{C} ; \operatorname{Re} \lambda>0\}$, and hence $T_{f}(N)$ is invertible for every $N \geq 0$.

Proof of Lemma 2.5. The $N$-th finite section matrix $T_{g}(N)$ of $g(z):=$ $f(c z)$ is given by $T_{g}(N)=D_{N}(c) T_{f}(N) D_{N}^{-1}(c)$. Let $u={ }^{t}\left(u_{0}, u_{1}, \ldots, u_{N}\right) \in \mathbf{C}^{N+1}$. Then we have

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|u_{0}+u_{1} e^{i \theta}+\cdots+u_{N} e^{i N \theta}\right|^{2} g\left(e^{i \theta}\right) d \theta \\
& \quad=\left(\bar{u}_{0}, \bar{u}_{1}, \ldots, \bar{u}_{N}\right) T_{g}(N)\left(\begin{array}{c}
u_{0} \\
u_{1} \\
\vdots \\
u_{N}
\end{array}\right)=: T_{g}(N)[u] .
\end{aligned}
$$

The assumption, $\operatorname{Re} g(z)>0$ on $K_{1}$, implies $\operatorname{Re} T_{g}(N)[u]>0$ on $\mathbf{C}^{N+1} \backslash\{0\}$. Hence $\sigma\left(T_{f}(N)\right)=\sigma\left(T_{g}(N)\right) \subset\{\lambda \in \mathbf{C} ; \operatorname{Re} \lambda>0\}$. This completes the proof.

## 3. Spectral property of the principal part $L_{0}\left(D_{t}, D_{x}\right)$

Recall that the principal part $L_{0}$ and the Toeplitz symbol $f(z)$ are given by

$$
L_{0}=\sum_{(j, \alpha) \in \hat{N}_{s}} a_{0 j \alpha}(0) D_{t}^{j} D_{x}^{\alpha}, \quad f(z)=\sum_{(1, \alpha) \in \tilde{N}_{s}} a_{0 j \alpha}(0) z^{-j} .
$$

We put

$$
\begin{align*}
\Gamma_{w}^{+}(f) & :=\left\{\lambda \in \mathbf{C} ; f(z)-\lambda \text { satisfies }(\mathrm{H})_{w}\right\}, \\
\Gamma_{w}^{-}(f) & :=\left\{\lambda \in \mathbf{C} ; f(z)-\lambda \text { satisfies }(\mathrm{H})_{c w} \text { for } c=e^{s-1} \text { and } c=e^{s(s-1)}\right\} . \tag{3.1}
\end{align*}
$$

Then the purpose of this section is to prove the following results.
Proposition 3.1 (The case $s>0$ ). For any fixed $R>0$, the operator $\lambda I-L_{0}$ is a Fredholm operator on $G_{w}^{s}(R)$ if and only if $\lambda \in \Gamma_{w}^{+}(f)$, and it is also necessary and sufficient that there exists $N$ such that $\lambda I-L_{0}$ is bijective on $G_{w}^{s}(R)[N]$. Here $G_{w}^{s}(R)[N]$ is the ideal of $G_{w}^{s}(R)$ defined in Theorem 1. In this case, the operator norm of the inverse $\left(\lambda I-L_{0}\right)^{-1}$ is estimated uniformly on $R>0$, that is, there exists a constant $K>0$ such that $\left\|\left(\lambda I-L_{0}\right)^{-1}\right\| \leq K$ for every $R>0$. Moreover, for $\lambda \in$ $\Gamma_{w}^{+}(f)$ if $f(z)-\lambda$ satisfies one of the conditions in Proposition 2.4, then $\lambda \in \rho\left(L_{0}\right)$.

Proposition 3.2 (The case $s \leq 0$ ). Let $\lambda \in \Gamma_{w}^{-}(f)$. Then there exists $n_{0} \in \mathbf{N}$ such that $\lambda$ belongs to the resolvent set of $L_{0}$ on $G_{w}^{s}(R ; n)$ for every $n \geq n_{0}$ and every $R>0$. Moreover, we have a uniform estimate of $\left\|\left(\lambda I-L_{0}\right)^{-1}\right\|$ for $n \geq n_{0}$ and $R>0$.

First, we note that $(j, \alpha) \in \stackrel{\circ}{N}_{s}(s \in \mathbf{Q})$ if and only if $\alpha=-s j$. Let $s=$ $q / p(p, q \in \mathbf{Z}, p>0)$ be an irreducible fraction. Then the operator $L_{0}$ is rewritten in the form,

$$
\begin{equation*}
L_{0}=\sum_{j=-m}^{n} f_{j} D_{t}^{i \phi} D_{x}^{-j q}\left(f_{-m} f_{n} \neq 0, m, n \in \mathbf{N}\right), \tag{3.2}
\end{equation*}
$$

and the Toeplitz symbol $f(z)$ is rewritten by

$$
\begin{equation*}
f(z)=\sum_{j=-m}^{n} f_{j} z^{-j p} \tag{3.3}
\end{equation*}
$$

We prove the propositions by setting $\lambda=0$, so we consider an equation,

$$
\begin{equation*}
L_{0}\left(D_{t}, D_{x}\right) U(t, x)=F(t, x) \tag{3.4}
\end{equation*}
$$

For $U(t, x) \in \mathbf{C}[[t, x]]$, we put $U(t, x)=\sum U_{1 \beta} t^{l} x^{\beta} / l!\beta!$. It is the same for $F(t, x) \in \mathbf{C}[[t, x]]$. Then the equation (3.4) gives the following equations for the coefficients $\left\{U_{l \beta}\right\}$ and $\left\{F_{l \beta}\right\}$.

$$
\begin{equation*}
\sum_{j} f_{j} U_{l+p j, \beta-q j}=F_{l \beta}(-m \leq j \leq n ; l+p j, \beta-q j \in \mathbf{N}) \tag{3.5}
\end{equation*}
$$

Proof of Proposition 3.1. In this case $q>0$, since $s>0$. We choose a lattice point $(l, \beta) \in \mathbf{N}^{2}$ such that $l-p<0$. We put $d(l, \beta)=\max \{j ; \beta-j q \geq 0\}$ $(\geq 0)$, and define a vector $U^{(l, \beta)} \in \mathbf{C}^{d(l, \beta)+1}$ from $U(t, x) \in \mathbf{C}[[t, x]]$ by

$$
U^{(l, \beta)}={ }^{t}\left(u_{0}, u_{1}, \ldots, u_{d(l, \beta)}\right):={ }^{t}\left(U_{l, \beta}, U_{l+p, \beta-q}, \ldots, U_{l+d(l, \beta) p, \beta-d(l, \beta) q}\right) .
$$

Then for $U(t, x) \in G_{w}^{s}(R)$, we have

$$
\begin{equation*}
\|U\|_{w, R}^{(s)}=\sum_{l, \beta}\left(\sum_{j=0}^{d(l, \beta)}\left|u_{j}\right| w^{j p}\right) \frac{w^{l} R^{s l+\beta}}{(s l+\beta)!}, \tag{3.6}
\end{equation*}
$$

where $\sum_{l, \beta}^{\prime}$ is taken over such $l, \beta$ mentioned above. We remark that $s(l+j p)+$ $(\beta-j q)=s l+\beta$. This shows that $U^{(l, \beta)} \in l_{1, w^{\triangleright}}[d(l, \beta)]$. We define $\mathscr{F}^{(l, \beta)}$ from $F(t, x)$ similarly.

Let $T_{l, \beta}$ be the $d(l, \beta)$-th finite section Toeplitz matrix with symbol $g(z):=$ $f\left(z^{1 / p}\right)=\sum_{j} f_{j} z^{-j} \underset{\text { put }}{=} \sum_{j} g_{j} z^{j}$, that is,

$$
T_{l, \beta}=\left(g_{j-k}\right)_{j, k=0,1, \ldots, d(l, \beta)} .
$$

Note that the condition $(\mathrm{H})_{w}$ is satisfied for $f(z)$ if and only if $(\mathrm{H})_{w^{\triangleright}}$ is satisfied for $g(z)$. The relation (3.5) implies the following equation for $\mathscr{U}^{(l, \beta)}$ and $\mathscr{F}^{(l, \beta)}$,

$$
\begin{equation*}
T_{l, \beta} U^{(l, \beta)}=\mathscr{F}^{(l, \beta)} . \tag{3.7}
\end{equation*}
$$

Hence, by (3.6), the operator $L_{0}$ on $G_{w}^{s}(R)$ is decomposed into an infinite direct product of the finite section Toeplitz matrices $T_{l, \beta}$ on $l_{1, w^{\triangleright}}[d(l, \beta)]$ (see Proposition 2.3).

Let assume $g(z)$ satisfy the condition $(H)_{w^{p}}$. Then by Proposition 2.3, there exists $N_{0}$ such that $T_{l, \beta}$ is invertible on $l_{1, w^{\nu}}[d(l, \beta)]$ for every $d(l, \beta) \geq N_{0}$, and the norm inequality (2.9) holds for a positive constant $K$ independent of $d(l, \beta) \geq$ $N_{0}$. This implies that $L_{0}$ is a Fredholm operator with an index 0 on $G_{w}^{s}(R)$, because $d(l, \beta) \rightarrow \infty$ as $\beta \rightarrow \infty$. The bijectivity of $L_{0}$ on $G_{w}^{s}(R)[N]$ for sufficiently large $N$ follows from the fact that $G_{w}^{s}(R)[N]$ is an infinite direct product of $l_{l, w^{\rho}}[k]$ of sufficiently large $k$ 's by the definition of $\mathscr{U}^{(l, \beta)}$.

Next, suppose that $L_{0}$ is a Fredholm operator with an index 0 on $G_{w}^{s}(R)$. Then it follows that $\operatorname{det}\left(T_{l, \beta}\right) \neq 0$ if $d(l, \beta)$ is sufficiently large. Indeed, if not so, $L_{0}$ should have infinite dimensional kernel and cokernel by the decomposition of finite section Toeplitz matrices, which is a contradiction. Therefore, $L_{0}$ maps $G_{w}^{s}(R)[N]$ into itself, and is injective for sufficiently large $N$. We fix such a large $N$. The following exact sequence of Banach spaces

$$
0 \rightarrow G_{w}^{s}(R)[N] \rightarrow G_{w}^{s}(R) \rightarrow G_{w}^{s}(R) / G_{w}^{s}(R)[N] \rightarrow 0
$$

and the additivity of indices imply that $L_{0}$ is a Fredholm operator with an index 0 on $G_{w}^{s}(R)[N]$, and therefore bijective. This means that $L_{0}$ has a bounded inverse on $G_{w}^{s}(R)[N]$. This implies that $T_{l, \beta}$ is invertible on $l_{1, w^{\nu}}[d(l, \beta)]$ with uniform norm inequality (2.9) for sufficiently large $d(l, \beta)$. This shows that $g(z)$ satisfies the condition $(\mathrm{H})_{w^{p}}$.

We note that if $f(z)$ satisfies $(\mathrm{H})_{w}$ and also satisfies one of the conditions in Proposition 2.4, then $T_{l, \beta}$ is invertible for every $l, \beta$ and the norm inequality (2.9) holds for every $l, \beta$. This implies the latter half of the statement.

The proof is thus completed.
Remark 3.1. The decomposition of the operator $L_{0}$ into an infinite direct product of the finite section Toeplitz matrices $\left\{T_{l, \beta}\right\}$ implies the following fact; if $\{f(z) ;|z|=c\}$ is a segment for some $c>0$, then by Szegö's theorem in Section 2 we have

$$
\begin{equation*}
\sigma_{p}\left(L_{0}\right)=\underset{l, \beta}{\cup} \sigma\left(T_{l, \beta}\right), \tag{3.8}
\end{equation*}
$$

where $\sigma_{p}\left(L_{0}\right)$ (resp. $\sigma\left(T_{l, \beta}\right)$ ) denotes the set of eigenvalues of $L_{0}$ on $G_{w}^{s}(R)$ (resp. of $T_{l, \beta}$ ). This proves the fact stated in Remark 1.2, (ii).

Proof of Proposition 3.2. The assumption $s \leq 0$ implies that the equations (3.5) give a sequence of infinite systems of linear equations, since $q \leq 0$. For $(l, \beta) \in \mathbf{N}^{2}$ such that $l-p<0$ or $\beta+q<0$, we define $U^{(l, \beta)} \in \mathbf{C}^{\infty}$ by

$$
U^{(l, \beta)}={ }^{t}\left(U_{l \beta}, U_{l+p, \beta-q}, U_{l+2 p, \beta-2 q}, \ldots\right) \stackrel{\text { put }}{=}\left(U_{0}^{(l, \beta)}, U_{1}^{(l, B)}, U_{2}^{(l, \beta)}, \ldots\right)
$$

We define $\mathscr{F}^{(l, \beta)}$ similarly. Then the equations (3.5) give the following infinite equations for $\mathscr{U}^{(l, \beta)}$ and $\mathscr{F}^{(l, \beta)}$,

$$
\begin{equation*}
T_{g} U^{(l, \beta)}=\mathscr{F}^{(l, \beta)}, \tag{3.9}
\end{equation*}
$$

where $T_{g}$ is the Toeplitz matrix with the symbol $g(z):=f\left(z^{1 / p}\right)$. Since $f(z)$ satisfies the condition $(\mathrm{H})_{c w}$ for $c=e^{s-1}$ and $c=e^{s(s-1)}, g(z)$ satisfies the condition (H) ${ }_{c}$ for $c=w^{p} e^{p(s-1)}$ and $c=w^{p} e^{p s(s-1)}$. Hence, by Proposition 2.2, $T_{g}$ is a bijection on $l_{\infty, r}^{+}$for every $r$ in a neighbourhood of a closed interval [ $w^{p} e^{p(s-1)}$, $\left.w^{p} e^{p s(s-1)}\right]$. Precisely, let

$$
T_{g}^{-1}:=\left(c_{j k}\right)_{j, k=0,1,2, \ldots}
$$

Then there exists a constant $\varepsilon>0$ such that

$$
\begin{equation*}
\left\|T_{g}^{-1}\right\|=\sup _{j} \sum_{k=0}^{\infty}\left|c_{j k}\right| w^{p(j-k)} r^{j-k}<\infty \tag{3.10}
\end{equation*}
$$

for every $r$ such that $e^{p(s-1)}-\varepsilon \leq r \leq e^{p s(s-1)}+\varepsilon$.
We note that $g(z)$ satisfies $(\mathrm{H})_{w^{p}}$ because $s \leq 0$, and hence $T_{g}$ is a bijection on $l_{\infty, r}^{+}$for $r<w^{p}$ sufficiently near $w^{p}$. By the definition of the norm in $G_{w}^{s}(R ; n)$, $U(t, x) \in G_{w}^{s}(R ; n)$ if and only if there exists a non negative constant $C$ such that

$$
\begin{equation*}
w^{p j}\left|U_{j}^{(l, \beta)}\right| \leq C \frac{w_{l, \beta ; n}(j)}{w^{l} R^{s l+\beta}}, j \geq 0, \tag{3.11}
\end{equation*}
$$

for every $(l, \beta)$ satisfying the above mentioned condition. Here

$$
\begin{equation*}
w_{l, \beta ; n}(j):=\frac{\{n l+(n+1) \beta+j p(n-(n+1) s)\}!}{\{(n-s) l+n \beta+j p(n-(n+1) s)\}!} \quad(j \geq 0) \tag{3.12}
\end{equation*}
$$

Moreover it holds that $\|U\|_{w, R, n}^{(s)}=\inf \{C ; C$ satisfies (3.11) $\}$. Note that $w_{l, \beta ; n}(j)$ has polynomial increase or decrease in $j$ according to the position of $(l, \beta)$. In any case, $U^{(L, \beta)} \in l_{\infty, r}^{+}\left(r<w^{p}\right)$ whenever $U(t, x) \in G_{w}^{s}(R ; n)$. Therefore, for any $F(t, x) \in G_{w}^{s}(R ; n)$, the equation (3.9) has a unique solution $U^{(l, \beta)} \in l_{\infty, r}^{+}$for $r<w^{p}$ sufficiently near $w^{p}$.

In order to prove that $L_{0}$ is bijective on $G_{w}^{s}(R ; n)$ with uniform estimate of $\left\|L_{0}^{-1}\right\|(R>0)$ for sufficiently large $n$, we put

$$
D_{l \beta}=\operatorname{diag}\left\{w_{l, \beta ; n}(j)\right\}_{j=0}^{\infty},
$$

a diagonal matrix with the $j$-th diagonal component $w_{l, \beta ; n}(j)$. Then we have that

$$
w^{l} R^{s l+\beta} D_{l \beta}^{-1} U^{(l, \beta)} \in l_{\infty, w^{p}}^{+}
$$

if (3.11) is satisfied. Hence, in view of (3.9), it is sufficient to show that the operator norm of $D_{l \beta}^{-1} T_{g}^{-1} D_{l \beta}$ on $l_{\infty, w^{\nu}}^{+}$is uniformly bounded on $(l, \beta)$. This is equivalent to prove

$$
\begin{equation*}
\sup _{l, \beta} \sup _{j} \sum_{k=0}^{\infty}\left|c_{j k}\right| w^{p(j-k)} w_{l, \beta ; n}(j)^{-1} w_{l, \beta ; n}(k)<\infty . \tag{3.13}
\end{equation*}
$$

From (3.10) with $r=e^{p s(s-1)}+\varepsilon$ for $k \leq j$ and $r=e^{p(s-1)}-\varepsilon$ for $k>j$, it is sufficient to prove that for any $\varepsilon>0$ there exists $n_{0} \in \mathbf{N}$ such that

$$
w_{l, \beta ; n}(j)^{-1} w_{l, \beta ; n}(k)<\left\{\begin{array}{l}
\left(e^{p s(s-1)}+\varepsilon\right)^{j-k}, 0 \leq k \leq j  \tag{3.14}\\
\left(e^{p(1-s)}+\varepsilon\right)^{k-j}, 0 \leq j<k
\end{array}\right.
$$

holds for $n \geq n_{0}$. This is a consequence of the following,

Lemma 3.3. Let $w_{l, \beta ; n}(j)$ be as above. Then we have

$$
w_{l, \beta ; n}(j)^{-1} w_{l, \beta ; n}(k) \leq \begin{cases}e^{-s p(1-s(1+1 / n))(j-k)}, 0 \leq k \leq j  \tag{3.15}\\ e^{p(1-s(1+1 / n))(k-j)}, & 0 \leq j<k\end{cases}
$$

Proof. In the case $0 \leq k \leq j$, we have

$$
\begin{aligned}
w_{l, \beta ; n}(j)^{-1} & w_{l, \beta ; n}(k) \\
& =\prod_{r=1}^{(n-(n+1) s) p(j-k)} \frac{(n-s) l+n \beta+(n-(n+1) s) p k+r}{n l+(n+1) \beta+(n-(n+1) s) p k+r} \\
& \leq\left(\frac{n-s}{n}\right)^{\{n-(n+1) s\} p(j-k)} \leq e^{-s(1-(1+1 / n) s\} p(j-k)}
\end{aligned}
$$

In the case $0 \leq j<k$, we have

$$
\begin{aligned}
w_{l, \beta ; n}(j)^{-1} & w_{l, \beta ; n}(k) \\
& =\prod_{r=1}^{(n-(n+1) s) p(k-j)} \frac{n l+(n+1) \beta+(n-(n+1) s) p j+r}{(n-s) l+n \beta+(n-(n+1) s) p j+r} \\
& \leq\left(\frac{n+1}{n}\right)^{\{n-(n+1) s\rangle p(k-j)} \leq e^{\{1-(1+1 / n) s\} p(k-j)}
\end{aligned}
$$

This completes the proof of Proposition 3.2.

## 4. Proofs of Theorems 1 and 2

Theorems are proved by stability theorems of Fredholm operators.
We denote by $\mathscr{O}(|x| \leq X)$ the set of holomorphic functions on $\{x \in \mathbf{C} ;|x|$ $<X\}$ and continuous on its closure. For $a(x) \in \mathscr{O}(|x| \leq X)$, we put

$$
\|a\|_{X}:=\max _{|x| \leq X}|a(x)|
$$

The following lemmas are proved essentially in [M2] and [MH] with a slight change of notations.

Lemma 4.1. (i) Let $s>0$. If $a(x) \in \mathscr{O}(|x| \leq \rho R)(\rho>1)$, then for any $U(t, x) \in G_{w}^{s}(R)$, we have $a(x) U(t, x) \in G_{w}^{s}(R)$ and

$$
\begin{equation*}
\|a U\|_{w, R}^{(s)} \leq \frac{\rho}{\rho-1}\|a\|_{\rho R}\|U\|_{w, R}^{(s)} \tag{4.1}
\end{equation*}
$$

(ii) Let $s \leq 0$. If $a(x) \in \mathscr{O}(|x| \leq \rho R)\left(\rho>e^{-s}\right)$, then for any $U(t, x) \in$ $G_{w}^{s}(R ; n)$, we have $a(x) U(t, x) \in G_{w}^{s}(R ; n)$ and

$$
\begin{equation*}
\|a U\|_{w, R, n}^{(s)} \leq \frac{\rho}{\rho-e^{-s}}\|a\|_{\rho R}\|U\|_{w, R, n}^{(s)} \tag{4.2}
\end{equation*}
$$

Proof. We put $a(x)=\sum a_{\gamma} x^{\gamma} / \gamma!\in \mathscr{O}(|x| \leq \rho R)$. They by Cauchy's integral formula, we have $\left|a_{\gamma}\right| \leq\|a\|_{p R} \gamma!/(\rho R)^{\gamma}(\gamma \in \mathbf{N})$. We put $a(x) U(t, x)$ $=\sum V_{l \beta} t^{l} x^{\beta} / l!\beta!$. Then we have

$$
V_{l \beta}=\sum_{\gamma=0}^{\beta} a_{\gamma} U_{l, \beta-\gamma} \frac{\beta!}{(\beta-\gamma)!\gamma!} .
$$

(i) The inequality (4.1) is obtained as follows.

$$
\begin{aligned}
\sum_{l, \beta \in \mathbf{N}}\left|V_{l \beta}\right| & \frac{w^{l} R^{s l+\beta}}{(s l+\beta)!} \leq\|a\|_{\rho R} \sum_{l, \beta} \sum_{\gamma=0}^{\beta}\left|U_{l, \beta-\gamma}\right| \frac{1}{(\rho R)^{r}} \frac{\beta!}{(\beta-\gamma)!} \frac{w^{l} R^{s l+\beta}}{(s l+\beta)!} \\
& \leq\|a\|_{\rho R} \sum_{l, \beta} \sum_{\gamma=0}^{\infty}\left|U_{l, \beta-\gamma}\right| \frac{1}{\rho^{r}} \frac{w^{l} R^{s l+\beta-r}}{(s l+\beta-\gamma)!} \\
& =\|a\|_{\rho R} \sum_{r=0}^{\infty} \frac{1}{\rho^{r}}\left(\sum_{l=0}^{\infty} \sum_{\beta=\gamma}^{\infty}\left|U_{l, \beta-r}\right| \frac{w^{l} R^{s l+\beta-\gamma}}{(s l+\beta-\gamma)!}\right) \\
& =\|a\|_{\rho R}\|U\|_{w, R}^{(s)} \sum_{r=0}^{\infty} \rho^{-\gamma}=\frac{\rho}{\rho-1}\|a\|_{\rho R}\|U\|_{w, R}^{(s)} .
\end{aligned}
$$

(ii) By the definition of the norm, we have

$$
\begin{aligned}
& \left|V_{l \beta}\right| w^{l} R^{s l+\beta} \frac{((n-s) l+n \beta)!}{(n l+(n+1) \beta)!} \leq\|a\|_{\rho R}\|U\|_{w, R, n}^{(s)} \\
& \quad \times \sum_{r=0}^{\beta} \rho^{-r} \frac{\beta!}{(\beta-\gamma)!} \frac{((n-s) l+n \beta)!}{((n-s) l+n(\beta-\gamma))!} \frac{(n l+(n+1)(\beta-\gamma))!}{(n l+(n+1) \beta)!}
\end{aligned}
$$

Now (4.2) follows from the following inequality,

$$
\begin{aligned}
& \frac{\beta!}{(\beta-\gamma)!} \frac{((n-s) l+n \beta)!}{((n-s) l+n(\beta-\gamma))!} \frac{(n l+(n+1)(\beta-\gamma))!}{(n l+(n+1) \beta)!} \\
& =\prod_{j=1}^{n r} \frac{(n-s) l+n(\beta-\gamma)+j}{n l+(n+1)(\beta-\gamma)+j} \prod_{j=1}^{r} \frac{\beta-\gamma+j}{n l+(n+1) \beta-\gamma+j}
\end{aligned}
$$

$$
\leq\left(\frac{n-s}{n}\right)^{n r} \leq e^{-s r}
$$

This completes the proof.

Lemma 4.2. If $s \geq 1$, then $G_{w}^{s}(R)$ is a Banach algebra. Precisely, for $a(t, x)$, $U(t, x) \in G_{w}^{s}(R)$, we have $a(t, x) U(t, x) \in G_{w}^{s}(R)$ and

$$
\begin{equation*}
\|a U\|_{w, R}^{(s)} \leq\|a\|_{w, R}^{(s)}\|U\|_{w, R}^{(s)} \tag{4.3}
\end{equation*}
$$

Proof. We put $a(t, x)=\sum a_{j \alpha} t^{j} x^{\alpha} / j!a!, U(t, x)=\sum U_{l \beta} t^{l} x^{\beta} / l!\beta!$ and $a(t, x) U(t, x)=\sum V_{l \beta} t^{l} x^{\beta} / l!\beta!$. Then we have

$$
V_{l \beta}=\sum_{j=0}^{l} \sum_{\alpha=0}^{\beta} a_{j \alpha} U_{l-j, \beta-\alpha} \frac{l!}{j!(l-j)!} \frac{\beta!}{\alpha!(\beta-\alpha)!}
$$

Suppose the following inequality which is trivial in the case $s=1$,

$$
\begin{equation*}
\frac{(s j+\alpha)!(s(l-j)+\beta-\alpha)!}{(s l+\beta)!} \frac{l!}{j!(l-j)!} \frac{\beta!}{\alpha!(\beta-\alpha)!} \leq 1 \tag{4.4}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
& \sum_{l, \beta \in \mathbf{N}}\left|V_{l \beta}\right| \frac{w^{l} R^{s l+\beta}}{(s l+\beta)!} \\
& \quad \leq \sum_{l, \beta} \sum_{j=0}^{l} \sum_{\alpha=0}^{\beta}\left|a_{j \alpha}\right| \frac{w j R^{s j+\alpha}}{(s j+\alpha)!}\left|U_{l-j, \beta-\alpha}\right| \frac{w^{l-j} R^{s(l-j)+(\beta-\alpha)}}{(s(l-j)+(\beta-\alpha))!} \\
& \quad=\sum_{j, \alpha}\left(\sum_{l \geq j, \beta \geq \alpha}\left|U_{l-j, \beta-\alpha}\right| \frac{w^{l-j} R^{s(l-j)+(\beta-a)}}{(s(l-j)+(\beta-\alpha))!}\right)\left|a_{j \alpha}\right| \frac{w^{j} R^{s j+\alpha}}{(s j+\alpha)!} \\
& \quad=\|a\|_{w, R}^{(s)}\|U\|_{w, R}^{(s)}
\end{aligned}
$$

Let us prove the inequality (4.4) in case $s>1$. Considering the inequalities,

$$
\begin{aligned}
& \frac{l!}{j!(l-j)!} \frac{\beta!}{\alpha!(\beta-\alpha)!} \leq \frac{(l+\beta)!}{(j+\alpha)!(l+\beta-j-\alpha)!} \\
& \frac{(s(l-j)+\beta-\alpha)!(l+\beta)!}{(l+\beta-j-\alpha)!\alpha!} \leq(s l+\beta-(s-1) j)!
\end{aligned}
$$

we have

$$
(s j+\alpha)!(s(l-j)+\beta-\alpha)!\frac{l!}{j!(l-j)!} \frac{\beta!}{\alpha!(\beta-\alpha)!}
$$

$$
\leq(s l+\beta-(s-1) j)!\frac{(s l+\alpha)!}{(j+\alpha)!}
$$

Recall the relation between gamma function and beta function, $\Gamma(x+y)$. $B(x, y)=\Gamma(x) \Gamma(y)(x, y>0)$. Then we have
$\frac{(s j+\alpha)!}{(j+\alpha)!}=\frac{\Gamma((s-1) j)}{B((s-1) j, j+\alpha+1)}$,
$\Gamma((s-1) j)(s l+\beta-(s-1) j)!=(s l+\beta)!B((s-1) j, s l+\beta-(s-1) j+1)$.
These imply

$$
\begin{aligned}
& (s j+\alpha)!(s(l-j)+\beta-\alpha)!\frac{l!}{j!(l-j)!} \frac{\beta!}{\alpha!(\beta-a)!} \\
& \leq(s l+\beta)!\frac{B((s-1) j, s l+\beta-(s-1) j+1)}{B((s-1) j, j+\alpha+1)} \leq(s l+\beta)!
\end{aligned}
$$

because $s l+\beta-(s-1) j+1 \geq j+\alpha+1$, since $s>1$. This proves (4.4).
Lemma 4.3. Let $(\sigma, j, \alpha) \in \mathbf{N} \times \mathbf{Z} \times \mathbf{Z}$ satisfy

$$
\begin{equation*}
s j+(1-s) \sigma+\alpha=-\delta \leq 0 \tag{4.5}
\end{equation*}
$$

Then $t^{\sigma} D_{t}^{j} D_{x}^{\alpha}$ is a bounded operator on $G_{w}^{s}(R)$ or on $G_{w}^{s}(R ; n)$ according to $s>0$ and $s \leq 0$, and the operator norm is estimated by

$$
\begin{equation*}
\left\|t^{\sigma} D_{t}^{j} D_{x}^{\alpha}\right\| \leq C w^{\sigma-j} R^{\sigma+\delta} \tag{4.6}
\end{equation*}
$$

for some positive constant $C=C(\sigma, j, \alpha, s, n)$ independent of $R$. Moreover, if $\delta>0$, then $t^{\sigma} D_{t}^{j} D_{x}^{\alpha}$ is a compact operator on each Banach space.

Proof. We only prove the case $s>0$, since it is similar in the case $s \leq 0$. We put $t^{\sigma} D_{t}^{j} D_{x}^{\alpha} U(t, x)=\sum V_{l \beta} t^{l} x^{\beta} / l!\beta!$. Then we have

$$
V_{l \beta}=\frac{l!}{(l-\sigma)!} U_{l+j-\sigma, \beta+\alpha}
$$

This implies immediately that

$$
\left\|t^{\sigma} D_{t}^{\prime} D_{x}^{\alpha} U\right\|_{w, R}^{(s)} \leq C(\sigma, j, \alpha, s) w^{\sigma-j} R^{\sigma+\delta}\|U\|_{w, R}^{(s)},
$$

where

$$
C(\sigma, j, \alpha, s)=\sup \{(s l+\beta-\sigma-\delta)!l!/(s l+\beta)!(l-\sigma)!; l, \beta \in \mathbf{N}\}
$$ This implies the estimate (4.6). Let $\delta>0$. Then for any $\varepsilon>0$, there exists $N$ such that

$$
\sup \left\{\frac{(s l+\beta-\sigma-\delta)!l!}{(s l+\beta)!(l-\sigma)!} ; s l+\beta \geq N\right\}<\varepsilon
$$

Hence we have,

$$
\sum_{s l+\beta \geq N}\left|V_{l \beta}\right| \frac{w^{l} R^{s l+\beta}}{(s l+\beta)!}<\varepsilon w^{\sigma-j} R^{\sigma+\delta}\|U\|_{w, R}^{(s)}
$$

This shows that $t^{\sigma} D_{t}^{j} D_{x}^{\alpha}$ is approximated by operators of finite rank, and therefore a compact operator. This completes the proof.

Recall the decomposition (1.3) of the operator $L$,

$$
\begin{equation*}
L=L_{0}+L_{1}+L_{2} \tag{4.7}
\end{equation*}
$$

where $L_{0}$ is the principal part and

$$
\begin{aligned}
& L_{1}=\sum_{s++(1-s) \sigma+\alpha=0} a_{\sigma j \alpha}(x) t^{\sigma} D_{t}^{j} D_{x}^{\alpha}\left(a_{0 j \alpha}(0)=0 \text { or } \sigma>0\right), \\
& L_{2}=\sum_{s j+(1-s) \sigma+\alpha<0}^{\text {finie }} a_{\sigma j \alpha}(t, x) t^{\sigma} D_{t}^{j} D_{x}^{\alpha}
\end{aligned}
$$

From the above lemmas, $L_{2}$ is a compact operator on each Banach space $G_{w}^{s}(R)$ or $G_{w}^{s}(R ; n)$ according $s>0$ or $s \leq 0$. For the operator norms of $L_{j}(j=1,2)$ on each space, we have

$$
\begin{equation*}
\left\|L_{j}\right\| \rightarrow 0 \quad \text { as } \quad R \rightarrow 0 \tag{4.8}
\end{equation*}
$$

Proof of Theorem 1. (i) Let the Toeplitz symbol $f(z)$ satisfy the condition $(\mathrm{H})_{w}$. Then by Proposition 3.1, there exists $N \in \mathbf{N}$ such that $L_{0}$ is bijective on $G_{w}^{s}(R)[N]$ and the norm of inverse operator $L_{0}^{-1}$ is estimated uniformly on $R>0$, that is, $\left\|L_{0}^{-1}\right\| \leq K$ for some $K>0$ and every $R>0$. Therefore, by (4.8) there exists $R_{0}>0$ such that $L$ is bijective on $G_{w}^{s}(R)[N]$ for every $0<R<R_{0}$. Now, by the same way as the proof of Proposition 3.1, we can prove that $L$ is a Fredholm operator on $G_{w}^{s}(R)$ for every $0<R<R_{0}$. This proof shows that if $L_{0}$ is bijective on $G_{w}^{s}(R)$, then there exists a positive constant $R_{0}>0$ such that $L$ is bijective on $G_{w}^{s}(R)$ for every $0<R \leq R_{0}$.

Next, we study the operator $L$ on $\mathscr{M}^{s}[N]$. By the definition of $\mathscr{M}^{s}[N], L$ maps $\mathcal{M}^{s}[N]$ into itself. Precisely, for $U(t, x)=\sum U_{l \beta} t^{l} x^{\beta} / l!\beta!\in \mathbf{C}[[t, x]]$, we put $r(U):=\min \left\{s l+\beta ; U_{l \beta} \neq 0\right\}$. Then we have

$$
r\left(L_{j} U\right)>r(U), \quad j=1,2
$$

Therefore, by the proof of Proposition 3.1, we see that if $\operatorname{det}\left(T_{l, \beta}\right) \neq 0$ for $s l+\beta$ $\geq N$, then there exists a recurrence formula to obtain a unique solution in $\mathcal{M}^{s}[N]$ of an equation, $L U(t, x)=F(t, x) \in \mathcal{M}^{s}[N]$. This implies that $L$ is bijective on $\mathcal{M}^{s}[N]$ and also on $G_{w}^{s}(R)[N]$ for sufficiently large $N$ and small $R>0$ under the condition (H) . The bijectivity of $L$ on $\mathrm{C}[[t, x]] / G_{w}^{s}(R)$ for sufficiently small $R>0$ is now obvious, because $\mathbf{C}[[t, x]] / G_{w}^{s}(R) \cong \mathcal{M}^{s}[N] / G_{w}^{s}(R)[N]$ for every $N$.
(ii) Let $L_{1}=0$ in the decomposition of the operator $L$. Suppose that $L$ be a Fredholm operator on $G_{w}^{s}(R)$ for some $R>0$. Then $L_{0}=L-L_{2}$ is also a Fredholm operator, since $L_{2}$ is a compact operator. Hence the condition $(\mathrm{H})_{w}$ is satisfied.

Next, suppose $\lambda \in \rho\left(L ; G_{w}^{s}(R)\right)$ for some $R>0$. Then $\lambda I-L_{0}$ is a Fredholm operator on $G_{w}^{s}(R)$ as above, and hence $\lambda \in \Gamma_{w}^{+}(f)$. Therefore, there exists $N$ such that $\lambda I-L_{0}$ and also $\lambda I-L$ are bijective on $G_{w}^{s}(R)[N]$. Here we note that the operator norm of $L_{2}$ on $G_{w}^{s}(R)[N]$ tends to 0 as $N \rightarrow \infty$ from the proof of Lemma 4.3. The exact sequence of Banach spaces,

$$
0 \rightarrow G_{w}^{s}(R)[N] \rightarrow G_{w}^{s}(R) \rightarrow G_{w}^{s}(R) / G_{w}^{s}(R)[N] \rightarrow 0
$$

implies that an induced operator from $\lambda I-L$ on $G_{w}^{s}(R) / G_{w}^{s}(R)[N]$ ( $\cong$ finite dimensional vector space) is bijective. The matrix representation of this operator is a blockwise triangle matrix with diagonal blocks of the Toeplitz matrices $\lambda I-$ $T_{l, \beta}$. Hence, we have $\operatorname{det}\left(\lambda I-T_{l, \beta}\right) \neq 0$ for every $l, \beta$. This shows $\lambda \in \rho\left(L_{0}\right)$, that is,

$$
\rho\left(L_{0}\right) \supset \bigcup_{R>0} \rho\left(L ; G_{w}^{s}(R)\right) .
$$

The converse relation is obvious. These prove (1.8).
Thus the proof of Theorem 1 is completed.

Proof of Theorem 2. It is almost obvious, so we omit it.

## 5. Proof of Theorem 0

Theorem 0 is a consequence of Theorem 1 and the following proposition.

Proposition 5.1. For $s>0$, it holds that

$$
\begin{equation*}
\cap_{0<r<R} G_{w}^{s}(r)=\mathscr{G}_{w}^{s}(R) \tag{5.1}
\end{equation*}
$$

Proof. For $U(t, x)=\sum_{l, \beta} U_{l \beta} t^{l} x^{\beta} / l!\beta!\in G_{w}^{s}(r)$, let us prove

$$
\tilde{U}(t, x):=\sum U_{l \beta} t^{t} x^{\beta} /(s l)!\beta!\in \mathscr{O}\left(\left(\frac{|t|}{w}\right)^{1 / s}+|x|<r\right),
$$

which implies $\cap_{0<r<R} G_{w}^{s}(r) \subset \mathscr{G}_{w}^{s}(R)$. By the definition of the norm in $G_{w}^{s}(R)$, there exists a positive constant $M$ such that $\left|U_{l \beta}\right| \leq M(s l+\beta)!/ w^{l} r^{s l+\beta}(l, \beta \in$ $\mathbf{N})$. This implies

$$
\begin{aligned}
U_{l}(x) & :=\sum_{\beta} U_{l \beta} \frac{x^{\beta}}{\beta!} \ll M w^{-l} r^{-s l} \sum_{\beta} \frac{(s l+\beta)!}{\beta!} \frac{x^{\beta}}{r^{\beta}} \\
& =M w^{-l} r^{-s l} \frac{(s l)!}{(1-x / r)^{s l+1}}=M \frac{w^{-l}}{(1-x / r)} \frac{(s l)!}{(r-x)^{s l}}
\end{aligned}
$$

where $\sum_{\beta \in \mathbf{N}} a_{\beta} x^{\beta} \ll \sum A_{\beta} x^{\beta}$ means that $\left|a_{\beta}\right| \leq A_{\beta}$ for all $\beta \in \mathbf{N}$. Then we have

$$
\tilde{U}(t, x) \ll M \frac{1}{(1-x / r)} \sum_{l=0}^{\infty} \frac{1}{(r-x)^{s l}}\left(\frac{t}{w}\right)^{l},
$$

and the right hand side belongs to $\mathscr{O}\left((|t| / w)^{1 / s}+|x|<r\right)$.
Conversely, let $\tilde{U}(t, x)=\sum \tilde{U}_{l \beta} t^{l} x^{\beta} / l!\beta!\in \mathscr{O}\left((|t| / w)^{1 / s}+|x| \leq r\right)$. Then we shall prove

$$
U(t, x):=\sum_{l, \beta}\left\{\tilde{U}_{l \beta} \frac{(s l)!}{l!}\right\} \frac{t^{l} x^{\beta}}{l!\beta!} \in G_{w}^{s}(\kappa r)
$$

for any $0<\kappa<1$. We denote by $\|\tilde{U}\|_{\infty}$ the maximum of $|\tilde{U}(t, x)|$ on the domain. Let $0<\tau<w r^{s}$, and put $\xi=r-(\tau / w)^{1 / s}$. By Cauchy's integral formula, we have

$$
\tilde{U}_{l \beta}=\frac{l!\beta!}{(2 \pi i)^{2}} \oint_{|t|=\tau} \oint_{|x|=\xi} \frac{\tilde{U}(t, x)}{t^{l+1} x^{\beta+1}} d t d x .
$$

This implies

$$
\left|\tilde{U}_{l \beta}\right| \leq\|\tilde{U}\|_{\infty} \frac{l!\beta!}{\tau^{l}\left(r-(\tau / w)^{1 / s}\right)^{\beta}} .
$$

The function $f(\tau):=\tau^{-l}\left\{r-(\tau / w)^{1 / s}\right\}^{-\beta}\left(0<\tau<w r^{s}\right)$ takes the minimum value

$$
w^{-l} \frac{(s l+\beta)^{s l+\beta}}{r^{s l+\beta}(s l)^{s l} \beta^{\beta}}
$$

at $\tau=w\{s l r /(s l+\beta)\}^{s}$. Put $U_{l \beta}=\tilde{U}_{l \beta}(s l)!/ l!$. Then we have

$$
\left|U_{l \beta}\right| \leq\|\tilde{U}\|_{\infty} \frac{(s l+\beta)^{s l+\beta}(s l)!\beta!}{w^{l} r^{s l+\beta}(s l)^{s l} \beta^{\beta}}
$$

From Stirling's formula, we see that it holds that

$$
\frac{(s l+\beta)^{s l+\beta}}{(s l+\beta)!} \frac{(s l)!}{(s l)^{s l}} \frac{\beta!}{\beta^{\beta}} \sim \sqrt{2 \pi} \sqrt{\frac{s l \beta}{s l+\beta}} \quad \text { as } \quad s l+\beta \rightarrow \infty .
$$

Hence we have

$$
\|U\|_{u, k r}^{(s)}=\sum_{l, \beta}\left|U_{l \beta}\right| \frac{w^{l}(\kappa r)^{s l+\beta}}{(s l+\beta)!}<\infty
$$

for any $0<\kappa<1$. This completes the proof.
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