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A GENERALIZATION OF A THEOREM OF MAROTTO

KENICHI SHIRAIWA AND MASAHIRO KURATA

In 1975, Li and Yorke [3] found the following fact. Let /: I-> I be
a continuous map of the compact interval I of the real line R into itself.
If / has a periodic point of minimal period three, then / exhibits chaotic
behavior. The above result is generalized by F.R. Marotto [4] in 1978 for
the multi-dimensional case as follows. Let /: Rn -> Rn be a differentiate
map of the n-dimensional Euclidean space Rn (n I> 1) into itself. If / has
a snap-back repeller, then / exhibits chaotic behavior.

In this paper, we give a generalization of the above theorem of Marotto.
Our theorem can also be regarded as a generalization of the Smale's re-
sults [6] on the transversal homoclinic point of a diffeomorphism.

§ 1. The Main Theorem

Let M be a smooth manifold of dimension n. We denote by TX(M)
the tangent space of M at a point x of M. Let /: M—> M be a C -̂map.
The tangent map of / at x e M is denoted by TJ: TX(M) -> Tfis)(M).

Let z0 e M be a fixed point of /. Then / is called a hyperbolic fixed
point if all the modulus of the eigenvalues of TZJ: TZQ(M) -» TZ0(M) are
different from 0 and 1. Define £s(resp. Eu) to be the direct sum of the
generalized eigenspaces of TZJ which correspond to the eigenvalues of
modulus less than 1 (resp. greater than 1). Then Es and Eu are TZof-
invariant vector subspaces of TZ0(M), and TZ£M) = Es Θ Eu.

Let s = dim Es and u = dim Eu. Fix a norm || || on Es and Eu. For
r0 > 0, we define Es(r0) = {xe Es; \\x\\ ^ r0} and Eu(r0) = {xe Eu; \\x\\ £ r0}.
By stable manifold theorem, it is known that there are embeddings <ps:
Es(r0) -> M and φu: Eu(r0) -> M for sufficiently small r0 > 0 satisfying the
following conditions.

( l ) p*(0) = z0 and φu(0) = z0

( 2) 7>*: T0(E*(r0)) = £* -> T20(M) and ϊ y
are injections.
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(3) If we put WM) = φs(Es(r0)) and WSJ&) = <Pu(Eu(r0)), then there

exists a neighborhood U of zQ such that Wΐoc(z0) = {xe U; limn^oo f
n(x) =

z0} and W^fe) = {xe U; limn^f-\x) = zo}

We call such WJΌcfo) (resp. W&. fe)) a local stable (resp. unstable)

manifold of / at z0.

Now we fix a metric d on M.

MAIN THEOREM. Let f: M-> M be a Cλ-map. Let zQe M be a hyper-

bolic fixed point of f. Now we assume the following three conditions.

( 1) u = dim Eu > 0.

(2) There exist a point zxe W£c(20) (ZiΦz0) and a positive integer m

such that fm(zx) e WίJjs^.

(3) There exists a u-dimensίonal disk Bu embedded in WiJίzJ) such

that Bu is a neighborhood of zt in W?oc(z0), fm\Bu: Bu-+M is an embedding,

and fm(Bu) intersects Wis

oc(20) transversally at fm{zλ).

Then the following conclusion holds.

(a) There is a positive integer N such that there is a periodic point

of f of minimal period p for any integer p I> N.

(b) There is an uncountable set S (called a scrambled set) in M satis-

fying the following conditions.

( i ) S does not contain any periodic points.

(ii) f(S)dS

(iii) l i m s u p * _ d(f\x\ f \ y ) ) > 0 for any x,yeS(xΦ y).

(iv) limsupfc.^ d(fk(x), f*(y)) > 0 for any xe S and a periodic point y.

(v) There is an uncountable subset So contained in S such that

lim inf,_ d(f\x)9 f\y)) = 0 for any x, yeS0.

Remark 1. The above theorem holds if /: M-> M is of class C1 on a

neighborhood of z0 and on a neighborhood of the orbit of zx.

Remark 2. In the above theorem Tzχf
m may be degenerate.

Remark 3. In case u = dim M and fm(zί) = z0, the above theorem

reduces to the theorem of Marotto.

Remark 4. If / is a diffeomorphim with fm(z^)^z^ then the above as-

sumption implies that fm(z^) is a transversal homoclinic point.

Remark 5. Transversality condition in our assumption (3) is neces-

sary. We have an example which shows that without the transversality
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condition the conclusion of the main theorem does not hold.

Throughout this paper, we work under the assumption of the main

theorem and use the same notation.

§2. Main Lemma

Using the inverse function theorem, we know that there is an embed-

ding Φ: E'fa) X Eu{r,)-^M such that Φ\Es(rx) X 0 = <ps and Φ|0 X Eu(rx)

=<pu for sufficiently small rx > 0. Therefore, we identify Es(rx) X E^r^

with a neighborhood of z0 for sufficiently small rlβ By this identification,

E'fa) (resp. Eu(r,)) is identified with WiJ&) (resp. W£c(z0)).

Since z0 is a hyperbolic fixed point of / by our assumption, Tzof is

non-degenerate. Also, we assume that Txf is non-degenerate for any point

x e E'fa) X Eu(rx) (We replace rt > 0 a smaller value if necessary).

For x 6 Es(rt) X Eu(rx), we write

1J= , Txf =
f^x ±x I \J-Jx ± x

with respect to the product structure Es(r^) X Eu(rλ).

Put

α = max{||Tϊ||, |[2Ϊ«||},
X

*- m c i Y ill Tu-itt II 7 7 7 * " 1 III
-j m a x (ij i x \\, \\ix \\] ,
b x

and

where x runs over ΐJ^Γ!) X E^ίri). Then, by our hyperbolicity assumption

on z09 the following inequalities hold on a sufficiently small neighborhood

E'(rd X Eu(ril

(a < 1, I. < 1,

W
l, b - k > 1, and

Since zx e W&Xzo) by our assumption, we may assume that zx e

Choose a real number r such that 0 < r < rx and zx £ Eu(r).

For σ = s, u, πσ denotes the natural projection from E*{r?) X
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onto E fa). Since Tx(E%rd X Eu(r,)) = Tx{Es{rx)) x Tx{Eu{rλ)) = E* X Eu,

v e Tx(Es(rλ) x Eu(rλ)) is uniquely expressed as v = υs + vu, vβ e E\

For a σ-dimensional disk Dσ in Eσ{r^), we denote its boundary in Eσ{r^)

by dD\

MAIN LEMMA. Assume the same conditions of the main theorem. Let

Bu be an u-dimensional disk in Eu{r^), and let Bs be an arbitrary s-dimen-

sίonal disk with the origin 0. If ψ: Bs X Bu->Es(rί) X Eu{r^) is an embed-

ding such that ψ|0 X Bu is the inclusion map Bu C Eu{r^), then for any ε

> 0 and L > 0 there exists a positive integer JV(ψ, ε, L) satisfying the fol-

lowing conditions.

For any integer n >̂ N(ψ, ε, L), there is an embedding φ = φ(ψ, ε, L, ή):

Es(r) X Bu -+ E8^) X Eu(r^) satisfying the following eight conditions.

(2.1) φ(Es(r) Xy)d ψ(Bs X y) for y e Bu.

(2.2) f-n(φ(Es(r) X B*)) C Es(r) X Eu(r).

(2.3) f~n(φ(3Es(r) X Bw)) c d£*(r) X £M(r).

(2.4) πsf~nφ(x X Bu) = x for x 6 Es(r).

(2.5) ||ι;tt|| < e||i;'|| for any non-zero v in T(f-nφ(Es(r) X y)\ yeBu.

(2.6) ||(2y-n(ι;)) | | > L | | i ; f | | for any non-zero υ in T(φ(Es(r) x y% yeB\

(2.7) ||(2y-(ι;)) | | < ε || (Γ/»(ι;))« || and

(2.8) ||(ΓΛ(u))w|| > L||uw|| for any non-zero υ in T(f~nφ(x X Bu)\ xeEs(r).

Proof. Let r2 and εt be real numbers such that r <r2<r^ and 0 < εj

< min{e, r, r2 - r, Γ l - r2}. Since the set {||ϋu||/||ι; ||; υφOe Ty(ψ(Bs X y)),

y e Bu) is bounded, there exists an integer Nx > 0 such that some s-dimen-

sional disk in f-nψ(Bs X y) is εj enclose to £?s(r2) for any n^Nx and y e

.B\ This is proved by the same argument as in the proof of the Λ-lemma

in J. Palis [5], if we note that the Λ-lemma holds uniformly with respect

to a disk family {ψ(Bs Xy); ye Bu}.

The above fact implies that there exists a neighborhood V of Bu in

Bs X Bu such that f~n(ψ((Bs X y)Π V)) is an s-dimensional disk, which is

εx enclose to JS'fo) and πsf-n(ψ((Bs X y)Π V))=)i;s(r) for any y e B*\ K we

take ε1>0 small enough, then f-n(ψ((Bs X y)Π V)) intersects with x X Eu(r)

(x e Es(r)) in a single point for each y e Bu. We denote this point by χ{x, y).

Now, define φ: Es(r) X Bu -* E'fa) X E^rJ by
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Φ(x, y) = fn(x(*> y)) for (x, y) e Es(r) X Bu .

Then, the conditions (2.1) —(2.5) are clearly satisfied by the definition of

φ.
If Ni is large enough, then there is a neighborhood W of Bu in ψ(Bs X

Bu) such t h a t for any non-zero υ in Te(ψ(Bs X y)) with y 6 JB% and zeW

f]ψ(Bs Xy) the inequality

\\(Tf-^(v)r\\l\\(Tf-^(υ)y\\<i

holds. Then,

and
ll(jr-**-*fo))«ll

i ( ) ) Ίl

£(b- k)-\a + k)<l.

The last inequality holds since b — £ > 1, α + & < l .

By the induction on £ ^ 1, we have the following inequality

for any ^ ^ 1 and any non-zero i; 6 Tz(ψ(Bs X y)), where y e ΰ M , ^ e W ί l

Ψ(BU X y).

Now taking N> Nt large enough, we have (2.6) for any n^ N.

Replacing 77/"1 (resp. Eu and # s ) by Tf (resp. £JS and Eu), we have

(2.7) and (2.8) similarly.

§ 3. Construction of a map from a shift

First, we construct symbols, and using these symbols, we define a map

from a shift to M. This map is used in our proof of the main theorem.

LEMMA 1. There is a positive integer Nλ such that for any integer No

^ Nl9 there are two embeddings

φt: (Es(r) x E\r2), Es(r) X Bf) • Es(r2) X Eu(r2) (i = 0,1)

(0 < r < r2 < Λ) of a pair of rectangles, where Bf is a u-dίmensional disk

contained in the interior of Eu(r2), satisfying the following 11 conditions.
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(3.1) Γ'iφiiE'ir) x B?)) C φ3{E*{r) x E\rd) (i, = 0,1).

(3.2) fNiφt(.E*(r) x 3B?)) C &(£ (r) X (E"(r2) - By)) (i,y = 0,1).

(3.3) (ΛO*: H.ΛφtE'ίr) X 95?)) -> Hu_ME°(r) x (£*(r2) - By))) is an

isomorphism, where Hu_x{ ) is the (u—ϊ)-th homology group and (fNi)*

is the induced homomorphism of fNi (ί, j = 0,1).

(3.4) πsφi(xX Bf) consists of a single point for x e Es(r), and πsφi(Es(r) X Bf)

= E'(r) (i = 0,1).

(3.5) πufNtφt(E (r) X y) consists of a single point for y e Bf (i = 0,1) .

(3.6) 2 | |u l < || u l for any non-zero v in T{fNiφt{x X Bf)), xeEs(r)

(i = 0,1)

(3.7) 2||uw|| < \\vs\\ for any non-zero v in Γ(^(ίJs(r) X y)), yeBf

(i = 0,1) .

(3.8) ||(ϊy*'(ι;))"|| > 8||ι;M|| for any non-zero v in T(φt(x X Bf)), x e Es(r)

(3.9) 8 | |(Γ/^))1I < II«-1| for any non-zero υ in T(φt(E'(r) X y)), yeBf

(i = 0,1) .

(3.10) If we put AQ = φo(Es(r) X B%) and A, = φ1(Es(r) X Bf),

then Ao Π Ax = φ .

(3.11) There exists an integer k (0 ^ k ^ No - 1) such that f^A^Πf*(Ao)

= φ for 0 ^ ί <; iV0 — 1 and /fc(Aj) Π /^A!) = φ for 0 <Li Φ k<^ Nt — 1.

Proof. Since ^ € 1^(2^) = ^^ίn) and zί Φ z0 by our assumption, there

exists a positive number r2 such that ^ £ Eu(r2), r2<rx. Let r be a suf-

ficiently small number such that 0 < r < r2, which we determine later.

Since / - I ^ f o ) is a contraction, there is a positive integer L such

that /~Lfe) e Eu(r2).
Let : jE*(r) X Eu(r) -> #*(r2) X EM(r2) be the inclusion map. Let N2 =

N(j, 1/2, 8) be the integer given in the main lemma. By the Λ-lemma, the

transversality condition of the main theorem, and the fact that f\Eu(r^ is

an expansion, there are positive number Nz > N2 and an w-dimensional

disk Du in Eu(r2) satisfying the following conditions.

( 1 ) Du is a neighborhood of f-L{z,) in Eu(r2).

( 2 ) Γ8(/"Lfe)) e Es(r) and fN>(Du)aEs(r) X EM(r2).
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( 3) fNs(dDu) C Es(r) X (Eu(r2) - Eu(r)).

( 4 ) 8 ||ι;s | | < ||uw | | for any non-zero ve T(fN*(Du)).

( 5) Du Π Eu(r) = φ.

( 6 ) There exists a positive number r3 such that fL(Du) c Int Eu(r3)

- f-\Eu(r3)\ and /L + ί(Dw) Π fL(Du) = φ ΐor I ^ i ^ N3 - L.

From conditions (3) and (4), πu\fN*(Du): fN*{Du) -» Eu{r2) is a diίfeomorphism

onto its image, and its image contains Eu(r). And there is a neighborhood

W of Du in £*(r2) X £M(r2) such that

( 7 ) πu o (/^8| TV) is a submersion,

( 8 ) /L(VF) Π E'(r) X £M(r) = φ,

( 9 ) fL(W)d Es(δ) X £"(r3) - f'KE'(δ) X £w(r3)) for some ί > 0, and

(10) fL+i(W) Π fL(W) = φ ΐov l^i^N3- L.

Therefore, there are positive number δ' and an embedding ψ: E*(βf) X Du

-> Es{r2) X £w(r2) satisfying the following conditions.

(11) ψ\Du is the inclusion map, and f(Es(δ') X Du) c VF.

(12) πu o fN*(ψ(Es(δ') X y)) consists of a single point for yeDu.

(13) ττs(ψ(x X Du)) = x for x 6 ES(<5').

(14) ψCEs(<50 X Dw) Π Es(r) X J5M(r) = φ.

If we take ^ > 0 small enough, then we have the following condi-

tions.

(15) fN*(ψ(E'(δ') X Du)) c Es{r) X Eu(r2)

(16) fN*(ψ(Es(δ') X dZ)*)) C Es(r) X (J5w(r2) - Eu(r)).

(17) 4||us|| < || u l for any non-zero v in T(fN*(ψ(x X Dw))), xeEs(δ').

By (17) we can take a small number /> (0 < p < 1/2) such that

(18) 2\\(TfN*(v))s\\<\\(TfN*(v))u\\ if ue T(ψ(Es(δ') X Du)) and | |u s | |<^| |ί;M | | .

By a similar argument, we can take a large number Lx > 0 such that

(19) IKϊy^8^))24!! > ^ Ί ' Ί I ^ I I f° r a n y non-zero
veT(ψ(Es{δ;) X Z)w) with ||u s | | < p||ι;α||, and

(20) IKTΛK^Ίi < ^ill^ΊI for any non-zero

v e T(ψ(Es(δ') X y)), y e DM.

Let iV4 = iV(ψ, ŷ 8L2) be the positive integer given in the main lemma,

and Nί=N3 + iV4. Let φx: Es(r) X Du -> .Bs(r) X Ett(r) be defined by f~N'φ(ψ,

ρ9 8L1? iV4), where ^(ψ, p, 8LU iV4) is given in the main lemma.

Let No ^ Nt be a given integer. Then, iV0 ^ iVi > iV3 > iV2. There-

fore, we have an embedding φ(j, 1/2, 8, iV0): Es(r) X ί?M(r) -> ίJs(r2) X Eu(r2)

by the main lemma. Now, define φQ: Es(r) X Eu{r)->Es{r) x £ u(r) by φ0

= f-N°oφ(j,l/2,8,N0).
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Put B% = Eu(r) and Bl = Du. Then, by our construction, (3.4) and

(3.5) are satisfied. By the definition of φ0, φx and (18), we see (3.6) holds.

Also, by the definition of φQ, φx and the fact p < 1/2, (3.7) holds. (3.8) is

a consequence of the definition of φ09 φ19 and (19). Also, (3.9) is a con-

sequence of the definition of φ09 φx and (20).

Now, we can extend φt (i = 0,1) to an embedding φt: Es(r) X Eu(r2)

-> Es(r) X Eu(r2) such that it satisfies conditions (3.1), (3.2), and φi(dEs(r)

X Eu(rJ) C dEs(r) X Eu{r2). Then, (3.3) is a consequence of the fact that

πu\fNz(Du) is a diffeomorphism and its image contains Eu(r).

By the definition of φx and (14), fNiφx(Es(r) x B?) Π Es(r) X Eu(r) = φ.

Also, it follows from the definition that fNiφ0(Es(r) X B%) = f~{NQ-Nύφ{j91/2,

8, N0)(Es(r) X By) c f-w*-»*(E (r) X JE (r)) C JE'(r) X E\r\ since No- N^

Nί-Ni = N3>N2 = N(j, 1/2, 8). Therefore, fN*φx(Es(r) x Bf) Π fNiφ0(Es(r)

X So

w) = ^. This proves (3.10).

Finally, put k = N, + L. Then, 0 £ k < N4 + N3 = Nt ^ No. By (10)

and our construction, f\Ax) Π fi(Aι) C /L(W) Π /'~k+L(W) = ^ for ft < ί <

iVo. Thus, ^(AJ Π f (Ax) = φ for ft < ί < Nx. Also, if 0 ^ i < k, f\Ax) Π

f (A,) = ^ by (9). Finally, if 0 £ i < No, f*(Ao) C JB'(Γ) X J5M(r). Therefore,

by the fact that f\Ax) c /L(W) and (8), we have f\Ax) Π f (Ao) = φ for 0

^ ί < 2V0. This completes the proof.

Let X| = {̂ o? ^.i}z be a two-sided shift on two symbols Ao and Ax. By

definition, an element of Σ is a bisequence α = {a^)iez such that α* = Ao

or Aj for each i e Z, where Z is the set of integers. The metric d on Σ

is defined by d(α, b) = Σiez l/2md(α<> &*)> where α = (α,), ί = (&*), d(αί? 6J

= 0 if di = 6ί? and c?^, 6έ) = 1 if at Φ bt. By this metric Σ is a compact

metric space.

Now, define integers k(a, i) and n(a, i) for a = (αj e Σ as follows.

iV0 if at = Ao

iVj if at — Ax

Σ ^ J ) if i ^ O

- Σ ^ j ) if £ < 0

Define a subset F'^a) of M as follows,

)- 1 o . . . o (/*(β *-1>|α<_1)-1(α i) if i > 0

α0 if j = 0

.. /*c« i+n(/*uM>(α<) n α < + i ) n •) Π α. 2 ) (Ί α0 if i < 0.
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Then for £, m > 0, Π-wsm F-\a) 3 * if and only if fn^%x) e a, for 0 ^ i

^ m, and there exist yt e at with /*(βϊ<)(y<) = y i+1 for — ̂  ^ i < 0 and ;y0 = x.

PROPOSITION 1. (a) Πtez F"\a) consists of a single point of M for

each aeΣ.

(b) A map p: Σ -> M defined by p(a) = Π*ez ^"'(fl) (aeΣ) is con-

tinuous,

(c) If there exists an integer i ^ 0 such that at ψ bt for a = (a^, b =

(bdeΣ, then p(a) Φ p(b).

(d) If No = Nl9 then poσ = fNo°p, where σ: Σ ->Σ is the shift map

defined by σ(a) = (b), bt = aί+1 for ie Z.

Proof. It follows from (3.1)-(3.3) that Π-wso-^(α) Φ Φ for any ae

Σ and positive integer ί (cf. Kurata [2], 50-51). Let m be any positive

integer. For a = (aί)eΣ, we define b = (6J by bt = aί+m9 ieZ. Then,

if x is a point of n-( ί + Λ )^oί ! - < ( i )(/ i ( β t O ) W- 1 ° ^ / ^ " - " K - i ) " 1 ^ ) c

Π-^ί^m F~\ά). This implies that Π-^i^m F'^a) Φ φ for any positive inte-

gers ί and m. Since Cλ-tziύmF'Xa) is compact, Πϊez F'Xa) Φ Φ for each

In order to prove (a), we shall prove the following assertion (*) by

induction.

(*) Let x be a point of C]iez F~*(α). Then, the following formula holds

for any integer ί I> 0.

Π F-\ά) C Es(πs(x); 2r(*)0 X £M0rM(x

where ίJσ(y; r') denotes the σ-dimensional disk in Ea(r^) with the center y

and the radius r7 (σ = s, w).

If ^ = 0, (*) follows from the fact A, C Es(r) X #α(r) (i = 0, 1). Now,

assume that (*) holds for some £ >̂ 0.

For α = (at) e J , let Λ = (bt) (resp. c = (ct)) be an element of Σ given

by bt = aί+ί (resp. Cj = α^O, i e Z . Then,

(21) fΊι* w + i ^"'(β) C (/|αo)-fc(α'O)(nκ,^ F-'W) n Γ ( α ' - 1 } (nm^ ^-'(c)).

Let xeΠiezF-'ia), y e Γ)iez F'%b\ weDiezF^c) be such that fk^-»(w)

= x, /fc(«'0)(x) = y.

Define j = 0 if c0 = Ao and 7 = 1 if c0 = Aλ. Then, there is a point

wf e Es(r) such that φj(u/ X BJ)BW since zi; 6 c0. For / 6 φj(u/ x By) Π

^ ( E (r) X tf)f put C ( y ) = {2; d(πs(z), πs(y')) <ε,ze φό{E\r) X t% and for / ' e

f*<*>-»φAE (r)χr), t"eB], put C^/0 = {z; d(z,y)<Φ, zef*«>-»φ,(E (r)
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X t")}, where ε = 2r(lβ)e. Note that π'φs(xf X B}) = xf and πs(/) = π*(w)

= H/. Then, by using the inductive hypothesis, we have the following.

(22) Π m « FΛc) C £•(*•(">); e) X £"(*•(">); e) c (*»!<%)-•(£'(*'(«>); β))

By (3.9), the following inequality holds.

for z, / 6 &(£'(r) X 0 .

Since /*< -%(JS (r) X ί ) c £ s(r) x ί' by (3.5), it follows that

Therefore, /*( -"(C(y0) c C'C/*'---1^)). This and (22) imply the following.

(23) /« -1'(Π,«,« ί -'W) c u{C'(yθ;y" e/*ι -"(^(ιo' x By))}.
Define & = 0 if c0 = Ao and /ι = 1 if α0 = At. Let z' e JB^ be a point

such that x e φh(Es(r) x z') <z α0. For Λ:' e φh(Es(r) x z7), put

= {z; d(ff (2), πψ^isO) < ε, zef^φh(t X Bft x' € φh(t X

and

B'(x') = {z; d(z, *0 < e/8, ze φh(t x B;), a/ € ̂ fc(ί x Bfl}.

Then, by using the inductive hypothesis, we have the following.

Π F~\b) Π /*(-0)(α0) C E5(π s(j);£) X E«(ff«(y);e) Π / ι < o

c ( π " ) - Έ V ( y ) ; ε ) Π fk{a^φh{E°(r) X Bj)

= u {W-'SVW ^nrMxΰ;)}.

Note that (w")-'(ff"(y)) Π /t<α><"(α0) = fkia^φh(Es(r) X z') and πψ^Xx1) = πu(y).

Then, we have

Π ^-'(4) Π / t (-β )(αβ) c U (B(f); xf e ^ft(B (r) X 2')} .
lilSί

By (3.8) and the definition of B'(x') we have the following.

(24) (Γ ( <"O ) |αo)-1(Πι i |S ί F-*(b)) C U {B'^O; x' 6 φh{E'{r) x z')}
Combining (21), (23) and (24), we have

(25) Π | i l ί w F-\a) c {(UB'(x>); x' e φh(E\r) x z')})

n (uίc^yo y'e/*'--1^!!/ x B»}).
By definition and (3.5), if y" e fk(a -»φh(w' X Bt), d(z',y") = d(π°(z'),

Λy")) < e/8 for z' 6 C'(yΌ and πκ(z') = πM(y). Similarly, by (3.4) and de-

finition, if x' e φh(Es(r) X z'), d(z, xf) = rf(πκ(z), ?c-<jcθ> < e/8 for 7/ € C^
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and π°(z) = π'(xf). These facts and (3.6), (3.7) imply that

(26) B'{xf) Π C'(y") C Es(πs(x); ε/2) X E%π%x); ε/2) for any x' e φh{E%r)

X z') and y"efkia'-l)φΛ(w' x 5£).

Therefore, (25) and (26) imply that

Π F-\a) C E'ίπ'(x); ±) X £«(*•<*); -l

Thus (*) holds for ί + 1, and this proves (*) for any t J> 0.

It is clear that (*) implies (a).

Now, we reformulate (*) as follows.

(*y -£L, F'<(β) c £ s ( 7 Γ ^ ( α ) ; 2 r ( i ) ) x ^ ( ^ ^ 2 r ( y ) l '
where p(a) = Π F'\a)9 aeΣ, and ^ ^ 0 .

ίez

From this formula and the definition of the metric on Σ, continuity of

p: Σ -• M is easily proved.

By the definition of p, it is clear that /n(βM)(p(α)) e α* for any i ΐ> 0.

Let α = (αj, ί = (6̂ ) be elements of Σ such that α* ^ 6̂  for some i >̂ 0.

Then, it is clear that fn(a^(p(a)) Φ fn{h^(p(b)) since Λ f l Λ = f Thus,p(a)

Φp(b).
Finally, if NQ = Nu then it is clear from the definition that poσ =

fNooo. This completes the proof.

§ 4. Proof of the Main Theorem

In this section, we give a proof of the main theorem.

Let N = 2iVj. Let p be an integer greater than N. Put No = p — JVi.

Then iV0 ^ iVi and p = No + Nt. We apply Proposition 1 in this case.

Define a = (αj 6 I7 by a2ί = Ao and α2ί+1 = Aλ for i e Z. Put x = p(α)

= Π F^ia). Then, fniaΛ)(x) e α* for ι ^ 0, and there are s, e a3 such that

p«*j)(x.) = x . + 1 for 7 < 0 and x0 = ^. Put y = /^(x) = fNo+Nl(x) = fnCa>2)(x).

Then, fnlati)(y) =f«w+»<*>»(x) =fn^ί+2\χ). Hence /n ( β ) t )(y) e α i + 2 = α, for i ^

0. Put Λ = Λ(β>1)(*i) for J < 0. Then, y, e α j + 2 = α, and Γ ( α '^(^) = fnM(xj+1)

= y/+1 for < 0 and y0 = y- Therefore, y e C\iez F'^a) = p(a) Thus, y =

p(a) — x. This proves fp(x) = x.

Next, we shall prove that p is the minimal period of x.

By definition, x e Ao, fNo(x) e Aj, and Ao Π Ax = φ. Since z0 e Ao is a

fixed point of /, x Φ z0.
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Since No ^> iVΊ and p = iVi + iV0, iV0 ^ p/2. By the similar argument

as in the proof of the main lemma, f\xf) e Es(rλ) X Eu(r,) for 0^i<.NQ if

x' € Ao. Let d be the minimal period of x.
If d <p, then d <* p/2 since d is a divisor of p. Therefore, d <̂  iV0.

This implies that f\x) e Es(r2) X Eu(r2) for 0 £ i ^ d and fd(x) = x. But
this is impossible by Hartman's theorem [1], since x Φ z0. (We replace r

for a smaller value if necessary to apply Hartman's theorem.) This com-

pletes the proof of (a) of the main theorem.

Next, we prove (b) of the main theorem. In this case, we take No =

iVi. Then, combining Proposition 1 and Lemma 1, we have the following

proposition.

PROPOSITION 2. Under the assumption of the main theorem, we have

the following properties.

(4.1) p: Σ > M is a continuous map, and p(a) Φ p(b) if at Φ bt for some

ί :> 0, where a = (a%), b = (6J e Σ .

(4.2) fN°op=poσ.

(4.3) A o n Λ = f

(4.4) There is an integer k (0 £ k <; No - 1) such that f^A,) Π /*(4>) = Φ

for 0£i^N0-l, and ft(Aί) Π f*(A1) = φ for 0 ^ i Φ k £ No - 1 .

Now, we can prove the conclusion (b) of the main theorem using Pro-

position 2. Our proof is similar to the one in Li and Yorke [3] and Marotto

[4].

For a = (αέ) 6 Σ, let R(a, ή) be the number of α/s which is equal to

Ao for 0 <I i ^ n. For each w e (0,1), choose an element aw = (αf) e Σ satis-

fying the following conditions.

( 1 ) If < = A , then i = k2 for some keZ .

( 2 ) l i π w R(aw, n2)/n = w.

Put A = Γ°, and put So = {h\p(aw))\ w e (0,1), A ^ 0}. Then, A(S0) c

So by definition. Also, by (4.2), So = p{σ*(aw); w e (0,1), k ^ 0} 3 pjα^; M; 6

(0,1)}. By (1), (2), and (4.1), it is clear that p{aw; w e (0,1)} is uncountable.

Hence So is an uncountable subset of M.

Suppose that x = hn(p(aw)) = p(σn(aw)) e So be a periodic point of A.

Since A'(x) = he+n(p(aw)) = p(σe+n(aw)), h\x) e af+n for any i ^ 0 by the defi-

nition of p and σ. Therefore, by (4.3) af must be periodic in i for suf-
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ficiently large L But this is impossible by (1) and (2). Thus So does not

contain any periodic point of h.

Suppose that x = hn(p(aw)), y = hm(p(aw')) e So, and xΦy. Then, h\x)

6 άf+n and h^y) e αf+m. By (1) and (2), there exists an infinite number of

i's such that oζ+i Φ aξ[+i. Since Ao Π Ax = φ, and Ao and Ax are compact,

the distance L of Ao and Ax is positive. Therefore, there are infinite num-

ber of i's such that d{hl{x), hl(y)) ^ L > 0.

Thus, we have the following

( 3) lim sup,..*, d{h\x\ hl(y)) ^ L > 0 for x, y e So (x Φ y).

By a similar argument as above, we can prove that the above (3) holds

for any xe So and any periodic point y e p(Σ) of h.

Let y be a periodic point of h in M — p(Σ). Then, the positive orbit

orbί (y) — {^(y); i ^ 0} of y under h is a finite set disjoint from the com-

pact set p(Σ) which contains So. Therefore, the following (4) holds.

( 4 ) limsup^oo dih^x), h%y)) > 0 for xe So and a periodic point y of h.

Put S = {fk(x); xeS0,k^O\. Then, S 3 So and f(S) c S by definition.

Therefore, S is an uncountable set.

If y e S is a periodic point of /, then there is an integer i >̂ 0 such

that f\y) 6 So and p(y) is a periodic point of h = /^°. But So does not

contain any periodic points of h as stated before. Therefore, S does not

contain any periodic points of /.

Let ^ = {A0,/(Λ), ...,Γ- 1(A 0),A 1,/(A 1), •• ,Γ°-1(A1)}^ be the two-

sided shift on 2JV0 symbols, and let Σx be a subshift of finite type with the

following transition matrix.

NQ

(
No

oi

Nn

0 1 .

Then, by definition an element of 2\ is a bisequence of symbols con-

sisting of the blocks of symbols of the forms Ao, /(Ao), , fNo~1(Ao) and Au

Define a map px: Σ1 -> M by the following manner. For a = (at) e Σlt
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Pi(α) is a point x e M satisfying the following two conditions.

( 5) f*(x) e a, for i ^ 0,

( 6) For each i < 0, there is a point yt e at such that fiy^i) = yt and

yQ = x.

By Proposition 1 (a), there is a unique point xe M satisfying (5) and

(6). Similarly to Proposition 1, we have the following proposition.

PROPOSITION 3. (a) px: Σx-> M is a continuous map.

(b) If there exists an integer i I> No such that at Φ βt for a = (at), β

= (βt)eΣu then Pί(a) Φ Pί(β).

(c) A°^i = f°Pu where σx: Σx —> Σx is the shift map of Σx.

(d) For each a — (a{) e Σ, define t(ά) — (a) be an element of Σx such

that aNoi+j = fJ(ai) for 0 ^ j ^ No — 1, and i e Z. Then, t: Σ —> Σt is con-

tinuous, pxot=p, and σf°o t = toσ.

Now, we come back to the proof of the theorem. By Proposition 2,

Proposition 3, and the definition of S, S = {pλ o a\ o t(aw); w e (0,1), k ^ 0}.

By a similar argument using the properties (4.2) and (5), we can prove the

conclusions (iii) and (iv) of (b) of the main theorem.

Finally, let x = poσn(aw),y = poσm(aw') e So. Suppose that m^n. Then,

m + i and n + i cannot be squares of some integers for i = k2 — n + s,

1 <* s <L 2k — (m — ή). By the condition (1), we have a™+i = α™'+ί for £ =

k2 = n + s, 1 <^ s <^ 2k — (m — ή). If we tend A to infinity, we have the

following.

l iminf d(σn+ί(aw)>σ
m+1(aw/)) = 0 .

Since p: Σ —• M is uniformly continuous,

liminf d(poσi(au),p<>σ'ia"')) = liminf d(/i^), Λ'(y)) = 0 .
ΐ-*oo ΐ-oo

Since h = / °̂,

liminf difKxlfKy)) ^ liminf d(Λ«(x), Λ'(y)).

Thus

lim inf d(f (Λ), f^y)) = 0 for x, y 6 So .

This completes the proof.

Remark 6. If we replace the condition (1) by the following condition

(I)7 if α™ = Au then i = k2 some ke Z, and if we construct the set S
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similarly, then we can prove the same conclusion (b). Furthermore, (v)
holds for x, yeS.
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