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Abstract 

Introduction: There are two main schools of thought about statistical inference: frequentist and 

Bayesian. The frequentist approach relies solely on available data for predictions, while the Bayesian 

approach incorporates both data and prior knowledge about the event of interest. Bayesian methods 

were developed hundreds of years ago; however, they were rarely used due to computational 

challenges and conflicts between the two schools of thought. Recent advances in computational 

capabilities and a shift toward leveraging prior knowledge for inferences have led to increased use of 

Bayesian methods.  

Methods: Many biostatisticians with expertise in frequentist approaches lack the skills to apply 

Bayesian techniques. To address this gap, four faculty experts in Bayesian modeling at the University 

of Michigan (U-M) developed a practical, customized workshop series. The training, tailored to 

accommodate the schedules of full-time staff, focused on immersive, project-based learning rather than 

traditional lecture-based methods. Surveys were conducted to assess the impact of the program. 

Results: All 20 participants completed the program and when surveyed reported an increased 

understanding of Bayesian theory and greater confidence in using these techniques. Capstone projects 

demonstrated participants’ ability to apply Bayesian methodology. The workshop not only enhanced 

the participants' skills but also positioned them to readily apply Bayesian techniques in their work. 

Conclusions: Accommodating the schedules of full-time biostatistical staff enabled full participation. 

The immersive project-based learning approach resulted in building skills and increasing confidence 

among staff statisticians who were unfamiliar with Bayesian methods and their practical applications. 

Key words: Applied Biostatistical Sciences network, Translational Research, Translational Science, 

Michigan Institute for Clinical and Health Research (MICHR), Bayesian Methods, Course Evaluation, 

Customized Training, Clinical and Translational Science Award (CTSA), Workforce Development, R 

programming.  
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Introduction 

There are two opposing schools of statistical inference - frequentist and Bayesian – that differ in how 

probability of an event is used 
[1]

. In the frequentist approach, statisticians use only the data on hand to 

make predictions. In the Bayesian approach, statisticians use data as well as prior knowledge about the 

event of interest to make inferences and draw conclusions. While these differences may seem minor, in 

practice they are vastly different statistical approaches for analyzing data 
[2]

. Relying solely on p-

values derived in the frequentist framework for interpreting data and treating them as binary indicators 

of significance has come under scrutiny in recent years due to their limitations and potential for 

misinterpretation 
[3-6]

. Additionally, with a rise in interest in prediction, Bayesian methods offer 

advantages both in modeling and analyses of biomedical data. Examples include incorporation of prior 

or expert knowledge in biostatistical analyses, probabilistic interpretation of results which is directly 

relevant to clinical decision-making, development of complex models including hierarchical models to 

account for various levels of data and variability, exact analyses of small sample data (e.g. for rate 

disease studies), and finally accommodating the sequential nature of data sampling and analyses (e.g. 

adaptive clinical trials) 
[7,8]

. Thus, Bayesian methods can provide researchers and statisticians with 

enhanced tools for making informed decisions and predictions. 

Statisticians will increasingly need knowledge and expertise in both statistical approaches, which they 

may use independently, or by selecting elements of each, for a variety of clinical and translational 

study designs and analyses. With clinical trials becoming more complex in design and an increased 

interest in analyzing big data, statisticians who have expertise in both frequentist and Bayesian 

frameworks will be well positioned to support such research and to select optimal statistical 

approaches 
[9]

.  

Many biostatisticians, epidemiologists, and quantitative researchers are only experts in frequentist 

approaches, because Bayesian coursework was not available during their schooling, and practical 

training and mentorship opportunities in Bayesian methodology are severely lacking. This lack of 

training in Bayesian methods could partially be due to the conflict between the two methods in the 

statistical community in the 80’s, but Bayesian methods have gained more acceptance in recent times 

[10]
.  
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As previously published, the Michigan Institute for Clinical and Health Research (MICHR), 

recognized that biostatistical collaborators at large diverse academic health centers like U-M, are 

necessarily scattered across academic departments as well as the physical campus 
[11]

. This model can 

isolate applied statisticians, analysts, and many epidemiologists from each other, which may 

complicate career development and job satisfaction, and inhibit access to optimal biostatistical support 

for researchers 
[12,13]

. In the era of modern, complex translational research, it is imperative to elevate 

biostatistical expertise by offering innovative and accessible training 
[14,15]

. 

 

Funding for the establishment of the Applied Biostatistical Sciences (ABS) network at U-M was 

provided by MICHR in 2018. By 2022 the ABS network grew to include over 300 faculty and staff 

biostatisticians. A survey conducted of this network revealed that many participants had a strong 

interest in receiving training in Bayesian methods. Other popular topics of interest included: mixed 

modeling and sample size, power calculations. The partnership formed between MICHR and statistical 

collaborators was uniquely positioned to develop, offer, and evaluate this training by working to 

elevate the expertise of U-M biostatisticians to support evolving research priorities and study designs 

that are increasingly complex and big data-focused 
[12]

. We engaged U-M biostatistics faculty with 

Bayesian modeling expertise and teaching experience to participate in the design and implementation 

of a training course focused on Bayesian analysis methods. To increase the number of U-M 

biostatisticians who are able to apply Bayesian modeling, it was determined that customized in-person 

training coupled with application to real-time projects, mentorship and personalized feedback 

opportunities should be developed. Leveraging face-to-face interactions, the in-person format 

facilitated enhanced networking and peer-mentorship among participants. Furthermore, it fostered 

relationship building with instructors. The workshop was offered pre-COVID, a time when online 

learning was not widely utilized. Also, since U-M is an integrated campus, it was logistically feasible 

to offer a completely in-person workshop.  

 

The hands-on training was innovative in its approach, tailored to accommodate the busy schedules of 

full-time biostatistics staff members at U-M, while also fostering mentoring and networking 

opportunities . Unlike traditional trainings that are commonly lecture based, the training was designed 

to provide an immersive experience where statisticians tackled a defined project of their choosing 

throughout the course of the training. In this manner, participants gained a deep understanding of the 
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theory and were poised to readily apply the methodology they learned in practice. Following training, 

we utilized a peer mentorship model to provide participants channels to ask each other questions and 

share their knowledge of best practices as they applied Bayesian methods to existing and new projects. 

The faculty instructors also served as consultants for participants for 6 months to support their 

knowledge transfer and the implementation of these new skills.  

 

Background 

In 2018, MICHR established the ABS network for a campus-wide community of staff and faculty 

statisticians, epidemiologists, data scientists, data analysts and researchers, with the intention of 

supporting both researchers and biostatisticians, while promoting high quality clinical and translational 

science and research 
[11]

. In addition to providing networking opportunities, quarterly technical and 

collaborative skills trainings were developed and disseminated through the network to elevate the 

statistical expertise and knowledge among statisticians and researchers. In response to members’ 

interest, the ABS network leadership team partnered with biostatistical faculty with the objective to 

provide a workshop series to introduce statisticians to Bayesian principles and analytical tools which 

could be applied to solve research problems. The ABS network provided an optimal home to deliver 

the Bayesian training as it aligned with its mission of elevating statistical expertise and creating strong 

connections and partnerships across its member base.  

 

Four professors from the U-M Department of Biostatistics with expertise in applying Bayesian 

methods in their collaborative work and experience in teaching were contacted for their interest in 

designing and implementing this workshop series. All agreed to participate. Three subsequent planning 

meetings were held to discuss the objectives for the series: length, number and duration of the sessions, 

topics to be covered, the materials to be used, pre-course assignments, and the course homework and 

final project. Since most ABS network statisticians use SAS for programming and Bayesian methods 

are more commonly done using R programming, the decision was made to provide an introduction to 

R at the start of the workshop. 

 

This series of lectures and labs was intended for biostatisticians with little to no prior experience with 

Bayesian analyses. To ensure that the training would provide maximum benefit to the students, it was 

deemed necessary to have all students at a similar technical level. Prerequisites were instituted for the 
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course that included having a master’s or doctoral degree in biostatistics, statistics, or related fields, 

and prior analysis experience with frequentist approaches. Students were also required to have their 

own equipment and a laptop with R Software. We also required written approval from the participant’s 

direct supervisor or manager before registering for the course. The number of attendees was limited to 

25 in order for instructors to provide in-depth instruction and more personalized mentorship. The 

length of the training was structured to ensure the syllabus for the course could be completed. See 

Table 1 for the course schedule from August 2019 to September 2020.  

 

Table 1. Bayesian Course Schedule  

Syllabus 

Month 

Aug Sep Oct Nov Dec Jan Feb 

 Mar  

- Sep 

Pre-course reading assigned  x               

Introduction to R, R Lab  x               

Introduce prior and posterior 

distributions, Review conditional 

probability distribution    x             

Single parameter and multiple 

parameter models    x             

Gibbs sampler, MCMC*, diagnostics, 

and divergence      x           

JAGS and R (relevant to Bayesian 

methods)      x           

Multiple linear regression        x         

Multiple logistic regression        x         

Random effects (mixed models)          x       

Clinic for help/support            x     

Capstone presentations              x   

Consultation with instructors                x 

*Markov Chain Monte Carlo 
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Each session was planned for mid-week (on Wednesdays), every other week, for two hours in the late 

afternoon (3:30 – 5:30 pm). Most sessions included a one-hour lecture followed by a one-hour hands-

on lab where students practiced the concepts and had available time to ask questions. Sessions were 

held in person once a month in August and December and twice a month in September, October, and 

November. A contract was signed with a local commercial video production company to record the 

lecture portions of the workshop series. Videos were available on-line to students within 24 hours of 

completion of the individual course sessions so students could review the course material whenever 

needed.  

 

All training participants were required to complete a capstone project which could be done individually 

or as a team. To fulfill this requirement, students would have to complete a project analyzing research 

data using both frequentist and Bayesian approaches and provide a comparison of the results. The 

instructors would advise the students to select a dataset from one of their projects that had already been 

analyzed using frequentist methods (and thus knew well) for the capstone project. Course instructors 

were available to help students identify a statistical problem and work with the student to develop a 

plan for data analysis during two help clinics. The analysis could be completed using the student's 

preferred software (e.g., R, SAS). Students gave a 10-minute presentation of their project on the last 

day of the course. The presentation included background, objectives, methods (frequentist and 

Bayesian) and a results section. A PowerPoint template (4-6 slides total) was provided so that each 

student presentation would follow the same format. Because this was a pilot workshop, it was hard to 

estimate how much time would be needed to complete the project; however, the month of January was 

allotted as working time. It was expected that students would spend 2-4 hours/week on the analysis and 

presentation. Clinics for help and support for the capstone projects were held in January with the 

capstone presentations scheduled for February. 

 

Statistical Inference by Casella and Berger was chosen as the reference book for the training. The book 

was provided electronically to attendees at no cost after registration, along with the solutions manual. 

As pre-course assignments, the students were sent an email with the specific chapters and sections of 

the book that the instructors deemed essential. The instructors routinely used R for the workshop. 

The learning outcomes and core competencies of the workshop included: 

 Understanding basic theory for Bayesian statistics 
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 Use of sound Bayesian approaches for data analysis 

 Interpreting the Bayesian data analysis results to address the relevant scientific questions 

 Implementing Bayesian computational algorithms using R or SAS 

 Performing model checking and model diagnostics 

 Understanding differences between frequentist and Bayesian approaches 

 

Because this course was more intensive than other ABS network training opportunities and there were 

a limited number of student openings for the course, there was concern that students might sign up but 

later drop out. To incentivize completion, there was an initial course fee of $500 which would be 

waived upon successful completion of the course. Also, an attendance policy was instituted where 

students were allowed to miss only one of the eight mandatory lecture/lab sessions offered September 

through December. The R Workshop in August (2019) was optional provided that the student was 

proficient in R programming. The January (2020) help clinics were also optional. It was recommended 

for students to attend both February (2020) sessions.  

 

Methods 

Survey methods were used to inform the development and evaluate the quality and impact of this novel 

training in Bayesian approaches. A survey of all current ABS network members was conducted in 

2018 to assess their interest in receiving different kinds of biostatistical and professional development 

support. After the course was designed, it was promoted and prospective students were invited to 

register. Participant surveys were administered before the start of the training, following each training 

in the series, and one year following the conclusion of the course. Eleven surveys were administered in 

total during the workshop series: one pre-workshop (in 2019, before the workshops started), seven post 

session (after each mandatory class), one post-series (in 2020, after the series ended), and one-year 

post-series (in 2021). Following best practice, regular reports of the results of these surveys and 

participant metrics were reviewed by faculty and staff leading the implementation of the training for 

the purpose of formative evaluation 
[16]

. 

 

The evaluation of the short-, intermediate-, and long-term outcomes of the program involved 

assessments of the participants’ training experience, learning, use of Bayesian methods in their 

capstone project, and their application of Bayesian approaches in their subsequent scientific work 
[17]

. 
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Participants’ consistent participation throughout the duration of the course, and their successful 

completion of the capstone project and presentation were also key performance metrics that were 

tracked during the program. Logic models were used by MICHR faculty and staff to distinguish the 

outcomes of this novel Bayesian training program from those of the ABS network considered overall 

[18]
. Qualtrics 

[19]
 was used for conducting all survey instruments. 

 

Results 

Twenty-two ABS network members registered for the workshop series. One student dropped the 

course halfway through the sessions due to personal issues and one did not show up for any of the 

training sessions. The capstone projects could be done individually or as a team. Nine participants had 

individual capstone projects and 11 formed into 4 groups. All successfully completed their capstone 

projects and delivered their presentations in-person over a three-hour period. Copies of the 

presentations were distributed and assigned among the instructors for summative reviews. Emails were 

then sent to each student with a full review of their project. The pre-program surveys were sent to all 

21 registered participants who began the program, of which 16 responded (76% response rate). The 

post-program survey was sent to the 20 participants who remained in the program, of which 16 

responded (80% response rate). The response rates for the 7 topic sessions ranged from 50% to 83% 

and the attendance rates ranged from 80% to 100%, as shown in Table 2. 

 

Table 2: Topic Session attendance and survey response rates 

Topic/Session Number & Title Registered Attended 
Surveys 

Completed 

Survey Response 

Rate as % of 

Attendees 

Introduction to R, R lab 18 18 14 78% 

Session 1: Prior, Posterior Distribution,  

Conditional Probability  
21 21 17 81% 

Session 2: Single & Multiple 

Parameters Models 
21 21 16 76% 

Session 3: Gibbs Sampler, MCMC*,  

Diagnostics, Divergence 
21 20 10 50% 
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Session 4: JAGS and R  

(relevant to Bayesian Methods) 
20 17 10 59% 

Session 5: Multiple Linear Regression 20 16 10 63% 

Session 6: Multiple Logistic 

Regression 
20 18 15 83% 

Session 7: Random Effects 20 18 15 83% 

*Markov Chain Monte Carlo 

The results of the post program survey suggested that participants’ training experience was quite 

positive. The location and timing of the topic training sessions worked well for a large majority of 

participants (82% and 88%, respectively). Responding participants indicated that they would 

recommend the Bayesian workshop to their colleagues. Analyses of respondents’ open-ended survey 

responses about their training experience indicated it was challenging but feasible to complete, 

enriched by group discussions, and complimented by their capstone projects.  

 

Participants’ learning was assessed both by comparing learning outcomes measured by the pre- and 

post-program surveys but also periodically throughout the program by the topic-session surveys. 

Comparisons of the learning outcomes assessed in the pre- and post-program surveys indicate 

participants gained confidence in their use of Bayesian approaches across all outcomes, particularly in 

their data analysis and model checking and diagnostics, as showing in Figure 1. The assessments of 

participant learning outcomes measured by the topic sessions’ surveys demonstrate that participants’ 

confidence fluctuated in magnitude over the duration of the training period, increased at different rates, 

and reflected different patterns of change over time. As shown in Figure 2, change in each of the six 

learning outcomes measured over the duration of the training differ. These differences reflect how the 

participants discriminated between the course content covered throughout the training. For example, 

participants’ confidence in their understanding of model checking and diagnostics was the lowest of all 

those asked at the start of the course but increased substantially in the second half of the course. In 

contrast, participants’ confidence in their understanding of basic Bayesian theory was the highest of all 

those assessed at the start of the course and subsequently declined in the first half of the course before 

increasing in the second half. As discussed further in the Conclusion, these findings lend further 

support to other empirical research suggesting that clinical and translational researchers’ understanding 
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of research design and theory may not increase simultaneously during research training experiences 

[20]
.  

 

Figure 1: Participants growth in knowledge of and ability in Bayesian methods 

Confidence Questions, Average Responses (0 = No Confidence; 10 = Total Confidence) 

How confident are you that you can perform the following tasks today? 
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Figure 2: Participants growth in confidence in Bayesian approaches in the training 
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 The results of the post-program survey also suggest that the participants were successfully able to use 

Bayesian methods in their capstone project, and that many were able to apply Bayesian approaches in 

their subsequent scientific work. All responding participants reported that their capstone projects had 

helped them understand and apply Bayesian methods. One year after the workshop series ended, 69% 

of respondents considered applying Bayesian methods for a study or analysis and 68% reported that 

they discussed the use of Bayesian methods for a study or analysis with their Principal Investigator (PI) 

or a colleague. Of those that reported having such a discussion with their PI, several intended to use 

Bayesian approaches in future studies, two reported their intent to use the Bayesian analysis conducted 

for the capstone project in a manuscript submission, and one published a manuscript using Bayesian 

method.  

 

Conclusion 

These survey results and participation metrics uncovered aspects of the training programs that required 

improvement during the implementation of the program. For example, the results of the topic-session 

surveys indicated several participants were struggling to learn R programming since they were 

primarily SAS users. This was brought to the instructor's attention, and they agreed that SAS had 

introduced some very good Bayesian procedures that easily fit a lot of the models that were being 

covered in the course and would be added where possible. Similarly, in response to the participants 

requesting more time with the instructor for a Group Office Hour/Q&A Session, the instructors added 

an extra training session. Some respondents also noted that more time was needed to complete readings 

and assignments, or that the course material was too advanced or basic for this skill level.  

 

The objective for this training program in Bayesian approaches was to provide a novel opportunity for 

U-M biostatisticians to learn Bayesian modeling. The evaluation results demonstrate that the design 

and implementation of the training provided participants with a better understanding of Bayesian 

approaches and skill in the application of Bayesian methods to clinical and translational research 

studies. These evaluations also revealed opportunities to improve the quality of this training offering, 

through the proactive use of multiple statistical software packages and dedicated time to both prepare 

for and hold training sessions. 
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The results of this evaluation demonstrate the effectiveness of this novel Bayesian methods training but 

must be interpreted in the context of the limitations of this study. The surveys used in the evaluation 

were administered anonymously to protect the anonymity of the respondents who were being asked to 

systematically report on their abilities and the quality of the instruction they received from local 

experts in Bayesian methods. In addition, although the administration of anonymous surveys facilitated 

high survey response rates, those participants who did not attend each training session could not fill out 

surveys for the missed sessions. Finally, this evaluation could not control for mitigating factors known 

to effect clinical and translational researchers’ self-efficacy in their research skills, such as 

demographic, professional, organizational variables 
[21]

, without potentially compromising the 

anonymity of the participant data being reviewed by the authors.  

Many factors were likely facilitators of the effectiveness of this training program. Perhaps the greatest 

factor contributing to the success of the program was the ability to identify Bayesian experts within U-

M who would teach and be available for the series and for post-workshop mentoring. The following 

criteria were used in selecting the appropriate instructors: had taught previous Bayesian courses, were 

active users of the Bayesian methods in clinical and translational research and had developed Bayesian 

methods for statistical literature. The presence and service of these experts likely helped to ensure that 

the participating statisticians felt increasingly confident and continued to consider Bayesian models for 

their scientific studies. However, the results of this evaluation also suggest that participants’ 

confidence in their understanding of different topics related to Bayesian methods did not develop 

consistency or equally over the course of the training. These findings conform to those of other 

empirical research showing clinical and translational researchers’ understanding of research design and 

theory do not increase simultaneously during research training experiences 
[20,22]

. But these results do 

support the general notion that the particular subjects being studied can affect the ways learners shape 

their understanding of new topics over time 
[23]

.  

 

The administrative and financial support provided by MICHR also contributed to the opportunity to 

obtain leadership approval and buy-in from departments and academic units across U-M. Costs 

included modest compensation to the instructors and staff effort. This support was also instrumental to 

the efficient management of the logistics for the workshop series including planning for the training 

timing, locations, equipment, supplies, and communications. Clear and consistent communication 

about the course workload, goals and expectations also helped the participating statisticians benefit 
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from and complete the training. Finally, the development of an evaluation plan at the beginning of the 

course design and implementation process ensured that comprehensive and concise participant surveys 

could be developed and conducted. This evaluation approach helped the instructors, authors, and 

project team more quickly determine what aspects of the training were working effectively for the 

participants and which were not.  

 

The design and implementation process used for this novel training in Bayesian approaches can be 

easily replicated by other clinical and translational research centers within and outside of the CTSA 

Consortium. This process may be applicable to a wide variety of immersive training targeted for full-

time professionals and adult learners in the extramural research workforce. Bayesian training could be 

potentially extended to a broader non-technical clinical /translational investigator audience by focusing 

on the concepts and their application to specific case studies of interest. We expect that this approach 

could prove beneficial for clinical / translational investigators, especially those with some quantitative 

background, as they would collaborate with biostatisticians to perform these analyses. Understanding 

the advantages and disadvantages of using Bayesian methods framework in comparison to the 

frequentist approaches would facilitate the collaborative effort between statisticians and the 

investigators. As an example, understanding the differences in interpretation from the classical 

frequentist hypothesis testing framework with p-values and confidence intervals vs. credible intervals 

and posterior distributions of estimates from Bayesian approaches would be critical for a broader 

audience. Finally, using a workshop format is better suited for a diverse audience of biostatisticians 

and clinical investigators. Targeting both biostatisticians and clinical investigators would result in 

better implementation of Bayesian methods, specifically when eliciting and incorporating relevant 

prior distributions in the analysis. Future research should evaluate the effects of training in Bayesian 

methods using larger groups of biostatisticians and include principal investigators and other clinical 

research professionals for the purposes of comparison. Participants’ training experience and scientific 

productivity should be tracked to evaluate the long-term impact of this training.  

 

Although we reached the targeted participants limit, there are several factors potentially affecting the 

staff attendance at the workshop series. These include the duration of the workshop, the time 

commitment and the $500 course fee imposed on participants who miss multiple classes or fail to 

complete the Capstone project. Some practical considerations to ensure successful implementation of 
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such training include offering training during work hours, shortening the duration of the workshop 

series or offering more flexible scheduling options, requiring manager’s support and approval, periodic 

surveying of students, adaptability to make timely modifications to the training to meet the needs of 

the students, and ensuring adequate mentoring is part of the training. 

Furthermore, with the post-COVID shift to holding sessions and meetings virtually, offering virtual or 

hybrid sessions (lectures virtually and labs in-person) could be assessed for the impact on the 

enrollment rate. Online didactic lectures from the workshop series would be relatively easy to 

accomplish and could extend beyond U-M to accommodate the current hybrid work culture. However, 

there could be several challenges associated with conducting the lab sessions online; technical issues; 

lack of immediate feedback; limited interaction and collaboration and difficulty in demonstrating the 

more complex concepts. Another teaching modality is having flipped courses, i.e. participants watch 

the lectures beforehand and in-person/online sessions could be focused on problem solving or 

application of methods to data examples. Regardless of the format, the instructors believe that within 

the timeframe of this workshop series, there would be insufficient time to cover other aspects such as 

Bayesian approaches to study design, survival analyses, missing data, and hierarchical modeling. 

Future workshop series could be developed to cover these topics. Another consideration is to develop 

an introductory level Bayesian workshop tailored for the broader academic medical community to 

promote the adaptation of these methods through collaborative efforts between statisticians and clinical 

investigators.  

 

We believe that careful organizing and planning of all aspects of the training from design, scope, 

staffing resources, budget, timeline, evaluation process, and communications was essential to the 

program’s success. The U-M collaborative biostatistics faculty experts who were willing to help design 

and teach the series proved to be the single greatest factor in promoting the development of ABS 

network statisticians who devoted their time to learn how to use Bayesian approaches for their work. In 

fact, there is an interest in developing a second workshop series on the design of Bayesian clinical 

trials and studies to complement the Bayesian analysis focused topics from this workshop series.  
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