
ON THE INVERSION OF THE GAUSS 
TRANSFORMATION, II 

P. G. ROONEY 

1. Introduction. In an earlier paper (5) we studied the inversion theory 
of the Gauss transformation defined by 

(i.i) /(*) = g?U(*)) = J~Ï J^- i (-0,*(/)<a. 

Operational methods indicated that 

e x p ( - D2)f(x) = «(*) 

and we showed that in certain circumstances this equation was true if 
exp (— D2) f{x) was interpreted as the sum of the series 

(1.2) É {-lffn\x)/n\ 

However, another possible interpretation of exp (— D2) f(x) arises from 
the well known formula 

e x = lim 0-# W->oo 

and we shall show here that such an interpretation also leads to an inversion 
formula for the transformation. This is done in section two. 

Pollard (4) has developed an L2 theory for inversion by the series (1.2), 
and in § 3 we shall develop a similar theory for our inversion. 

2. Convergence theory. The two theorems below give sets of conditions 
for inversion. We first prove a preliminary lemma. 

LEMMA. If 

converges to the sum a, then 

IL an 
71=0 

n\ lim y. -, T7T dr ~ &. 

n-x» TTo (n - r) ! n 

Proof. Let Sn = ao + #i + . . . + aw. Then 
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y> nl _ Y^ n\r ~ 
h (n-'r)\ nr Œr " h in- r)\ nr+l b" 

Hence, if a0 = 1, an = 0, n > 0, we have Sn = 1, n = 0, 1, 2, . . . , and 

2^ 7 ~T7~_T+T = 1. Alsolim7 '-TT—J+T = 0, 

so that the result follows from (2, § 3.1, Theorem 2). 

THEOREM 1. 1/ 0(0 Ç L ( - <5, ô), ô > 0, | / |x exp [ - §(x0 - t)2] 0(0 G 

L(— oo, oo ) y ^ S0rae X > 3, and 0(0 is of bounded variation in a neighbourhood 
of t = Xo, then f{x)y as defined by (1.1), exists for all x, and 

( D2\n 

hml 1 - —J /(ac)|z=aro = %{<t>(x0+) + 0 ( x o - ) } . 

Proof. By (5, Theorem l ) / ( x ) exists for all x and (1.2) converges for x = x0 

t o i{0 (x o +) + </>(x0-)}. But then by the lemma, with a r = ( - 1)7 (2 r )(x0)/H, 

lîm ± TZT^rîW ( - 1 ) ^ - ^ = *{*(*o+) + * ( * o - ) } . 

But this last sum is 

-0-£)'*> 
Hence, 

r (^ D \ hm 11 — — J fix) = M*(*o+) + * ( * o - ) } . 

THEOREM 2. / / exp [ — | (x 0 — 02]<KO € £(— °°> °°)> </>W ^ °/ bounded 
variation in a neighbourhood of t = x0, and the series (1.2) converges for X XOy 
then fix) y as defined by (1.1), exists for all x, and 

l i m f l - — ) /(*) 
^ 0 0 \ » / 

^{0(x o+) + 0 ( x o - ) } . 

Proof. By (5, Theorem 2), the series (1.2) is summable for x = x0 in the 
Abel sense to | { 0 ( x o + ) + 0(xo —)}. But, since (1.2) converges for x = x0, 
and the Abel method is a regular method of summation, (1.2) converges for 
x — Xo to è{</>(xo+) + 0(xo —)}. Hence, by the lemma 

Ï 0 - T)"' (X) I _ = E° à ÔT4)H? (-1} r/
( 2 r )(x0) 

x=i0 K̂CO r=o (« - f)!« r r! 

= !!4>Oo+) + <K*o-)}. 
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3. L2 theory. 

THEOREM 3. If 4> € Li(— » , » ) , then f{x) as defined by (1.1) exists for all 
x. and 

l.i.m. ( l - ^)f(x) = *(*). 

Proof. The existence of /(#) is clear. Let $ be the Fourier transform of <f>. 
Then since the Fourier transform of (4T)~^ exp [— \{x — t)2] is 

(2x)~J exp(fyx — 3; ) 

we have, on applying the Parseval relation (6, Theorem 49 and 2.1.2), that 

Since for n = 0, 1, 2, . . . , 

\yne-ixy-y2$(y)\ = b r ^ > ( ^ ) | € L(- » , » ) , 

it follows from (3, Corollary 39.2), that we may differentiate this integral as 
often as we like under the integral sign and obtain 

and hence 

*«-0-^)-s(:)(-"'^ 
-9^r,(s(:)^)'-^*<"* 
•ëïpJlO+ï)"'"-""*^ 

Hence, if crw is the Fourier transform of Sn, 

^{y) = (\+y~fe-v%Hy). 

Hence, from (6, Theorem 50 and 2.1.3), 
/»oo /»oo 

I \Sn(x) - <t>{x)\2dx = J |<rn(y) - $(y)\2dy 
•J-œ «'-co 

Now the integrand in this last integral tends to zero a.e. a s w - > °°. Also 
a short calculation shows that 

(W"-0 
2 

< 1 , 
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and thus 

( ( i + yBe->* - i) \Hy)l2 < \Hy)\2 € £ i ( - » , « ) . 

Hence, by the theorem of dominated convergence, 

J»oo 
\Sn(x) — <t>(x)\2 dx = 0, 

^ - > 0 0 

that is, 

l.i.m. ( l - ~)nf(x) = 4>(x). 
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