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A NEW APPROXIMATION OPERATOR 
GENERALIZING MEYER-KÔNIG AND ZELLERS 

POWER SERIES 

BENNY LEVIKSON 

0. I n t r o d u c t i o n . In this paper we introduce a new approximation operator 
of the Arato-Renyi type and s tudy its properties. Special cases of our operator 
are the power-series, of W. Meyer-Kônig and K. Zeller (see [9]) and the 
generalized Berenstein power series introduced by A. Jakimovski and D. 
Leviatan in [5] and analyzed by them in [6]. 

We prove t ha t our approximation operator converges uniformly to the 
approximated function provided this function is continuous. Using Liapounov's 
central limit theorem we analyze the behavior of the operator near discon
t inui ty points. We use these theorems along with some other probablistic 
arguments to give new results for the generalized Berenstein power series. 

The motivation for using probablistic methods came from the interesting 
paper by M. Arato and A. Renyi [1]. Such methods simplify proofs, give insight to 
them, and thus enable a better understanding of the approximation mechanism. 

In the first section we summarize the main results, while their proofs along 
with some additional lemmas are given in Section 2. 

1. T h e m a i n re su l t s . Let Xn (n ^ 1) be nonnegative independent random 
variables with means mn and variances bn. We define the following approxima
tion operator 

(1.1) &(/,*) s £/(C„t)Q.,*(*) 
A;=0 

where 

/i 9N /(?n,o(s) = Pr \Xn > x} 
K ' j \QnAx) = Pr{Xn + . . . +Xn+k.1 S x < Xn + . . . +Xn+k}, k ^ 1 

n+k-l 

(1.3) Cn,t = L m„ k ^ 0. 
j=n 

The following conditions 

(1.4) mn > 0 (» è 1) 

(1.5) mn —» 0 (n-^co) 

(i.6) z : = i % = + o o 

(1.7) qn = bjmn ^ 0 (» -» oo ) 
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302 BENNY LEVIKSON 

are natural ones to impose in order to ensure that Qn(f, x) is an approximation 
operator. Indeed condition (1.5) guarantees that on the set 

{Xn + . . . + Xn+k-i ^ x < Xn + . . . + Xn+k} 

x will be ''close" to Xn + . . . + Xn+k. A condition of type (1.7) assures that 
Xn will be "close" to its mean mn and condition (1.6) is needed to ensure that 
E*U (?»,*(*) = i. 

Indeed we have: 

THEOREM 1. Let Xn (n ^ 1) be independent nonnegative random variables with 
means mn and variances bn. Suppose (1.4), (1.5), (1.6) and (1.7) are satisfied. 
Then 

(i) For every continuous function f on [0, oo], 

(1.8) lim Qn(f, x) = f(x) uniformly in [0, a], 0 < a < oo . 
ft->oo 

(ia) For every continuous function f on [0, oo] and any numbers (en>k) satis
fying Cn<k g en,k g Cn>k+i we have 

oo 

lim X) f(en,k)QnAx) = /(*) 

uniformly in [0, a], 0 < a < +oo. 
(ii) For every bounded function f on [0, oo] and for any continuity point 

Xo (0 fg Xo < oo ) of this function one has 

(1.8a) lim Qn(f, x0) = f\x0). 
n->oo 

The next theorem analyzes the behavior of Qn{f, x) at a discontinuity point 
of/. 

THEOREM 2. Let Xn (n *t 1) be as in Theorem 1. For 0 < x0 < oo and n large 
enough denote 

(1.10) r(n) = r(n, x0) = max {k: Cnyk ̂  x0j. 

Suppose (1.4), (1.5), (1.6) and (1.7) are satisfied, and for some 8 > 0 we have 

1/2^ ( n+r(n) ) 1/(2+5) / / n+r(n) \ : 

(l.ll) < E £|X,-m,|2+8f = o i E &J 
V j=n J \ \ j=n / 

(w —» oo ) 

f/ *+r(n> \ 1/2| 

(1.11a) Mn+rbi) = oUY, bj) } (n-*co). 

Then for any bounded function f on [0, oo ], 

(1.12) l /2( /+ + O Û lim inf & ( / , x0) ^ lim sup & ( / , *0) ^ 1/2(L+ + L"), 
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where L+, L~, /+, l~ are respectively, the right and left upper limits and the right 
and left lower limits off at x0. 

In particular, if x0 is a discontinuity point of the first kind we conclude that 

(1.13) lim Qn(f,x0) = l/2{/(*<>+) +/(*<>-)}. 
n->oo 

Let us now turn to a special interesting case of these operators, namely the 
generalized Berenstein power series. To get these operators take the random 
variables Xn (n ^ 1) to be exponentially distributed with means an~

l > 0 
(respectively), namely their densities are given by 

(1.14) gXn(t) = gn(t) = I 0 t < 0 (an > 0) 

In this case Qn(f, x), which is now denoted by Kn(f, x), takes the form 

(1.15) Kn(f,x)=itf(dntk) — gn,k(pc) 
k=0 Un+k 

where 

n+k—l 

(1.16) dn,k = X ai~1 

j=n 

and 

( n+k \ 

* g J (*) 

(* stands for the convolution operation). Since in this special case of exponen
tially distributed independent random variables Cn,k = dn<k and, by an argu
ment similar to that of [1, pp. 96-97], Qn,k(x) = an+k~l gn,k(x)- It is easily 
shown that 

( n+k \ 

j=n ' 

where [an,..., an+AJ denotes the divided difference of the function exp ( — tx) at 
the points t = ant.,., t = an+k. We have also (see [7, (4.5)], or by differentiating 
(1.17a)) 

(1.17b) d/dxgn<k(x) = an+k(gntk-i(x) - gn,k(x)). 

The generalized Berenstein power series Kn(f, x), n ^ 1, were introduced 
by A. Jakimovski and D. Leviatan in [5]. For an = n, n ^ 1, Kn(f, x) turns 
into a variant of the operator defined by W. Meyer-Kônig and K. Zeller in [9]. 

The following theorems describe the approximation properties of Kn(f, x) 
for continuous, discontinuous and continuously differentiable functions 
respectively. 
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To see how Theorem 1 is applied to Kn(f, x) note that conditions (1.4), 
(1.5), (1.6) take now, respectively, the forms 

(1.18) an > 0 (» è 1), 

(1.19) an~
l->0 (w->oo), 

(1.20) f) a'1 = +oo, 
TO=1 

and condition (1.7) is identical with (1.19). Thus Theorem 1 reduces to 

THEOREM 3. Assume an (n ^ 1) satisfy (1.18), (1.19) and (1.20). Then the 
conclusions of Theorem 1 apply to Kn(f, x). 

To see how Theorem 2 is applied to Kn(f, x), note that condition (1.11) 
takes now the form 

( n+k(n) ) 1/(2+0) / / n+k(n) \ 1/2) 

(1.21) { g « r ( 2 + 8 ) | - « { ( g a r * ) | 0 * - c o ) 

where 

(1.22) k(n) = k(n,x0) = max {j;dn<j = x0}. 

It is easily seen that (1.21) implies 

i / n+fc(w) \ 1/2| 

(1.21a) aw+fc(W)_1 = o iy Yl aJ~2) f (w->c») 

which is the analogue of (1.11a). Using a modified version of Lemma 2.1 in 
[2] it follows that (1.21) is equivalent to 

(1.23) I max a~2) / I X) a^f-^O (w->oo). 

Hence we get 

THEOREM 4. Suppose (1.18), (1.19), (1.20) and (1.23) are in force, then the 
conclusions of Theorem 2 are valid for Kn(f, x). 

It is easily seen (by comparing with the integral j ta) that the sequences 
an = na, a ^ 1, satisfy (1.23) as well as (1.18), (1.19) and (1.20). Thus (1.13) 
holds for our operator with these sequences and in particular it holds for the 
operator of W. Meyer-Kônig and K. Zeller. However one should realize that 
condition (1.23) is not always satisfied. On the other extreme end we can prove: 

THEOREM 5. Assume that an ( w ^ 1) is an increasing sequence satisfying 
(1.18), (1.19), (1.20) and 

(1.23a) ( max a , - 2 ) / ( ]T aj~
21 -> 1 (»->oo) . 
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Then for any bounded function f on [0, oo ] 

ft->oo 

^ e _ 1 L + + (1 - e_ 1)L" 

ci 9 ^ e ll+ + i1 - e x)1 = lim-£»(/> x«) ^ Hm .£„(/, xo) 

where l~, l+, L~, L+ are as in Theorem 2. 

In part icular if x0 is a discontinuity point of the first kind, 

(1.25) \im Kn(f, xo) = e~1f(xo+) + (1 - é T 1 ) / ^ - ) . 
n->oo 

T H E O R E M 6. Suppose (1.18), (1.19) and (1.20) are in force and f £ C^O, oo] 

(1.26) lim —Kn(f, x) = / ' ( x ) uniformly in [0, a], 0 < a < co . 

2. Proof of t h e o r e m s . The following lemma is basic for this paper. 

LEMMA 1. Let Xn (n ̂  1) be nonnegative independent random variables with 
means mn (n ̂  1) and variances bn (n ̂  1). If bn and mn satisfy (1.4), (1.5), 
(1.6), (1.7) then 

oo 

(2.1) Z (?».*(*) = 1 for 0 ^ x < oo. 
fc=0 

Proof. By the definition of QW)A;(X) we have 

E &.*(*) = Pr {Xn + . . . + Xn+l > x] 
£=0 

= Pr \Xn + . . . + Xn+i — CUii+i > x — Cnti+i\ 

^ Pr {\Xn + . . . + Xw+Z - Cn, i+i\ < Cn,i+i - oc} 

for sufficiently large /, 

> 1 — °n+ • • • + K+i = i _ Qin^n + • • • + gn+ ?Wn+ ? 

( w , i+i ~~ x) (x — Cn,i+\) 

by Chebishev's inequality, the independence of the X /s, and the definition of 
qn. Now by (1.7), qn ^ KY for each » M , hence 

^X — U W | j + l j \X — Ksn% i+i) 

I am indebted to D. Leviatan for pointing out t ha t Lemma 1 requires proof. 

Proof of Theorem 1. (i) Given e > 0 there exists 5(e) such tha t \f(xi) — / ( x 2 ) | 
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< e for |xi — Xi\ < 5, Xi, x-i G [0, c]. Thus we have (by Lemma 1) 

(2.2) Qn(f, x) - f(x) = E i (») + £ 2 (») + Z 3 (») 

where 

Z ; (») = E (/(C.*) -/(*))&.*(*) J = 1, 2, 3 

/1 = {k : |Cn,fc - x| < 5} 

Ii = {k : Cn,fc - x ê 5 ) 

J3 = {k : C„)fc - x ^ -5} 

Clearly 

(2.3) Z i (w) < € for all n. 

Let &i = ki(x) = min {&: & £ 72} &2 = &2(x) = max {k: k £ I*}. As / is 
bounded, say | / (x) | ^ Af, 

Z 3 M :g 2M £ Qn,fc(x) = 2Af £ &,*(*) 

= 2MPr{x < X „ + . . . + X n + , 2 > 

= 2M Pr {x — CUtk2+i < Xw + • • • + ^+/C2 "~ w,fc2+i} 

= 2M Pr {x — CWifc2 — ntn+k2 < -Xn + . . . + Xn+^2 — Cnjjc2+i\ 

^2MPr{ô- mn+k2 è Xn + . . . + Xn+k2 - Cn+k2+1}, 

where this inequality follows from the very definition of CnM and the mono-
tonicity of probability. 

As Wj -> 0 (j —» co ) we can find 7v\ such that 8/2 > mn for n > Nx and in 
particular we have 8/2 > mn+fc2 if w > Ni. 

So 
Z s (») ^ 2 M P r {Ô - mn+k2 < Xn + . . . + Xn+k2 - Cn<k2+l\ 

g 2M Pr {Ô/2 g Xn + . . . + Xn+k2 - Cn+,2+1} 

n+k2 

£ 2M • (4/S2) • £ b„ 

by Chebishev's inequality. As &2(x) is an increasing function of x, once we 
show that 

n+k2(a) 

Z 6, < ex 
.7=71 

it will follow that this sum is less than ei for every &2(x) where x £ [0, a]. 
As ĝ  —> 0 (j —» 00 ) we can choose 7V2 such that qj < e<52/(4a) for j > iV2. 
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Hence for n > N2, 

n+k2 n+Jcz n+ki 

2 bJ = H °jmj < M2/4a) X) mi = Cn,K2+i • (eô2/4a) 
->'=n j=n j=n 

S a • (€Ô2/4a) = 6Ô2/4. 

So 

(2.4) E s (n) g 2ikfe for w > max (iVlf N*), x Ç [0, a]. 

Similarly 

(2.5) E2 (n) < 2Me for n > iV3. 

Hence part (i) follows from (2.2), (2.3), (2.4) and (2.5). Part (ii) is proven 
similarly. 

To prove conclusion (ia) observe that given e > 0 we have for any \x — y\ < 
5(e), \f(x) — f(y)\ < e and 0 < Cn>k+1 — CUtk = mn+k->0 asw-^co uniformly 
in k = 1, 2, . . . . Hence for n > N(e), \f(en>k) — f(CUyk)\ < e and 

Qn(f,x) - ] C f(en,k)Qn,k(x) S e X Qn,k(%) = e-

Conclusion (ia) follows now from conclusion (i) of our theorem. 

LEMMA 2. Let Xn (n ^ 1) be independent random variables with means mn 

and variances bn. Suppose that for some x0, 0 < x0 < 00 , and some ô > 0, (1.11) 
and (1.11a) are satisfied. Then 

r(n) -i 

(2.6) lim ^ QnAxo) = 9 , and 
n->co k=0 ^ 

(2.7) lim Qn,T(n)(pco) = 0. 
ra->oo 

Proof. Let 
( n+k } 1/2 

B(n,k) = IT, bj} . 
V j=n y 

r(n) 

(2.8) lim X Qn,kM = l i m Pr {xo < Xn + . . . + Xn+r{n)} 
n->œ k=0 w~>oo 

__ y p )Xp — C w , r ( n ) + 1 ^ ^ n T • * « T X w + r ( w ) — Cw,r(w)-fl ' 

" n\œ \ B(n,r(n)) B(n,r(n)) 

By the definition of r(n) and condition (1.11a) we have 

As (1.11) is Liapounov's condition for the triangular array 

jB(n, r(w)) 
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we conclude that 

(2.10) lim Pr l^~^^^^--Ç^^±± < z\ = *(Z) 

uniformly in - c o ^ z ^ oo. 

(compare with Theorem B (ii) on p. 275 in [8] and Theorem 4.3.3 in [10]). 
(2.6) follows now from (2.8), (2.9) and (2.10). 

Let us prove (2.7). As our triangular array satisfies the Liapounov condi
tion, each Xntk is uniformly asymptotically negligible, so J^i» (w) Xn>k and 
YTkin{n)~l Xnjk have the same continuous limiting distribution. Hence (2.7) 
follows from 

H m (?»,r(n)(*o) 
W->00 

= lim Pr {Xn + . . . + Xn+r(n)_i S x0 < Xn + . . . + Xn+Tin)} 
W->00 

= lim (Pr {Xn + . . . + Xn+r(n) > xo} - Pr {Xw + . . . + Xn + r ( n )_i> x0}). 

Proof of Theorem 2. A s / is bounded it has limits at x0, thus given e > 0 there 
exists 8 = 8(e) such that 

l+ — e < f(x) < L+ + e for x0 < x ^ x0 + 8 

l~ — e < f(x) < L~ + e for x0 — ô ^ x < x0. 

Qn(f,Xo) = { Z + E + E + Z } f(Cn,k)Qn,k(Xo) 
k£Ii' kÇ.12' keiz' kCIi' 

Ei' (») + XV (n) + Zs' (») + £ / (») 
/here 

7Y = / /(xo, w) = {k: \Cnffc — x0\ > 8} 

W = iY(x0, n) = {k: Xo < Cnth S x0 + 8} 

Iz = I*(xo, n) = {k: xo — 8 S Cn>k < x0} 

I A = iY(x0, n) = {k: xo = Cn,k}. 

The proof of Theorem 1 yields 

E i ' ( » ) - > 0 (w->oo). 

By the very definition of X y (w) and the convergence of XV (w) to zero 
we get 

£» ' (n ) £ (L+ + e) £ (2n,,(x„) = (L+ + o ( £ Q».*(*o) + o ( l ) ) , 

Cn,k>X0 

= ( i + + 0 ( £ On ,*(xo)+o(l))^J(L+ + 6),byLemma2. 
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So 

lim sup 2 2 ' («) ^ - L+. 
n-±rr> £ 

Similarly 

lim inf £ 2 ' (») è J *+. 

A s / is bounded we conclude from (2.7) that 

lim £ 4 ' (w) = 0. 
7l->00 

Now one can easily verify that 

- /" ^ lim inf XV (w) ^ lim sup ^ 3 ' in) S ^L~. 

Combining together all our estimates yields the required result. 

The proofs of Theorems 3 and 4 are indicated in the previous section, so we 
turn now to the proof of Theorem 5. To this end we need 

LEMMA 3. Assume all the conditions of Theorem 5 are in force. Then 
k(n) 

(2.13) lim £ Q».»(*o) = 1 - e~\ 
n-Ho A;=0 

Proof. Let 
(n+k ) 1/2 

v j—n / 

Condition (1.23a) implies that the sum 
n+k(n) —1 

kêh+iA(n, kin)) 
is asymptotically negligible with respect to (Xn — an~

l)(A(n, k(n)))~l, that 
is, the limit of 

is the same as that of (Xn — an~
l)an~

l. So we have 
Un) 

lim J2 QnAxo) = lim Pr {x0 < Xn + . . . + Xn+k(n)} 
n->oo k=0 w->oo 

= lim Pr {xo — dn,k(n)+i < Xn + . . . + Xn+k(n) — dn,k(n (n) + U 

= lim Pr {xo — dnMn)+1 < Xn — an
 l) 

—1\ = lim {1 — exp ( —an(*o — dWifc(w)+i + a„ ))} 

= 1 — e_1lim exp ( —a„(*o — dnMn)+i)) 
n^co 

= 1 - e~\ 
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since, by the very definition of k(n) and (1.23a). 

0 < —an(xo — dnMn)+1) < anan+Hn)~
l -> 0 (n->co). 

Proof of Theorem 5. Theorem 5 follows almost immediately from Lemma 3 
and from a similar technique to the one we employ in the proof of Theorem 2. 

Proof of Theorem 6. The proof of Lemma C in [7] (but using now (1.17b) 
instead of [7, (2.3)]) establishes t ha t 

7 OO 7 

-^Kn(f,x) = Ç f(dn,k)-^gn§k(x) (fort) ^ x g + o o ) 

= 22 /(<*»,*) (gn,*-l(*) - gn,k(*)) (by 1.176) 
Jfc=0 

TV 

= K m X ) / f o i , f c ) ( g n , * - l ( * 0 - g » , f c ( * 0 ) 
N^OD k=0 

= lim ) ]T (f(dn,k+i) - f(dn,k))gn,k(x) 

-f(dn,N+i) gn,N(pc)j. 

Observing t ha t the function gntk{x) is the same as the function tnXn+kin in [3] 
(tn = an, t0 = 0, \xn = e~anX) we get from [3, Satz I] t ha t \imN^œ gUtN(x) = 0 
for n = 1, 2, . . . and 0 ^ x < oo. Therefore, for 0 ^ x < + oo , 

7 OO 

-r-Kn(f,x) = XI ( / (4 ,*+i) - f(dn,k))gn,k(x) 
ax k==o 

CO 

= 2^ J \en,k)Q'n+k gw.fcvO (#n,fc < ^n,fc < #n,fc+l) 

—-> / ' ( x ) uniformly in 0 ^ x ^ a, for each a > 0, 

by the par t of Theorem 2 corresponding to conclusion (ia) of Theorem 1. 
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