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The resolution revolution in cryo-EM over the last several years has been enabled in part by a series of 

technological improvements that have introduced new challenges to the ways that cryo-EM facilities 

collect and process data. These challenges include the rate of data acquisition, the quality control of the 

data, and the evaluation of the effective quality of the sample as frozen on the EM grid. 

The National Cryo-EM Facility (NCEF) was established by the National Cancer Institute (NCI) as a 

resource for researchers to collect cryo-EM data on targets related to cancer. The NCEF currently operates 

two Titan Krios microscopes, each equipped with a Falcon 3EC detector and a K3 direct electron detector 

at the end of a Gatan imaging filter. Imaging is performed using either the Latitude S or SerialEM [1] 

software packages. 

A typical imaging session involves approximately 40 hours of data collection at a rate of 150 to 225 

movies per hour in either counting or super-resolution mode. The resulting raw data rate is up to 2 Gbps, 

with full datasets ranging between 5 and 20 TB uncompressed and 1 to 6 TB when LZW-compressed. We 

observed a fivefold increase in the last year in data volume (Fig. 1), driven by the introduction of multi-

shot beam shift imaging templates and the upgrade from a K2 to K3 detector. 

To support continuous operation, the collected data must be transferred off of the detector’s data server 

and compressed for distribution to the researcher. Real-time quality control consisting of CTF estimation 

(CTFFind4 [2]) and motion correction (MotionCor2 [3]) is also performed on each image. The 

applications are run with QC-optimized settings, using fast CTF search and binning super-resolution data 

by a factor of 2. A workstation collocated with the detector equipment handles this and transfers the data 

into a larger storage array. To handle the real-time computational requirement, our workstation is equipped 

with dual 10-core CPUs, a single NVIDIA 1080 Ti GPU, an NVME flash disk used as scratch space, 

128GB of RAM, and 10 Gbps networking connecting it to both the detector equipment and the second-

tier storage equipment. With this configuration, we are able to process up to 200 super-resolution movies 

per hour, rate-limited by the available CPU cores. When we upgrade the CPU configuration in this 

machine, the next-nearest rate limiting step will be motion correction, where we are limited to 

approximately 500 movies per hour on a single GPU. 

To make the CTF and motion estimates available to the researcher and the facility microscopists during 

data collection, we generate a webpage using Scipion [4] in its stream processing configuration. This 

output includes a preview of each image, its power spectrum, a plot of the motion in the movie, and the 

estimated astigmatism, defocus, and resolution values. This is useful for making adjustments during 

imaging and monitoring for performance issues. 

To provide feedback on the effective quality of the sample, we run a fully automated set of processes to 

generate a rough set of 2D classes after the first 500 images of the dataset are acquired. Particle picking 

is done with crYOLO [5] using the pre-trained general model. 2D classification is performed in two rounds 

with RELION [6], using the 10 most populated classes from the first round as the input to the second 
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round. These steps are done in the Frederick National Laboratory cluster environment attached to our 

larger storage array and run in about 2 hours [7]. 

 
Figure 1. Data collection results from earlier data collection runs that utilized the K2 summit camera 

(orange circles) and later data collection runs that utilized the K3 camera (blue triangles). (A) shows the 

total number of movies collected in each imaging session. (B) shows the total compressed size for each 

imaging session. 
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