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1. Introduction

We consider the following quasilinear elliptic problem:

−∆pu −
k∑

i=1

λiu
p−1

|x − ai|p
=

m∑
i=1

γiu
p∗(s)−1

|x − ai|s
+

l∑
j=1

µju
p∗(s)−1

|x − bj |s
, x ∈ R

N ,

u > 0 in R
N \ {a1, a2, . . . , ak, b1, b2, . . . , bl},

⎫⎪⎪⎬
⎪⎪⎭

(1.1)

where ai, bj ∈ R
N , N � 3, 1 < p < N , k, m, l � 0, k � m, 0 < s < p, λi < λ̄ :=

((N −p)/p)p, γi � 0, µj � 0, i = 1, 2, . . . , k, j = 1, 2, . . . , l, and p∗(s) := p(N −s)/(N −p)
is the critical Hardy–Sobolev exponent. Without loss of generality, we assume that ai �= bj

for any i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , l}. k = 0, m = 0 or l = 0 means that the
corresponding sum term vanishes.

Problem (1.1) is related to the following Hardy–Sobolev inequality [1]:
( ∫

RN

|u|p∗(s)

|x − a|s dx

)p/p∗(s)

� C

∫
RN

|∇u|p dx ∀u ∈ C∞
0 (RN ), a ∈ R

N . (1.2)

If s = p, then p∗(s) = p and the Hardy inequality holds [11]:
∫

RN

|u|p
|x − a|p dx � 1

λ̄

∫
RN

|∇u|p dx ∀u ∈ C∞
0 (RN ), a ∈ R

N ,

where λ̄ = ((N − p)/p)p is the best Hardy constant.
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In this paper the space D1,p(RN ) denotes the completion of C∞
0 (RN ) with respect to

the norm

‖u‖ = ‖u‖D1,p(RN ) :=
( ∫

RN

|∇u|p dx

)1/p

.

The function u ∈ D1,p(RN ) is said to be a solution of problem (1.1) if u > 0 satisfies

∫
RN

(
|∇u|p−2∇u∇v −

k∑
i=1

λiu
p−1v

|x − ai|p
−

m∑
i=1

γiu
p∗(s)−1v

|x − ai|s
−

l∑
j=1

µju
p∗(s)−1v

|x − bj |s

)
dx = 0

for all v ∈ D1,p(RN ). By the standard elliptic regularity argument, the solution u satisfies

u ∈ C1,α(RN \ {a1, a2, . . . , ak, b1, b2, . . . , bl}).

In recent years, much attention has been paid to the singular problems involving the
Hardy and the Hardy–Sobolev inequalities (see, for example, [1–14] and [17–19] and ref-
erences therein). Many results were obtained, providing greater insight into these prob-
lems. Stimulated by these publications, we will study problem (1.1) in this paper.

For 0 � s < p, −∞ < λ < λ̄ and a ∈ R
N , by the Hardy inequality and the Hardy–

Sobolev inequality we can define the best constant S(λ) = S(λ, p, s) as

S(λ) := inf
u∈D1,p(RN )\{0}

∫
RN (|∇u|p − λ|u|p/|x − a|p) dx

(
∫

RN |u|p∗(s)/|x − a|s dx)p/p∗(s) . (1.3)

Note that the constant S(λ) is independent of the singular point a.
A challenging problem related to (1.1) and (1.3) is to investigate the extremal functions

by which the best constant S(λ) is achieved. Here we recall the result in [13], where the
following limiting problem was investigated for λ ∈ [0, λ̄):

−∆pu − λ
up−1

|x − a|p =
up∗(s)−1

|x − a|s in R
N \ {a},

u ∈ D1,p(RN ), u > 0 in R
N \ {a}.

⎫⎪⎬
⎪⎭ (1.4)

The author proved that for 0 � λ < λ̄, 1 < p < N and 0 � s < p the problem (1.4) has
radially symmetric ground states

V a
p,λ,ε(x) = ε(p−N)/pUp,λ

(
x − a

ε

)
= ε(p−N)/pUp,λ

(
|x − a|

ε

)
∀ε > 0 (1.5)

that satisfy

∫
RN

(
|∇V a

p,λ,ε(x)|p − λ
|V a

p,λ,ε(x)|p

|x − a|p

)
dx =

∫
RN

|V a
p,λ,ε(x)|p∗(s)

|x − a|s dx = S(λ)p∗(s)/(p∗(s)−p).

(1.6)
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The function Up,λ is the unique radial solution of (1.4) satisfying

Up,λ(1) =
(

(N − s)(λ̄ − λ)
N − p

)1/(p∗(s)−p)

,

lim
r→0+

ra(λ)Up,λ(r) = C1 > 0, lim
r→0+

ra(λ)+1|U ′
p,λ(r)| = C1a(λ) � 0,

lim
r→+∞

rb(λ)Up,λ(r) = C2 > 0, lim
r→+∞

rb(λ)+1|U ′
p,λ(r)| = C2b(λ) > 0,

⎫⎪⎬
⎪⎭ (1.7)

where C1 and C2 are positive constants depending on λ, p and N , and a(λ) and b(λ) are
zeros of the function

f(t) = (p − 1)tp − (N − p)tp−1 + λ, t � 0, (1.8)

that satisfy

0 � a(λ) < δ < b(λ), δ :=
N − p

p
. (1.9)

Furthermore, there exist positive constants C3(λ) and C4(λ) such that

0 < C3(λ) � Up,λ(x)(|x|a(λ)/δ + |x|b(λ)/δ)δ � C4(λ). (1.10)

When λ = 0 in (1.3), the best constant S(0) is achieved by the following explicit
extremal functions [9]:

V a
p,0,ε(x) = ε(p−N)/pUp,0

(
x − a

ε

)
= C5ε

(p−N)/p

(
1 +

∣∣∣∣x − a

ε

∣∣∣∣
(p−s)/(p−1))(p−N)/(p−s)

,

(1.11)
where C5 > 0 is a particular constant and ε > 0 is an arbitrary constant.

The above results are useful and crucial for the study of problem (1.1).
In this paper we need the following assumptions, where in the case when k = 0,

m = 0 or l = 0 we just mean that the corresponding terms vanish and the corresponding
assumptions in (H1)–(H7) are trivially satisfied.

(H1) 0 � m � k, 0 < γ1 � γ2 � · · · � γm.

(H2) l � 0, 0 < µ1 � µ2 � · · · � µl.

(H3) k � 0, λ1 � λ2 � · · · � λk and there exists k0 ∈ {0, 1, 2, . . . , k − 1} such that
λk0 � 0 < λk0+1 � λk0+2 � · · · � λk, (λk0 = 0 if k0 = 0) and

∑k
i=k0+1 λi < λ̄.

(H4) µ
−p/p∗(s)
l S(0) � (

∑m
i=1 γi +

∑l
j=1 µj)−p/p∗(s)S(

∑k
i=1 λi),

∑k
i=1 λi < 0.

(H5) γ
−p/p∗(s)
m S(λm) � (

∑m
i=1 γi +

∑l
j=1 µj)−p/(p∗(s))S(

∑k
i=1 λi),

∑k
i �=m,i=1 λi < 0.

(H6) µ
−p/p∗(s)
l S(0) � γ

−p/p∗(s)
m S(λm).

(H7) γ
−p/p∗(s)
m S(λm) � µ

−p/p∗(s)
l S(0).
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Under the above assumptions, the following form Q(u) is well defined:

Q(u) :=
∫

RN

(
|∇u|p −

k∑
i=1

λi
|u|p

|x − ai|p

)
dx.

From (H3) and by the Hardy inequality, Q(u) is positive definite:

Q(u) �
(

1 − 1
λ̄

k∑
i=k0+1

λi

)
‖u‖p ∀u ∈ D1,p(RN ).

Then we can define the best constant A = A(p, s, λ1, . . . , λk, γ1, . . . , γk, µ1, . . . , µl):

A := inf
u∈D1,p(RN )\{0}

∫
RN (|∇u|p −

∑k
i=1 λi|u|p/|x − ai|p) dx

(
∫

RN (
∑m

i=1 γi|u|p∗(s)/|x − ai|s +
∑l

j=1 µj |u|p∗(s)/|x − bj |s)p/p∗(s))
.

(1.12)
In this paper, we will investigate the solutions to problem (1.1). Among all possible

solutions of problem (1.1), we are interested in those having the smallest energy, termed
ground states. These solutions minimize the Rayleigh quotient in (1.12). To state clearly
the conclusions of this paper, some notation needs to be explained. For N > max{p2, p+
1} and λi, λ ∈ (0, λ̄) we always set

βi = b(λi) − δ, δ =
N − p

p
, i = 1, 2, . . . , k. (1.13)

λ∗ =
1
pp

(N − p + s)p−1(N − p − (p − 1)s), (1.14)

θ(λ) = C3(λ)
( ∫

RN

|Up,λ(x)|p∗(s)

|x|s

)−1/p∗(s)

, (1.15)

θ̄(λ) = C4(λ)
( ∫

RN

|Up,λ(x)|p∗(s)

|x|s

)−1/p∗(s)

, (1.16)

Θj =
k∑

i=1

λi

|ai − bj |p
, 1 � j � l. (1.17)

Λi =
k0∑

j=1

λj
(θ̄(λi))p

|aj − ai|pβi
+

k∑
j �=i, j=k0+1

λj
(θ(λi))p

|aj − ai|pβi
, k0 + 1 � i � k. (1.18)

where k0 is defined as in (H3), C3(λ) and C4(λ) are the constants in (1.9) and b(λi) are
defined as in (1.5)–(1.9) by replacing λ with λi, i = 1, 2, . . . , k.

The main results of this paper can be summarized in the following theorems. We can
verify that the intervals for λm in Theorems 1.1 and 1.2 are not empty.

Theorem 1.1. Suppose that N > max{p2, p + 1} and (H1)–(H5) hold. Assume that
one of the following conditions holds:
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(i) k0 = 0, k = m = 1, l � 1;

(ii) k � 2, m � k0 + 1, l � 1, 0 < λm � λ∗;

(iii) k � 2, m � k0 + 1, l � 1, λ∗ < λm < λ̄, Λm > 0.

Then the infimum in (1.12) is achieved and problem (1.1) has one ground state.

Theorem 1.2. Suppose that N > max{p2, p + 1} and (H1)–(H3), (H5) and (H7)
hold. Assume that one of the following conditions holds:

(i) k0 = 0, k = m = 1, l � 1;

(ii) k � 2, m � k0 + 1, m + l � 2, 0 < λm � λ∗;

(iii) k � 2, m � k0 + 1, l � 0, λ∗ < λm < λ̄, Λm > 0.

Then the infimum in (1.12) is achieved and problem (1.1) has a ground state.

Theorem 1.3. Suppose that N > max{p2, p+1}, 1 � m � k and l � 1. Assume that
(H1)–(H4) and (H6) hold. Then the infimum in (1.12) is achieved and problem (1.1) has
one ground state.

Theorem 1.4. Suppose that N > max{p2, p + 1} and (H2)–(H4) hold. Assume that
one of the following conditions holds:

(i) k � 0, m = 0 and l � 2;

(ii) k � 1, m = 0, l = 1 and Θ1 > 0.

Then the infimum in (1.12) is achieved. Moreover, problem (1.1) has a ground state.

Remark 1.5. The assumptions (H4) and (H5) are compatible if we choose suitable
parameters λi, γi and µj , 1 � i � k, 1 � j � l. For the same reason, (H4) and (H6), or
(H5) and (H7), can also be compatible. If 1 � m � k0 and λm < 0, S(λm) cannot be
achieved. In this case, from Theorem 1.3 we obtain the existence of ground state if (H6)
replaces (H5).

This paper is organized as follows. In § 2 we study the Palais–Smale condition by the
concentration compactness principle. In § 3, the asymptotic properties of the extremals
for S(λ) are investigated. Section 4 is devoted to the proofs of Theorems 1.1–1.4.

To end this section, we explain some of the notation used in this paper. D−1,p(RN ) is
the dual space of D1,p(RN ), Lq(RN , |x − ai|τ ) means the weighted Lq(RN ) space with
the weight |x− ai|τ . For t > 0, O(εt) denotes any quantity satisfying |O(εt)|/εt � C and
o(εt) means |o(εt)|/εt → 0 as ε → 0. By o(1) we denote a generic infinitesimal value. In
the following argument, we employ C to denote the positive constants and omit dx in
integrals for convenience.
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2. The Palais–Smale condition

We define the following functional in the space D1,p(RN ):

J(u) =
1
p

∫
RN

(
|∇u|p −

k∑
i=1

λi|u|p
|x − ai|p

)

− A

p∗(s)

( ∫
RN

m∑
i=1

γi|u|p∗(s)

|x − ai|s
+

∫
RN

l∑
j=1

µj |u|p∗(s)

|x − bj |s

)
. (2.1)

Note that if u > 0 is a critical point of J , then v = A1/(p∗(s)−p)u is a solution of prob-
lem (1.1). To continue, we recall the following standard definition.

Definition 2.1. Let X be a Banach space and let X−1 be the dual space of X.
The functional I ∈ C1(X, R) is said to satisfy the Palais–Smale condition at level c

(abbreviated to (PS)c), if any sequence {un} ⊂ X satisfying I(un) → c and I ′(un) → 0
in X−1 as n → ∞ contains a subsequence converging strongly in X to a critical point
of I.

We take I = J and X = D1,p(RN ). The following lemma provides a local Palais–Smale
condition for J .

Lemma 2.2. Suppose that k, m, l � 1 and (H1)–(H3) hold. Then the functional J

satisfies (PS)c for all c < c∗ with

c∗ :=
(

1
p

− 1
p∗(s)

)
A−p/(p∗(s)−p)(B∗)p∗(s)/(p∗(s)−p),

where

B∗ := min
{

γ−p/p∗(s)
m S(λm), µ−p/p∗(s)

l S(0),
( m∑

i=1

γi +
l∑

j=1

µj

)−p/p∗(s)

S

( k∑
i=1

λi

)}
.

Proof. Suppose that the sequence {un} ⊂ D1,p(RN ) satisfies J(un) → c < c∗ and
J ′(un) → 0 in D−1,p(RN ). Then from (H1) it follows that {un} is a bounded sequence in
D1,p(RN ). Up to a subsequence and for some u0 ∈ D1,p(RN ) we have un ⇀ u0 weakly in
D1,p(RN ), un → u0 almost everywhere in R

N , and un → u0 in Lt
loc(R

N , |x − bj |−s) for
all t ∈ [1, p∗(s)), j = 1, 2, . . . , l. Then by the concentration compactness theorem [15,16]
and up to a subsequence if necessary, there exist real numbers τai , τbj , γai , νai , ωbj ,
i = 1, 2, . . . , k, j = 1, 2, . . . , l, such that the following convergences hold in the sense of
measures:

|∇un|p ⇀ dτ � |∇u0|p +
k∑

i=1

τaiδai +
l∑

j=1

τbj δbj ,

λi|un|p
|x − ai|p

⇀ dγi =
λi|u0|p

|x − ai|p
+ γai

δai
, i = 1, 2, . . . , k,
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|un|p∗(s)

|x − ai|s
⇀ dνi =

|u0|p
∗(s)

|x − ai|s
+ νaiδai , i = 1, 2, . . . , m,

|un|p∗(s)

|x − bj |s
⇀ dωj =

|u0|p
∗(s)

|x − bj |s
+ ωbj δbj , j = 1, 2, . . . , l,

where δx is the Dirac mass at x.
To study the concentration at infinity, we set

τ∞ = lim
R→∞

lim sup
n→∞

∫
|x|>R

|∇un|p,

γ∞ =
( k∑

i=1

λi

)
lim

R→∞
lim sup

n→∞

∫
|x|>R

|un|p
|x|p ,

ν∞ =
( m∑

i=1

γi +
l∑

j=1

µj

)
lim

R→∞
lim sup

n→∞

∫
|x|>R

|un|p∗(s)

|x|s .

Then, by arguments similar to those in [7] and [13], we can verify the following claims.
We omit their proofs.

Claim 2.3. For i = 1, 2, . . . , m, either

νai = 0 or νai �
(

S(λi)
γiA

)p∗(s)/(p∗(s)−p)

.

Claim 2.4. For j = 1, 2, . . . , l, either

ωbj = 0 or ωbj �
(

S(0)
µjA

)p∗(s)/(p∗(s)−p)

.

Claim 2.5. We claim that either

ν∞ = 0 or ν∞ �
( m∑

i=1

γi +
l∑

j=1

µj

)−p/(p∗(s)−p)(
S(

∑k
i=1 λi)
A

)p∗(s)/(p∗(s)−p)

.

By (H1) we deduce that

γ−p/p∗(s)
m S(λm) = min{γ

−p/p∗(s)
i S(λi), i = 1, 2, . . . , m},

µ
−p/p∗(s)
l S(0) = min{µ

−p/p∗(s)
j S(0), j = 1, 2, . . . , l}.

Then from Claims 2.3–2.5 it follows that

c = J(un) − 1
p
〈J ′(un), un〉 + o(1)

=
(

1
p

− 1
p∗(s)

)
A

∫
RN

( m∑
i=1

γi|un|p∗(s)

|x − ai|s
+

l∑
j=1

µj |un|p∗(s)

|x − bj |s

)
+ o(1)
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=
(

1
p

− 1
p∗(s)

)
A

( ∫
RN

m∑
i=1

γi|u0|p
∗(s)

|x − ai|s
+

∫
RN

l∑
j=1

µj |u0|p
∗(s)

|x − bj |s

)

+
(

1
p

− 1
p∗(s)

)
A

( m∑
i=1

γiνai
+

l∑
j=1

µjωbj
+ ν∞

)
.

From the definition of c∗ it follows that ν∞ = 0, νai = 0, i = 1, 2, . . . , m and ωbj = 0,
j = 1, 2, . . . , l. Up to a subsequence, we obtain that un → u0 in D1,p(RN ).

Hence, the proof of Lemma 2.2 is completed. �

Arguing as in Lemma 2.2, we also obtain the following lemmas.

Lemma 2.6. Suppose that m � 1 and l = 0. Then the functional J satisfies (PS)c for
all c < c∗

1, where

c∗
1 :=

(
1
p

− 1
p∗(s)

)
A−p/(p∗(s)−p)

×
(

min
{

γ−p/p∗(s)
m S(λm),

( m∑
i=1

γi

)−p/p∗(s)

S

( k∑
i=1

λi

)})p∗(s)/(p∗(s)−p)

.

Lemma 2.7. Suppose that l � 1 and m = 0. Then the functional J satisfies (PS)c for
all c < c∗

2, where

c∗
2 :=

(
1
p

− 1
p∗(s)

)
A−p/(p∗(s)−p)

×
(

min
{

µ
−p/p∗(s)
l S(0),

( l∑
j=1

µj

)−p/p∗(s)

S

( k∑
i=1

λi

)})p∗(s)/(p∗(s)−p)

.

3. Asymptotic behaviours of the extremal function

In order to prove Theorems 1.1–1.4, we first establish several lemmas. Consider the
minimizers in (1.3) and set

zλ
ε (x) = ε−δUp,λ

(
|x|
ε

)( ∫
RN

|Up,λ(|x|)|p∗(s)

|x|s

)−1/p∗(s)

.

Then we need to investigate the asymptotic properties of zλ
ε (x) in the case when ε → 0.

These properties play an important role in the proofs of Theorems 1.1–1.4.
In addition to the parameters λ∗, βi, Λi, θ(λ), θ̄(λ) and Θj defined in (1.13)–(1.18),

we use the following notation:

β = b(λ) − δ, δ =
N − p

p
,

Λ̄i =
k∑

j �=i, j=1

λj

|ai − aj |p
, 1 � i � k,
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λ∗ =
(N − p2)Np−1

pp
, λ∗∗ =

(N − ps)Np−1

(p∗(s))p
,

δλ,s =
∫

RN

dx

|x|s|x − e1|p∗(s)b(λ) , e1 = (1, 0, . . . , 0) ∈ R
N .

Lemma 3.1. Suppose ξ ∈ R
N \ {0}, 0 < s � p and N > max{ps, s + 1}. Then as

ε → 0+ we have
∫

RN

|zλ
ε (x)|p∗(s)

|x + ξ|s dx =
εs

|ξ|s
∫

RN

|zλ
1 |p∗(s) + o(εs) for 0 � λ < λ∗∗,

∫
RN

|zλ
ε (x)|p∗(s)

|x + ξ|s dx � θ(λ)p∗(s) ε
s|ln ε|
|ξ|s + o(εs|ln ε|) for λ = λ∗∗,

∫
RN

|zλ
ε (x)|p∗(s)

|x + ξ|s dx � θ̄(λ)p∗(s) ε
s|ln ε|
|ξ|s + o(εs|ln ε|) for λ = λ∗∗,

∫
RN

|zλ
ε (x)|p∗(s)

|x + ξ|s dx � θ(λ)p∗(s)(δλ,s)
εp∗(s)β

|ξ|p∗(s)β + o(εp∗(s)β) for λ∗∗ < λ < λ̄,

∫
RN

|zλ
ε (x)|p∗(s)

|x + ξ|s dx � θ̄(λ)p∗(s)(δλ,s)
εp∗(s)β

|ξ|p∗(s)β + o(εp∗(s)β) for λ∗∗ < λ < λ̄.

Proof. The above estimates can be applied to
∫

RN

|zλ
ε (x)|p

|x + ξ|p dx.

Since p∗(s) = p, δλ,s = δλ,p and λ∗∗ = λ∗ as s = p, we can obtain the similar estimates
for the above expression just by replacing s, p∗(s), δλ,s and λ∗∗ by p, p, δλ,p and λ∗,
respectively.

The proof follows a similar line to that in [7]. Here we need to use the property (1.7)
of the parameters a(λ) and b(λ). Then we have

∫
RN

|zλ
ε |p∗(s)

|x + ξ|s dx = εs

∫
|x|<ξ/2ε

|zλ
1 |p∗(s)

|εx + ξ|s dx + εs

∫
|x|�ξ/2ε

|zλ
1 |p∗(s)

|εx + ξ|s dx. (3.1)

For the first part, from (1.9) we deduce that

εs

∣∣∣∣
∫

|x|<|ξ|/2ε

|zλ
1 (x)|p∗(s)

(
1

|εx + ξ|s − 1
|ξ|s

)
dx

∣∣∣∣
� Cεs

∫
|x|<|ξ|/2ε

(|x|a(λ)/δ + |x|b(λ)/δ)−(N−s)
∣∣∣∣ 1
|εx + ξ|s − 1

|ξ|s

∣∣∣∣ dx

� Cεs

∫ |ξ|/2ε

0

rN−1 dr

(ra(λ)/δ + rb(λ)/δ)N−s

= O(εp∗(s)(b(λ)−δ)) → 0 as ε → 0, (3.2)
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where we have employed the following fact: if |x| < |ξ|/2ε, then there exists some constant
C(ξ) > 0 depending only on ξ such that∣∣∣∣ 1

|εx + ξ|s − 1
|ξ|s

∣∣∣∣ � C(ξ).

On the other hand, from (1.9) it also follows that

εs

∫
|x|�ξ/2ε

|zλ
1 |p∗(s)

|εx + ξ|s dx

� Cεp∗(s)(b(λ)−δ)
∫

|x−ξ|�|ξ|/2

(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)−(N−s)

|x|s|x − ξ|p∗(s)a(λ) dx

= Cεp∗(s)(b(λ)−δ)
( ∫

|x−ξ|�|ξ|/2, |x|<2|ξ|
+

∫
|x−ξ|�|ξ|/2, |x|�2|ξ|

)

� Cεp∗(s)(b(λ)−δ)
( ∫ 2|ξ|

0
rN−s−1 dr +

∫ +∞

2|ξ|

dr

r1+p∗(s)(b(λ)−δ)

)

= O(εp∗(s)(b(λ)−δ)) → 0 as ε → 0. (3.3)

To proceed, we need to investigate the properties of the function in (1.6):

f(t) = (p − 1)tp − (N − p)tp−1 + λ, t ∈ [0, +∞).

It is easy to verify that f(t) has a unique minimum at δ = (N − p)/p and is increasing
on the interval (δ, +∞). Since N/p∗(s), b(λ) ∈ (δ, +∞), for N > ps and λ � 0 we thus
have that

N

p∗(s)
< b(λ) ⇐⇒ f

(
N

p∗(s)

)
< f(b(λ)) = 0 ⇐⇒ λ < λ∗∗,

N

p∗(s)
= b(λ) ⇐⇒ f

(
N

p∗(s)

)
= f(b(λ)) = 0 ⇐⇒ λ = λ∗∗,

N

p∗(s)
> b(λ) ⇐⇒ f

(
N

p∗(s)

)
> f(b(λ)) = 0 ⇐⇒ λ > λ∗∗.

On the other hand, the equation

(p − 1)tp − (N − p)tp−1 + λ = 0, λ ∈ (0, λ̄),

determines the implicit functions

t1 = a(λ) : (0, λ̄) 
→ (0, δ), t2 = b(λ) : (0, λ̄) 
→
(

δ,
N − p

p − 1

)
.

By direct calculations we see that

dt

dλ
=

1
(p − 1)(N − p − pt)tp−2 .

Hence, a(λ) is strictly increasing on [0, λ̄) and b(λ) is strictly decreasing on [0, λ̄).
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(i) If N > ps, 0 � λ < λ∗∗, then b(λ) > N/p∗(s), p∗(s)(b(λ) − δ) > s and zλ
1 ∈

Lp∗(s)(RN ). From (3.1)–(3.3) it follows that

εs

∫
|x|<|ξ|/2ε

|zλ
1 (x)|p∗(s) 1

|εx + ξ|s dx =
εs

|ξ|s
∫

|x|<|ξ|/2ε

|zλ
1 (x)|p∗(s) dx + o(εs)

=
εs

|ξ|s
∫

RN

|zλ
1 (x)|p∗(s) dx + o(εs).

Consequently, ∫
RN

|zλ
ε |p∗(s)

|x + ξ|s dx =
εs

|ξ|s
∫

RN

|zλ
1 (x)|p∗(s) dx + o(εs).

(ii) If N > ps and λ = λ∗∗, then b(λ) = N/p∗(s). From (1.9) it follows that

εs

∫
|x|<|ξ|/2ε

|zλ
1 (x)|p∗(s) dx = εs

∫ |ξ|/2ε

0
|zλ

1 (r)|p∗(s)rN−1 dr

= εs

∫ |ξ|/2ε

1
|zλ

1 (r)|p∗(s)rN−1 dr + O(εs)

� θ(λ)p∗(s)εs|ln ε| + O(εs)

= θ(λ)p∗(s)εs|ln ε| + o(εs|ln ε|). (3.4)

From (3.1)–(3.4) it follows that
∫

RN

|zλ
ε |p∗(s)

|x + ξ|s dx � θ(λ)p∗(s) ε
s|ln ε|
|ξ|s + o(εs|ln ε|).

From (1.9) and by a similar argument we have that
∫

RN

|zλ
ε |p∗(s)

|x + ξ|s dx � θ̄(λ)p∗(s) ε
s|ln ε|
|ξ|s + o(εs|ln ε|).

(iii) If N > max{ps, s + 1} and λ > λ∗∗, then b(λ) < N/p∗(s). From (1.9) it follows
that∫

RN

|zλ
ε |p∗(s)

|x + ξ|s dx

� θ(λ)p∗(s)
∫

RN

εs−N dx

|x + ξ|s(|x/ε|a(λ)/δ + |x/ε|b(λ)/δ)N−s

= θ(λ)p∗(s)εp∗(s)β
∫

RN

(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)−(N−s)

|x|s|x − ξ|p∗(s)a(λ) dx

= θ(λ)p∗(s)εp∗(s)β
∫

RN

(
(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)a(λ) − 1
|x|s|x − ξ|p∗(s)b(λ)

)

+ θ(λ)p∗(s)εp∗(s)β
∫

RN

dx

|x|s|x − ξ|p∗(s)b(λ) . (3.5)
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For a, b � 0 and τ > 1, the following elementary inequality is well known:

0 � (a + b)τ − aτ � C(aτ−1b + bτ ),

where C = C(τ) > 0 is some constant. From N > s + 1 it follows that
∣∣∣∣ (ε

b(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)a(λ) − 1
|x|s|x − ξ|p∗(s)b(λ)

∣∣∣∣
=

(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)b(λ)

× ((εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)N−s − (|x − ξ|(b(λ)−a(λ))/δ)N−s)

� C
(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)b(λ)

× (|x − ξ|(b(λ)−a(λ))(N−s−1)/δεb(λ)−a(λ)/δ + εp∗(s)(b(λ)−a(λ))
)

= C

(
ε(b(λ)−a(λ))/δ(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)b(λ)−((b(λ)−a(λ))(N−s−1))/δ

+
εp∗(s)(b(λ)−a(λ))(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)b(λ)

)
. (3.6)

If ε → 0, then it follows that
∫

RN

ε(b(λ)−a(λ))/δ(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)b(λ)−(b(λ)−a(λ))(N−s−1)/δ

� Cε(b(λ)−a(λ))/δ

∫
|x−ξ|>|ξ|/2, |x|<2|ξ|

dx

|x|s

+ Cε(b(λ)−a(λ))/δ

∫
|x−ξ|>|ξ|/2, |x|>2|ξ|

dx

|x|s+p∗(s)b(λ)+p(b(λ)−a(λ))/(N−p)

+ CεN−p∗(s)b(λ)
∫ |ξ|/2ε

0

rN−1 dr

rp∗(s)b(λ)−(b(λ)−a(λ))(N−s−1)/δ(1 + rb(λ)−a(λ)/δ)N−s

= O(ε(b(λ)−a(λ))/δ)

= o(1) as ε → 0.

By a similar argument we also have
∫

RN

εp∗(s)(b(λ)−a(λ))(εb(λ)−a(λ)/δ + |x − ξ|b(λ)−a(λ)/δ)s−N

|x|s|x − ξ|p∗(s)b(λ) dx = o(1) as ε → 0.

From (3.5) and (3.6) we have that

∫
RN

|zλ
ε |p∗(s)

|x + ξ|s dx � θ(λ)p∗(s)εp∗(s)β
∫

RN

dx

|x|s|x − ξ|p∗(s)b(λ) + o(εp∗(s)β).
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From (1.9) and by a similar argument we deduce that

∫
RN

|zλ
ε |p∗(s)

|x + ξ|s dx � θ̄(λ)p∗(s)εp∗(s)β
∫

RN

dx

|x|s|x − ξ|p∗(s)b(λ) + o(εp∗(s)β).

On the other hand, the following function ϕ(ξ) is invariant by rotation:

ϕ(ξ) :=
∫

RN

dx

|x|s|x − ξ|p∗(s)b(λ) .

Moreover,

ϕ(ηξ) = ηp∗(s)(δ−b(λ))ϕ(ξ) = η−p∗(s)βϕ(ξ) ∀η > 0,

ϕ(ξ) = |ξ|−p∗(s)βϕ(ξ/|ξ|) = |ξ|−p∗(s)βϕ(e1) = |ξ|−p∗(s)βδλ,s.

Thus, the proof of this lemma is complete. �

4. Proof of the main results

Now we prove Theorems 1.1–1.4. To proceed, some preliminary lemmas are needed.

Lemma 4.1. Suppose that N > max{p2, p + 1}, (H1)–(H3) hold and the constants
λ∗ and Λm are defined as in (1.13)–(1.18). Assume one of the following conditions holds:

(i) k0 = 0, k = m = 1, l � 1;

(ii) k � 2, m � k0 + 1, m + l � 2, 0 < λm � λ∗;

(iii) k � 2, m � k0 + 1, l � 0, λ∗ < λm < λ̄, Λm > 0.

Then A < γ
−p/p∗(s)
m S(λm).

Proof. (i) If k0 = 0, k = m = 1 and λ1 > 0, we deduce that

∫
RN

(
|∇zλ1

ε (x − a1)|p − λ1
|zλ1

ε (x − a1)|p
|x − a1|p

)
=

∫
RN

(
|∇zλ1

ε (x)|p − λ1
|zλ1

ε (x)|p
|x|p

)
= S(λ1),

∫
RN

γ1|zλ1
ε (x − a1)|p

∗(s)

|x − a1|s
= γ1,

l∑
j=1

∫
RN

µj |zλ1
ε (x − a1)|p

∗(s)

|x − bj |s
> 0.

Then the desired result follows.
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(ii) Suppose that k � 2 and m � k0 + 1 � 1. If ε → 0, from Lemma 3.1 it follows that

∫
RN

(
|∇zλm

ε (x − am)|p −
k∑

i=1

λi
|zλm

ε (x − am)|p
|x − ai|p

)

=
∫

RN

(
|∇zλm

ε (x − am)|p − λm
|zλm

ε (x − am)|p
|x − am|p

)
−

k∑
i �=m, i=1

λi

∫
RN

|zλm
ε (x − am)|p

|x − ai|p

=
∫

RN

(
|∇zλm

ε (x)|p − λm
|zλm

ε (x)|p
|x|p

)
−

k∑
i �=m, i=1

λi

∫
RN

|zλm
ε (x)|p

|x + am − ai|p

= S(λm) −
k∑

i �=m,i=1

λi

∫
RN

|zλm
ε (x)|p

|x + am − ai|p

� S(λm) −

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

εp(Λ̄m + o(1))
∫

RN

|zλm
1 (x)|p, 0 < λm < λ∗,

εp|ln ε|(Λm + o(1)), λm = λ∗,

(δλ,p)εpβλm (Λm + o(1)), λ∗ < λm < λ̄.

If m � 2, then we have

∫
RN

m∑
i=1

γi|zλm
ε (x − am)|p∗(s)

|x − ai|s

=
∫

RN

γm|zλm
ε (x − am)|p∗(s)

|x − am|s +
m−1∑
i=1

∫
RN

γi|zλm
ε (x − am)|p∗(s)

|x − ai|s

� γm +

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

εs

( m−1∑
i=1

γi

|am − ai|s
+ o(1)

) ∫
RN

|zλm
1 (x)|p∗(s), λm < λ∗∗,

(θ(λm))p∗(s)εs|ln ε|
( m−1∑

i=1

γi

|am − ai|s
+ o(1)

)
, λm = λ∗∗,

(θ(λm))p∗(s)(δλm,s)εp∗(s)βλm

( m−1∑
i=1

γi

|am − ai|p∗(s)βλm
+ o(1)

)
, λm > λ∗∗.

If l � 1, then it follows that

∫
RN

l∑
j=1

µj |zλm
ε (x − am)|p∗(s)

|x − bj |s

=
l∑

j=1

∫
RN

µj |zλm
ε (x)|p∗(s)

|x + am − bj |s
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�

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

εs

∫
RN

|zλm
1 (x)|p∗(s)

( l∑
j=1

µj

|am − bj |s
+ o(1)

)
, λm < λ∗∗,

(θ(λm))p∗(s)εs|ln ε|
( l∑

j=1

µj

|am − bj |s
+ o(1)

)
, λm = λ∗∗,

(θ(λm))p∗(s)(δλm,s)εp∗(s)βλm

( l∑
j=1

µj

|am − bj |p∗(s)βλm
+ o(1)

)
, λm > λ∗∗.

As in Lemma 3.1, for N > p + (p − 1)s we have

λm < λ∗ ⇐⇒ b(λm) >
1
p
(N − p + s) ⇐⇒ pβλm

> s,

λm = λ∗ ⇐⇒ b(λm) =
1
p
(N − p + s) ⇐⇒ pβλm = s,

λm > λ∗ ⇐⇒ b(λm) <
1
p
(N − p + s) ⇐⇒ pβλm

< s.

For 0 < s < p and N > p2, since b(λ∗) = N/p, b(λ∗) = (N − p + s)/p and b(λ∗∗) =
N/p∗(s), from the facts that b(λ) is strictly decreasing on the interval (δ, +∞) and
b(λ∗) > b(λ∗) > b(λ∗∗), we see that 0 < λ∗ < λ∗ < λ∗∗ < λ̄.

Suppose that m � k0 + 1, m + l � 2, 0 < λm < λ∗ and 0 < s < p. Then

A �
∫

RN

(
|∇zλm

ε (x − am)|p −
k∑

i=1

λi
|zλm

ε (x − am)|p
|x − ai|p

)

×
( ∫

RN

m∑
i=1

γi|zλm
ε (x − am)|p∗(s)

|x − ai|s
+

∫
RN

l∑
j=1

µj |zλm
ε (x − am)|p∗(s)

|x − bj |s

)−p/p∗(s)

� (S(λm) + Cεp)(γm + Cεs)−p/p∗(s)

� (S(λm) + Cεp)(γp/p∗(s)
m + Cεs)−1

< γ−p/p∗(s)
m S(λm).

If m � k0 + 1, m + l � 2 and λm = λ∗, for ε > 0 small we have

A � (S(λm) + Cεp|ln ε|)(γp/p∗(s)
m + Cεs)−1 < γ−p/p∗(s)

m S(λm).

If m + l � 2 and λ∗ < λm < λ∗, then pβλm > s and λm < λ∗∗. As ε → 0 we deduce

A � (S(λm) + Cεpβλm )(γp/p∗(s)
m + Cεs)−1 < γ−p/p∗(s)

m S(λm).

(iii) If λ∗ � λm < λ̄ and Λm > 0, for ε > 0 small we have

A < γ−p/p∗(s)
m S(λm).

The proof of this lemma is complete. �
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Lemma 4.2. Suppose that N > max{p2, p+1}, (H1)–(H3) hold and the constant Θ1

is defined as in (1.17). Assume that one of the following conditions is satisfied:

(i) k � 0, m � 0, l � 1, m + l � 2;

(ii) k � 1, m = 0, l = 1 and Θ1 > 0.

Then A < µ
−p/p∗(s)
l S(0).

Proof. Consider the function

z0
ε(x) = ε−δUp,0

(
|x|
ε

)( ∫
RN

|Up,0(|x|)|p∗(s)

|x|s

)−1/p∗(s)

,

where Up,0 is the function defined in (1.10). Suppose k � 1. Arguing as in Lemmas 3.1
and 4.1, as ε → 0 it follows that

∫
RN

(
|∇z0

ε(x − bl)|p −
k∑

i=1

λi
|z0

ε(x − bl)|p
|x − ai|p

)
=

∫
RN

(
|∇z0

ε(x)|p −
k∑

i=1

λi
|z0

ε(x)|p
|x + bl − ai|p

)

= S(0) −
k∑

i=1

λi

∫
RN

|z0
ε(x)|p

|x + bl − ai|p

= S(0) − εp(Θl + o(1))
∫

RN

|z0
1(x)|p,

where the integral ∫
RN

|z0
1(x)|p

converges under the assumption N > p2.
On the other hand, if l � 2 and m � 1, we have

∫
RN

l∑
j=1

µj |z0
ε(x − bl)|p

∗(s)

|x − bj |s
=

∫
RN

µl|z0
ε(x − bl)|p

∗(s)

|x − bl|s
+

l−1∑
j=1

∫
RN

µj |z0
ε(x − bl)|p

∗(s)

|x − bj |s

=
∫

RN

µl|z0
ε(x)|p∗(s)

|x|s +
l−1∑
j=1

∫
RN

µj |z0
ε(x)|p∗(s)

|x + bl − bj |s

= µl + εs

( l−1∑
j=1

µj

|bl − bj |s
+ o(1)

) ∫
RN

|z0
1(x)|p∗(s),

∫
RN

m∑
i=1

γi|z0
ε(x − bl)|p

∗(s)

|x − ai|s
= εs

( m∑
i=1

γi

|bl − ai|s
+ o(1)

) ∫
RN

|z0
1(x)|p∗(s),

where the integral ∫
RN

|z0
1(x)|p∗(s)

converges under the assumption N > p2.
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(i) For ε > 0 small we have

A �
∫

RN

(
|∇z0

ε(x − bl)|p −
k∑

i=1

λi
|z0

ε(x − bl)|p
|x − ai|p

)

×
( ∫

RN

m∑
i=1

γi|z0
ε(x − bl)|p

∗(s)

|x − ai|s
+

∫
RN

l∑
j=1

µj |z0
ε(x − bl)|p

∗(s)

|x − bj |s

)−p/p∗(s)

� (S(0) + Cεp)(µl + Cεs)−p/p∗(s)

� (S(0) + Cεp)(µp/p∗(s)
l + Cεs)−1

< µ
−p/p∗(s)
l S(0).

(ii) In this case, arguing as above we deduce that

A �
∫

RN

(
|∇z0

ε(x − b1)|p −
k∑

i=1

λi
|z0

ε(x − b1)|p
|x − ai|p

)( ∫
RN

µ1|z0
ε(x − b1)|p

∗(s)

|x − b1|s

)−p/p∗(s)

� µ
−p/p∗(s)
1 (S(0) − Cεp(Θ1 + o(1)))

< µ
−p/p∗(s)
1 S(0).

Thus, the proof of this lemma is complete. �

Proof of Theorem 1.1. Let {un} ⊂ D1,p(RN ) be a minimizing sequence for the best
constant A. By the homogeneity of the quotient (1.12) we can assume that

m∑
i=1

∫
RN

γi|un|p∗(s)

|x − ai|s
+

l∑
j=1

∫
RN

µj |un|p∗(s)

|x − bj |s
= 1.

From Ekeland’s variational principle we can assume that the sequence has the Palais–
Smale property:

o(‖v‖) =
∫

RN

|∇un|p−2∇un∇v −
k∑

i=1

∫
RN

λi|un|p−2unv

|x − ai|p

− A

( m∑
i=1

∫
RN

γi|un|p∗(s)−2unv

|x − ai|s
+

l∑
j=1

∫
RN

µj |un|p∗(s)−2unv

|x − bj |s

)

holds for all v ∈ D1,p(RN ). Consequently,

J ′(un) → 0, J(un) →
(

1
p

− 1
p∗(s)

)
A.

From the assumptions (H1)–(H5) and by Lemmas 4.1 and 4.2 we have

A < B∗ = min
{

γ−p/p∗(s)
m S(λm), µ−p/p∗(s)

l S(0),
( m∑

i=1

γi +
l∑

j=1

µj

)−p/p∗(s)

S

( k∑
i=1

λi

)}
.
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Consequently,
A < A−p/(p∗(s)−p)(B∗)p∗(s)/(p∗(s)−p).

By Lemma 2.2 we conclude that {un} has a subsequence converging strongly to some
u0 ∈ H. Furthermore,

J(u0) =
(

1
p

− 1
p∗(s)

)
A.

Thus, u0 achieves the infimum in (1.12). From the fact that J(u0) = J(|u0|), it follows
that |u0| is also a minimizer in (1.12) and therefore v0 = A1/(p∗(s)−p)|u0| is a non-negative
solution of problem (1.1). By the maximum principle [20], we have that v0 > 0 in
R

N \ {a1, a2, . . . , ak, b1, b2, . . . , bl}.
The proof of Theorem 1.1 is complete. �

Proof of Theorem 1.2. According to Lemmas 2.2, 2.6 and 4.1, the proof is similar
to that of Theorem 1.1. We omit the details. �

Proof of Theorems 1.3 and 1.4. From Lemmas 2.2, 2.7 and 4.2 and arguing as in
the proof of Theorem 1.1, the desired result follows. �
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