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Baer rings are rings in which the left (right) annihilator of each subset is generated by an idempotent [6]. Closely related to Baer rings are left P.P.-rings; these are rings in which each principal left ideal is projective, or equivalently, rings in which the left annihilator of each element is generated by an idempotent. Both Baer and P.P.-rings have been extensively studied (e.g. [2], [1], [3], [7]) and it is known that both of these properties are not stable relative to the formation of polynomial rings [5]. However we will show that if a ring $R$ has no nonzero nilpotent elements then $R[X]$ is a Baer or P.P.-ring if and only if $R$ is a Baer or P.P.-ring. This generalizes a result of S. Jøndrup [5] who proved stability for commutative P.P.-rings via localizations - a technique which is, of course, not available to us. We also consider the converse to the well-known result that the center of a Baer ring is a Baer ring [6] and show that if $R$ has no nonzero nilpotent elements, satisfies a polynomial identity and has a Baer ring as center, then $R$ must be a Baer ring. We include examples to illustrate that all the hypotheses are needed.

We will assume throughout that rings have a unit. For convenience we call a ring reduced if it has no nonzero nilpotent elements. In a reduced ring $R$ left and right annihilators coincide for any subset $U$ of $R$, hence we let $\operatorname{ann}_{R}(U)=l(U)$ $=r(U)=\{a \in R \mid a U=0\}$.

The key lemma is the following characterization of zero divisors in $R[X]$ when $R$ is a reduced ring.

Lemma 1. Let $R$ be a reduced ring and $f, g \in R[X]$ with $f=\sum_{i=0}^{n} a_{i} X^{i}$, $g=\sum_{i=0}^{m} b_{i} X^{i}$. Then $f g=0$ if and only if $a_{i} b_{j}=0$ for all $0 \leqq i \leqq n$, $0 \leqq j \leqq m$.

Proof. Suppose that $f g=0$; we can assume that $n=m$. We then have equations: $a_{0} b_{0}=0 ; a_{1} b_{0}+a_{0} b_{1}=0 ; \cdots ; a_{n} b_{0}+\cdots+a_{0} b_{n}=0$. Since $R$ is reduced $a_{0} b_{0}=0$ if and only if $b_{0} a_{0}=0$. Hence left multiplying the second of these equations by $b_{0}$ yields $b_{0} a_{1} b_{0}=0$ hence $\left(a_{1} b_{0}\right)^{2}=0$ and so $a_{1} b_{0}=0$. Similarly we get $a_{i} b_{0}=0$ for all $1 \leqq i \leqq n$. Thus the original equations reduce to: $a_{0} b_{1}=0$;
$a_{1} b_{1}+a_{0} b_{2}=0 ; \cdots ; a_{n-1} b_{1}+\cdots+a_{0} b_{n}=0$. Again using the fact that $a_{0} b_{1}=0$ implies $b_{1} a_{0}=0$ we conclude from the second equation that $a_{1} b_{1}=0$ and then similarly that $a_{i} b_{1}=0$ for all $1 \leqq i \leqq n$. Repetition yields $a_{i} b_{j}=0$ for all $1 \leqq i \leqq n, 1 \leqq j \leqq n$ as desired. The converse is clear.

As consequences we have
Corollary 1. If $R$ is a reduced ring and $f \in R[X]$ such that $f^{2}=f$ then $f \in R$.
Proof. Let $f=\sum_{i=0}^{n} a_{i} X^{i}$ so that $1-f=\left(1-a_{0}\right)+\sum_{i=1}^{n} a_{i} X^{i}$. From $f^{2}=f$ we get $a_{0}\left(1-a_{0}\right)=0$ and $a_{i}^{2}=0$ for all $i \geqq 1$. Hence $a_{i}=0$ for all $i \geqq 1$ and $f=a_{0}=a_{0}^{2} \in R$.

If $f \in R[X]$ of degree $n$ and $f=\sum_{i=0}^{n} a_{i} X^{i}$ let $S_{f}=\left\{a_{0}, a_{1}, \cdots, a_{n}\right\}$.
Corollary 2. Let $R$ be a reduced ring and $U \subseteq R[X]$. If $T=U_{f=U} S_{f}$ then $\operatorname{ann}_{R[X]}(U)=\operatorname{ann}_{R}(T)[X]$.

Proof. If $g=\sum_{i=0}^{m} b_{i} X^{i} \in R[X]$ and $g U=0$ then $g f=0$ for all $f \in U$ and hence for $0 \leqq i \leqq m, b_{i} \in \operatorname{ann}_{R}(T)$ by Lemma 1 . The opposite inclusion is clear.

Theorem A. Let $R$ be a reduced ring. Then $R[X]$ is a P.P.ring if and only if $R$ is a P.P.-ring.

Proof. If $R[X]$ is a P.P.-ring and $a \in R$ then $\operatorname{ann}_{R}(a)=R \cap \operatorname{ann}_{R[X]}(a)$ $=R \cap R[X] e$ with $e^{2}=e$. By Corollary $1, e \in R$ and thus $R \cap R[X] e=R e$. Now assume $R$ is a P.P.-ring. First note that if $a, b \in R$ with ann ${ }_{R}(a)=R e_{1}$, $\operatorname{ann}_{\mathrm{R}}(b)=R e_{2}$ where $e_{1}^{2}=e_{1}, e_{2}^{2}=e_{2}$ then if $e=e_{1}+e_{2}-e_{1} e_{2}$ we have $e^{2}=e$ because idempotents of $R$ are central and $\operatorname{ann}_{R}(\{a, b\})=R e$. Thus for any finite subset $U \subseteq R$, $\operatorname{ann}_{R}(U)=R e$ for some idempotent $e \in R$. If $f \in R[X]$ then by Corollary 2, $\operatorname{ann}_{R[X]}(f)=\operatorname{ann}_{R}\left(S_{f}\right)[X]=\operatorname{Re}[X]=R[X] e$ with $e^{2}=e$, as $S_{f}$ is finite. Thus $R[X]$ is a P.P.-ring.

Similarly one can establish
Theorem B. Let $R$ be a reduced ring. Then $R[X]$ is a Baer ring if and only if $R$ is a Baer ring.

Let $R$ be the ring of all $2 \times 2$ matrices over the integers. Then $R$ is a Baer ring [6] but $R[X]$ is not Baer since it is not P.P. because the left annihilator of $\left[\begin{array}{ll}2 & 0 \\ X & 0\end{array}\right]$ is not generated by an idempotent. This example is given in [5] and is due to P. M. Cohn. Note also that the center of $R[X]$ is a Baer ring thus a ring with center a Baer ring need not be a Baer ring. This example is not a reduced ring, thus one might conjecture that if $R$ is reduced and its center is a Baer ring then $R$ is a Baer ring. However this is not the case and here is a counterexample. Let $K$ be a field, $X, Y, Z$ indeterminates and take $R=K[X, Y, Z]$ subject to $X Y=X Z$ $=Z X=Y X=0$ and $Y Z \neq Z Y$. Then $R$ is a reduced ring with center $K[X]$ and $K[X]$ is a Baer ring. Also ann $(Y)=R X=K[X] X$ and so ann $(Y)$ contains no
nonzero idempotents. If we assume in addition that $R$ satisfies a polynomial identity then the conjecture is true. In order to establish this we record a result on reduced rings with a polynomial identity which is of independent interest. We recall that a ring $R$ satisfies a polynomial identity if there is a polynomial $p\left(X_{1}, \cdots, X_{n}\right)$ in non-commuting indeterminates with coefficients from the centroid of $R$ such that $p\left(a_{1}, \cdots, a_{n}\right)=0$ for all choices $a_{1}, \cdots, a_{n}$ of elements from $R$. Since we are dealing with reduced rings with 1 , the coefficients come from the center of $R$; see [4].

Theorem C. Let $R$ be a reduced ring satisfying a polynomial identity. Then each nonzero left (right) ideal of $R$ contains a nonzero two-sided ideal of $R$.

Proof. If $I$ is a nonzero left ideal of $R$ choose $0 \neq a \in I$ so that $R a$ satisfies a multilinear identity $p\left(X_{1}, \cdots, X_{k}\right)$ of minimal degree among left ideals $R b \subseteq I$ with $b \neq 0$. Write

$$
p\left(X_{1}, \cdots, X_{k}\right)=p_{1}\left(X_{2}, \cdots, X_{k}\right) X_{1}+p_{2}\left(X_{1}, \cdots, X_{k}\right)
$$

where the monomials occurring in $p_{2}$ do not end with $X_{1}$. Since $a^{2} \neq 0$ there exist $u_{2} a^{2}, \cdots, u_{k} a^{2}$ in $R a^{2}$ so that $d=p_{1}\left(u_{2} a^{2}, \cdots, u_{k} a^{2}\right) \neq 0$. Letting $X_{1}=r a$ for any $r \in R$, we get $0=p\left(r a, u_{2} a^{2}, \cdots, u_{k} a^{2}\right)=d r a+s a^{2}$ for some $s \in R$ and so $d r+\operatorname{sa} \in \operatorname{ann}(a)$. Hence $d R \subseteq R a+\operatorname{ann}(a)$ and thus $a d R \subseteq a R a \subseteq I$. Moreover $a d R \neq 0$ since $d \in R a^{2}$ and $R a^{2} \cap \operatorname{ann}\left(a^{2}\right)=0$. Thus $R(a d) R$ is a nonzero ideal of $R$ lying in $I$.

As a consequence of Theorem $C$, we have that if $I$ is a nonzero ideal of a reduced ring with a polynomial identity then summing all two-sided ideals contained in $I$ we get a largest two-sided ideal $I_{0} \subseteq I$, and $I_{0}$ is essential in $I$. Since the singular ideal of a reduced ring is zero [8], it follows that ann $\left(I_{0}\right)=\operatorname{ann}(I)$.

Theorem D. Let $R$ be a reduced ring satisfying a polynomial identity. If the center of $R$ is a Baer ring then $R$ is a Baer ring.

Proof. Let $A=$ center $R, \phi \neq T \subseteq R$ and $I=\sum_{t \in T} R$. Then $\operatorname{ann}_{R}(T)$ $=\operatorname{ann}_{R}(I)=\operatorname{ann}_{R}\left(I_{0}\right)$. Let $B=I_{0} \cap A$; since $A$ is Baer, $\operatorname{ann}_{A}(B)=A e$ for some idempotent $e \in A$. We wish to show that $R e=\operatorname{ann}_{R}(T)$. If et $\neq 0$ for some $t \in T$, then Ret $\subseteq I$. Hence if $0 \neq W$ is an ideal of $R$ contained in Ret then $W \subseteq I_{0}$. By a theorem of Rowen [9], $W \cap A \neq 0$ so if $0 \neq w \in W \cap A_{0}$ then $w=x e t$ and $w \in B$ implies $w^{2}=0$ so $w=0$ a contradiction. It follows that $R e \subseteq \operatorname{ann}_{R}(T)$. If $0 \neq y \in \operatorname{ann}_{R}(T)$ then $R y$ contains a nonzero ideal $U$ of $R$ so again by [9], $U \cap A \neq 0$. Thus

$$
0 \neq x y \in A \cap \operatorname{ann}_{R}(T)=\operatorname{ann}_{A}(B)
$$

so $x y=x y e$. Thus $R e$ is essential in $\operatorname{ann}_{R}(T)$. Since $\operatorname{ann}_{R}(T)=R e \oplus\left[\operatorname{ann}_{R}(T)\right.$ $\cap R(1-e)]$ it follows that $R e=\operatorname{ann}_{R}(T)$ as desired.
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