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Abstract
Although efficiency is a core concept in health economics, its impact on health care practice still is modest.
Despite an increased pressure on resource allocation, a widespread use of low-value care is identified.
Nonetheless, disinvestments are rare. Why is this so? This is the key question of this paper: why are
disinvestments not more prevalent and improving the efficiency of the health care system, given their
sound foundation in health economics, their morally important rationale, the significant evidence for a
long list of low-value care and available alternatives? Although several external barriers to disinvestments
have been identified, this paper looks inside us for mental mechanisms that hamper rational assessment,
implementation, use and disinvestment of health technologies. Critically identifying and assessing internal
inclinations, such as cognitive biases, affective biases and imperatives, is the first step toward a more rational
handling of health technologies. In order to provide accountable and efficient care we must engage in the quest
against the figments of our minds; to disinvest in low-value care in order to provide high-value health care.
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1. Introduction
Efficiency is a core concept in health economics. However, this is not pervasive in practice. For
example, health economists are accused of focusing on adoption rather than efficiency when
assessing health technologies (Scotland and Bryan, 2017). The lack of efficiency is expressed
by an increased focus on low-value health services (Parkinson et al., 2015; Brownlee et al.,
2017; Elshaug et al., 2017; Glasziou et al., 2017; Saini et al., 2017a, 2017b; Malik et al., 2018).
Recommendations from NICE (Do-not-do list), Choosing Wisely and from Australia (Elshaug
et al., 2012) together identify 1350 specific low-value technologies in use (Soril et al., 2018). A
series of drivers of poor medical care have been identified (Hollingworth and Chamberlain,
2011; Elshaug et al., 2012; Niven et al., 2015; Scott and Duckett, 2015; Saini et al., 2017a,
2017b) and solutions are suggested (Ibargoyen-Roteta et al., 2010; Garner and Littlejohns,
2011; Schmidt, 2012; Levinson et al., 2015; Pathirana et al., 2017; Scotland and Bryan, 2017;
Soril et al., 2017; Harris et al., 2017a, 2017b).

In particular, disinvestments have been strongly encouraged in order to reduce low-value care
and increase efficiency (Ruano-Ravina et al., 2007; Hollingworth and Chamberlain, 2011; Elshaug
et al., 2012; Gliwa and Pearson, 2014; Schwartz et al., 2014; Selby et al., 2015; Gapanenko et al.,
2017; Iacobucci, 2018; Prusaczyk et al., 2020).

Although assessment supports decisions about adopting technologies, disinvestment decisions
require that technologies already in the system undergo reassessment (or assessment if they were
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not initially subject to an assessment). However, reassessments are rarely reported compared to
assessment of new technologies (Soril et al., 2018) and very few results from disinvestments are
documented (Polisena et al., 2013; Scott and Elshaug, 2013; Alderwick et al., 2015;
Coronini-Cronberg et al., 2015; de Vries et al., 2016; Harris et al., 2017a, 2017b). Why is this
so? This is the key question this paper seeks to address. Although there may be many rational expla-
nations for why reassessments and disinvestments are so rarely reported, this paper addresses some
of the less rational mechanisms and barriers. A wide range of barriers (and facilitators/enablers) for
disinvestments have been identified (Solomons and Spross, 2011; Henshall et al., 2012; van
Bodegom-Vos et al., 2017; Harris et al., 2017a, 2017b; Sauro et al., 2019). However, these are mainly
rational or system-level phenomena, such as lack of guidelines, lack of evidence or competency and
lack of support (Harris et al., 2017a, 2017b). Even if we address all such barriers, there are still some
crucial less rational obstacles that effectively can obstruct efficiency in health care, such as affective
biases, cognitive biases and imperatives of our imaginations.

Accordingly, this paper will investigate whether there are, strong, ‘internal’ and not fully recog-
nized mechanisms behind the continued use of low-value care. The overall goal is to bring health
economics, health technology assessment (HTA), and health policy making consistent with its
principles. Hence, although several studies have provided external (system-level) explanations,
this study will contribute by looking inside us at cognitive biases, affective biases and imperatives.
The goal with revealing the figments of our mind that undermine or hamper reassessment and
disinvestment is to increase our attention and direct our actions toward more effective measures
to fight the lack of efficiency.

Before analyzing the mechanisms of our mind that hamper disinvestment, let us start with clari-
fying what is meant by mechanism and disinvestment, the relationship between reassessment and
disinvestment and the relationship between the micro-level mechanisms and macro-level decisions.

2. Initial clarifications
In this paper, the term ‘mechanism’ is used as a generic term for a wide range of dispositions,
inclinations, biases, tendencies, imperatives and forces that hampers disinvestment.

Disinvestment is defined as ‘withdrawing health resources from any existing health care prac-
tices, procedures, technologies or pharmaceuticals that are deemed to deliver little or no health
gain for their cost, and thus do not represent efficient health resource allocation’ (Elshaug
et al., 2008) and as activities that ‘remove a TCP [technology and clinical practice] that is unsafe
or ineffective, restrict a TCP to more appropriate patient groups, or replace a TCP with an equally
safe and effective but more cost-effective option’ (Harris et al., 2017a, 2017b). The ‘withdrawal of
health resources’ is frequently considered to be negative (despite the fact that what is withdrawn is
of little, no, or even negative value). Moreover, the prefix (dis) means ‘apart’, ‘under’, ‘away’ or
‘negative’. Hence, there is a negative connotation related disinvestment.

Disinvestment of low-value care is in accordance with basic principles of efficient use of health
resources (Scotland and Bryan, 2017). In principle, reassessments and disinvestments can have
positive or neutral connotations, for example when identifying scope creep and appropriateness
of care (distinguishing high-value and underused procedures from low-value or overused proce-
dures). Nonetheless, the concept tends to be associated with reduction, removal or withdrawal,
therefore obtains a negative nuance. Hence, the conception of disinvestment is itself subject to
the biases to be discussed below.

Many of the mechanisms that hamper disinvestment also are relevant for reassessment.1

Reassessment is also a precondition for identifying low-value care and candidates for

1Reassessment is defined as ‘a structured, evidence-based assessment of the clinical, social, ethical and economic effects of
a technology currently used in the healthcare system to inform optimal use of an existing technology in comparison with its
alternatives’ (Noseworthy and Clement, 2012: 201). Although reassessment can result in increased as well as decreased uptake
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disinvestment. Hence, the mechanisms hampering disinvestment also hinder reassessment.
However, in order to simplify the reading of the text the paper will use the term ‘disinvestment’
and not ‘reassessment and disinvestment’.

Moreover, the following analysis focuses on mechanisms that appear at the level of individuals
and it is not obvious that such mechanisms have system-level effects. However, there are at least
three reasons why individual-level mechanisms have system-level effects. First, even micro- and
meso-level mechanisms have macro-level implications, not least in terms of alternative costs.
Second, many of the described mechanisms are relevant for individuals involved in disinvestment
deliberation, including health policy makers. Third, disinvestment decisions have to be performed
at the practical (meso- and micro-) level where the effects are most noticeable. Rational and
unbiased disinvestment decisions at the macro level will have no real-world effect if they do
not take the micro-level effects into account. Moreover, a more detailed analysis of the levels
that the various mechanisms work is provided in Hofmann (2020) and the levels are indicated
in Table 1.

3. Mechanisms that hamper disinvestment
There are many ways to classify or group the various inclinations that will be discussed in the
following. As the writings of Kahneman and Tversky have been so influential, their (system 1)
framework will be applied to describe cognitive biases and affective/emotional biases
(Kahneman et al., 1982). However, as some of the mechanisms that will be discussed appear
to fit well neither with system 1 nor system 2, the concept of ‘imperative’ discussed by Mazarr
will be applied (Mazarr, 2016). An imperative is defined as a ‘specific form of nonconsequentialist
judgments [which] involves following, without much analysis or rigorous thought, an intensely
felt requirement or obligation that creates a sense that the [agent] ‘must’ take some action’
(Mazarr, 2016). As biases and imperatives may need different analytical and practical approaches,
it makes sense to try to differentiate between them.

Table 1 gives an overview of the groups and specific biases identified in this study.

3.1 Cognitive biases

The Status Quo Bias is described as a cognitive bias with an irrational preference for one option
only because it preserves the current state of affairs (Kahneman and Tversky, 2013). This links to
what has been called aversion to change (conservativism) making people avoid change (Saposnik
et al., 2016). Hence, as far as disinvestments imply changes, they can make people skeptical or
resentful.

Another bias is found in our tendency to understand risks and benefits in very unbalanced
ways (Slovic and Peters, 2006; Slovic, 2016). The risks of low-value technologies may be under-
estimated while the benefits may be overestimated, making disinvestment seem counterintuitive
or unnecessary. Hence, when we assess technologies we may not always understand and assess
them in an unengaged way (Gigerenzer, 2015).

Another well-known bias is the ‘endowment effect’ according to which we tend to overvalue
what we already have got compared to alternatives. In economic terms: ‘the fact that people often
demand much more to give up an object than they would be willing to pay to acquire it’
(Kahneman et al., 1991). Hence, the technology that we have assessed and implemented, been
trained to use, become familiar with, and which partly constitutes our professional identity,
tends to be valued higher than other technologies; even if evidence shows that the alternative

and use of a given health technology, and despite the fact that this has been repeatedly emphasized by experts in the field
(Noseworthy and Clement, 2012: 201–202; MacKean et al., 2013), there seems to be a strong presumption that reassessment
is related to reduced use, removal, rationing and decommissioning (Noseworthy and Clement, 2012: 201–202; Soril et al.,
2017). Hence, reassessment also has a connotation of negative psychological value – of taking away.
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Table 1. Overview of various mechanisms undermining reassessment and disinvestment

Type of
mechanism Mechanism (bias/imperative) Short description Level

Cognitive biases Status quo bias/aversion to change ‘What we have is better than what we will get’ All

Risk perception bias Underestimating risk and overestimating benefits Micro, meso

Positive feedback loops Technology use is self-reinforcing All

Anchoring effect What you have sets the standard/reference All

Framing effect We decide on options based on the way they are presented (e.g. with positive or
negative connotations)

All

Information bias Bias due to misclassification Micro, macro

The endowment effect Overvaluing what we have, tendency to retain an object All

Loss aversion effect Disliking to reduce or loose things or services All

Aversion to risk and aversion to ambiguity Disliking risk and/or uncertainty All

Better to be safe than sorry, anticipated
decision regret, fear aversion, asymmetry

Acting out of fear for the consequences of not doing anything.
Fear of doing too little > fear of doing too much

Micro, meso
(mainly)

Affective/
emotional
biases

Rejection dislike Disliking rejecting demands or requests All

Taking away dislike Disliking to take/taking things or services away All

Failure embarrassment, integrity,
self-conception

Disliking to admitting that ineffective services have been provided All

Status and prestige of diseases, specialties
and technologies

Preferring diseases, services or technologies due to their status or prestige Micro, meso
(mainly)

Imperative of action/imperative of possibility,
Roemer’s law

Action is better (and more integrity promoting) than inaction (ut aliquiad fiat).
Because something is possible, it should be implemented. ‘A built bed is a
filled bed’

All

Technological placebo effect Health outcome due to expectations or belief in technology Micro
(primarily)

Status and prestige of diseases, specialties,
and technologies

Preferring diseases, services or technologies due to their status or prestige Micro
(primarily)

(Continued )
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Table 1. (Continued.)

Type of
mechanism

Mechanism (bias/imperative) Short description Level

Imperatives Imperative of progress Progress is a good thing (value) in itself. ‘New is better than old’ All

Imperative of complexity ‘Advanced is better than simple’ All

Imperative of extension ‘More is better than little’ All

Positive feedback loops Technology use is self-reinforcing All

Information imperative of knowledge Knowledge (testing) is better than ignorance Micro
(primarily)

White elephants Technologies acquired to attract or suit specific persons or groups that are not (or
hardly) used

Micro

The boys and toys effect Technologies attractiveness to professionals and patients (‘the cool gadget
effect’)

Micro
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technology is better. The endowment effect relates to ‘rejection dislike’ and ‘failure embarrass-
ment’ (see below).

Certainly, there are other cognitive biases relevant for reassessment and disinvestment such as
the anchoring effect, framing effects and information biases (Saposnik et al., 2016) (see Table 1).
Common to all these (and several other) biases is that they tend to buttress positive views and use
of a given technology, hampering disinvestment.

3.2 Affective biases

In addition to these cognitive biases, other biases are frequently classified as affective, as emo-
tional factors that tend to distort cognition and decision making. One example is the ‘loss aver-
sion’, according to which we feel uncomfortable with losing what we have, or in economic terms
‘the disutility of giving up an object is greater that the utility associated with acquiring it’
(Kahneman et al., 1991). This is exactly what we may fear is happening when we reassess or dis-
invest in (health) technology. By disinvestment, we think we lose something, e.g. because we attri-
bute unreasonable value to what we have. This also relates to the endowment effect (above).

Other related psychological effects are ‘anticipated decision regret’ (Tymstra, 1989) and ‘better
safe than sorry’. For example, the fear of doing too little may be greater than the fear of doing too
much – the fear of ignoring dominates the fear of exaggerating (aversion asymmetry). This effect
may enhance the fear of reducing, taking something away or disinvesting. It is also related to
defensive medicine and what has been called the ‘popularity paradox’ (Raffle and Gray, 2007;
Welch and Black, 2010). ‘Aversion to risk’ and ‘aversion to ambiguity’ (Saposnik et al., 2016)
may also be at play whenever it feels risky to reassess or disinvest. The key point for these
types of biases is an emotional fear of not being sure, doing too little and not being professionally
proficient.

A related bias has been called ‘rejection dislike’ and stems from the fact that no one likes being
rejected or to reject others. The same goes for the emotional distress with taking something away
(taking away dislike). Disinvesting in specific technologies may mean that some services previ-
ously provided may have to be removed. Hence, some patients cannot get what they previously
have been offered, and despite the fact that it is of low value, it feels bad to take it away and
thereby rejecting people (or to lose it). This may therefore explain the resistance to reassessment
and disinvestment.

Correspondingly, no one likes to admit having behaved foolishly. Disinvesting (and sometimes
also reassessing) a technology implies that we have provided patients with low-value care, which
is not compatible with the professional integrity and self-conception of many health professionals
(or policy makers). This may be called the ‘failure embarrassment effect’, and can be one of many
reasons why clinicians, health managers, as well as health decision makers are modestly enthu-
siastic for disinvestment.

Hence, as far as disinvestment is associated with loosing, rejecting, taking away or having
behaved foolishly, we tend to be inclined to avoid such situations. This can help us to explain
our moderate enthusiasm for reassessment and disinvestment, but also how we should avoid
such aspects in order to facilitate reassessment and disinvestment.

3.3 Imperatives

One important imperative is the imperative of possibility (Hofmann, 2002a, 2002b, 2002c):
because something is possible, it ought to be implemented, or as they say in radiology: ‘we
scan because we can’. This is closely related to Roemer’s law: ‘A built bed is a filled bed’
(Shain and Roemer, 1959). The imperative of possibility is related to another imperative,
which expressed by the traditional medical phrase ut aliquid fiat (that something must happen),
i.e. that there is an obligation to act, and that action is better than inaction. Technology is asso-
ciated with actionability and reducing readiness to action can be conceived of as plummeting
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professional stamina. This phenomenon can be connected to the tendency to use technology as a
placebo (Einvik et al., 2002; Saririan and Eisenberg, 2003; Harris, 2016). For example, diagnostic
technology that is developed to detect somatic disease is used to treat mental conditions (anxiety)
or to ascertain health (Hofmann, 2002a, 2002b, 2002c, 2006). This sometimes is called ‘technol-
ogy creep’ (Gelijns and Halm, 1991; Hobson, 2009). As the placebo-effect of technology is high its
overall effect may be considered to be significant even if documented (placebo-controlled) effect
may be small (Howard et al., 2005). This may explain the use of a wide range of low-value care,
including several kinds of surgery (Harris, 2016) and the opposition to disinvestment.

This relates to the imperative of progress (sometimes also called progress bias), according to
which we have a strong cognitive propensity to progress and development (Hofmann, 2019a,
2019b). Initially, one could come to think that experience and belief in progress would promote
change, leaving old technologies obsolete when embracing new ones. However, there tends to be
an accumulative aspect of the imperative of progress. Implicitly, we tend to think that science in
general and medicine in particular progresses by adding new technologies, not by reducing or
removing old ones. Expansion and addition are part and parcel of progress.

Furthermore, the imperative of progress can be connected to technology-related tendencies,
such as strong beliefs in positive outcome of advanced technologies (Anton and Jones, 2017;
Greenhalgh et al., 2017) and what has been described as a technology ‘adoption addiction’
(Scotland and Bryan, 2017) and the ‘denial of the need for disinvestment’ (Bryan et al., 2014).
It can also be related to the tendency to use technology for other purposes than intended without
documentation of outcomes. Again, diagnostic imaging is a good example, where diagnostic tech-
nology is used therapeutically to treat fear and health anxiety, and sometimes to treat mental con-
ditions in physicians (litigation anxiety).

Relatedly, we tend to think that advanced systems and technologies are better than simple
ones, a phenomenon that can be called ‘imperative of complexity’ (sometimes also called ‘com-
plexity bias’). A great number of technologies identified as low-value care are advanced or hi-tech,
and it apparently counters our intuition that these advanced technologies could be ineffective,
inefficient or even harmful. On the contrary, lo-tech or what has been called ‘reverse innovation’
(adapting simple but efficient solutions from low- or middle-income countries) has very little
traction.

Yet, another connected imperative is the imperative of extension (sometimes also called exten-
sion bias). According to the imperative of extension more is better than little (Rank, 2008). This
can be observed in a variety of fields, e.g. ‘more tests are better than few’. Reassessing (with the
prospect of reducing) and disinvesting in technologies certainly breaks with basic intuitions that
more is good.

The imperatives of progress and extension can be observed in the use and management of
medical technologies in everyday clinical practice, for example in what has been called double
(multiple) replacement (Hofmann, 2019a, 2019b): an ultrasound machine is ‘replaced’ because
it ‘provides low quality images’, ‘is dangerous’ or ‘outdated’. However, when the replacement
arrives, the old machine is kept as a reserve. After a while, the discarded machine enters the
daily practice again, for example due to high demand. After some time, it is argued again that
it is ‘provides low quality images,’, ‘is dangerous’ or ‘outdated’ and needs replacement again
(Hofmann, 2002a, 2002b, 2002c). Accordingly, disinvestment counters these types of ingrained
practice partly driven by imperatives.

Furthermore, there are a series of positive cognitive feedback loops in the assessment and
handling of medical technologies. For example, increasing the accuracy of diagnostic tests may
lead to the detection of milder cases, and treating milder cases will increase the success rate
(Black and Welch, 1993; Hofmann, 2006; Welch et al., 2011). Any measures that counter this
experience of success appear counterintuitive, ‘irrational’, and regressive.

Diseases and technologies are also well known to have different status and prestige. In particu-
lar, diseases and specialties where advanced technology is applied have higher prestige than those
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where such technologies are not applied (Album and Westin, 2008; Album et al., 2017). This may
be because technology is related to innovation, progress, action, control and optimism
(Fredriksen, 2006; Haas et al., 2012; Greenhalgh, 2013; Strand et al., 2016). This in turn may
spur certain obligations (imperatives) to contribute to the progress of the field.

One imperative that also can counter disinvestment is what has been called the imperative of
knowledge. In the field of diagnostics this is expressed as ‘to know is better than not to know’
despite the fact that many diagnostic tests have many false positives, incidental findings and over-
diagnosis, so that the risks outrun the benefits. Nonetheless, we want to know, and tend to think
that early detection is better than late (Hofmann and Skolbekken, 2017).

Another example is what has been called ‘white elephants’,2 i.e. technologies that are acquired
in order to attract skillful professionals, to keep individual professionals satisfied or to entice
patients, but where the technology may not add value (or be of low value) to patients’ outcomes
(Hofmann, 1998).

This relates to what has been called the ‘boys and toys effect’ where technologies, such as sur-
gery robots, have been implemented not because of their effectiveness or efficiency, but because of
their attractiveness to professionals and patients (Abrishami et al., 2014). The extensive use of
Swan-Ganz catheters may be another example (Chatterjee, 2009). This mechanism can be related
to the fact that the requirements for documented effectiveness and efficiency has been different
for devices than for drugs (Wilmshurst, 2011).

Hence, we may become reluctant to counter such imperatives, e.g. disinvesting and disposing
of technologies that are associated with progress, action, knowledge, control and prestige. Thus,
such tendencies are less immediate than biases (system 1) but less reflective than system 2 think-
ing (being non-consequentialist), and have therefore been classified as imperatives (Mazarr,
2016).

In sum, there are cognitive biases, affective biases and imperatives that undermine or obstruct
efficiency in health care. Table 1 gives an overview of the mechanisms that have been discussed in
this paper and which level it involves.

4. Implications: what do biases and imperatives do?
The identified mechanisms can hamper or undermine disinvestment and thereby efficiency in
health care. They can therefore help to explain why there are so few attempts and negligible out-
comes from disinvestment, despite its excellent rationale, available evidence, accessible frame-
works and available guidance. It also explains why identified low-value care still seems
abundant, despite high pressure on resources and clear requirements of efficiency.

Another implication is skewed or unwarranted priority setting. The identified inclinations, i.e.
the cognitive biases, affective biases and imperatives, represent a kind of implicit rationing result-
ing in effective and efficient technologies not being implemented or applied (due to opportunity
cost) (Hofmann, 2020).

What about distrust and disillusion, frequently following from unaccountable health care?
Does the inefficient health service provision following from biases and imperatives result in dis-
illusion or distrust? No. Inefficient care resulting from lack of disinvestment hardly fosters dis-
trust in care. On the contrary, disinvestment can frustrate health professionals and ‘denying
patients care’ can harm the patient–physician relationship as well as trust in the health care sys-
tem. Accordingly, ordinary self-correcting mechanisms do not work.

One important implication is that HTA bodies, guideline developers and health policy makers
need to take biases and imperatives into account when they develop and apply their strategies to
change health care toward more efficient and just health services provision.

2The term ‘white elephants’ stems from South-East Asia, where white elephants were considered to be holy, and thus nei-
ther could work nor be killed.
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5. What can we do?
How then, should we overcome these barriers to disinvestment as they are internal and irrational
mechanisms and not external system-level barriers (rational or interest-driven)?

The first lesson learnt from the analysis is that many of the mechanisms are hidden and not
acknowledged. Several of the biases are related to the fast and intuitive system 1, which is hard to
access and alter. The best we can do is to engage the more reflective system 2 (Kahneman and
Tversky, 1977; Kahneman and Tversky, 1996; Saposnik et al., 2016). This is slower and more
resource demanding and also explains why many of the system level facilitators may not be
very effective for biases and imperatives.

A first step would be to make explicit the implicit and make covert mechanisms overt.
Engaging professionals in explaining why they provide low-value care and patients why they
demand it can be but one way to do so. In this process, it may be important to inform openly
about why a technology is considered for disinvestment.

Demonstrating the low value compared to relevant alternatives of higher value, can be helpful.
In order to avoid loss aversion, the endowment effect, and other biases it can be fruitful to

explain and underscore the (potential) gain with disinvestment. Estimate and report the oppor-
tunity cost of low-value care and alternative high-value care can thus be helpful.

Moreover, asking specific questions targeting the various mechanisms may be fruitful. For
example, do the fears to doing too little dominate over the fears of doing too much?

Another strategy is to appeal to professional integrity as well to basic ethical principles, such as
non-maleficence. The world-expanding ChoosingWisely campaign is but one example of how
this can work. Moreover, rejecting and removing a technology is only bad if the technology is
of real value to the patient(s). Educating professionals, health managers, policy makers and
patients in critical thinking may be important. Hence, involving them in disinvestment processes
may be wise (Daniels, 2016).

Imperatives as well as professional norms, and values are ingrained and
frequently discussed explicitly. There may be few forums or opportunities to address them.
Hence, to initiate, stimulate and engaging professionals to reflect on their imperatives when
they are deliberating on health technologies may be fruitful. For example, one can ask profes-
sionals to explain how they are addressing the identified imperatives. One can also scrutinize
to what extent the condition, the profession(s), specialty, patient group or the technology has
prestige or symbolic value, which gives it unwarranted attention, use or priority.

Correspondingly, professionals can be engaged in reflection on how they think the mechan-
isms influence their professional integrity and standing, and how they could be adjusted.
Moreover, as professional norms and values are conveyed and formed most efficiently by opinion
leaders, it appears important to target and engage them.

The barriers to disinvestment are oftentimes ingrained behaviors not identified or discussed
openly. Hence, explicitly to address the mechanisms may be revealing and influence attitudes
and behavior.

Figure 1 shows a flowchart that may be useful for the very first step of addressing biases and
imperatives. The next step will be to target and tailor approaches to the disinvestment of specific
technologies. There exists a plethora of frameworks of interventions for behavioral change, all
with their pros and cons (Michie et al., 2011). Gladly, the literature provides theoretical constructs
(Michie et al., 2005) and practical guidance (Michie et al., 2011).

6. Discussion
There are more than 150 biases identified in a number of fields in the literature (Wright and
Bragge, 2017). Even though, not all of these may be relevant for handling health technologies, sev-
eral significant mechanisms have not been mentioned specifically. For example, social pressures
(bandwagoning) frequently studied in human relations may be relevant (Cantarelli et al., 2020).
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The same goes for context errors that are well known from clinical decision making, e.g. when the
physician is not able to see the context of the patient’s condition and makes erroneous diagnostic or
therapeutic judgments (Wright and Bragge, 2017). Other psychological effects may also obstruct
health economics’ objective of efficient care, such as singularity effect and taboo-tradeoffs
(Tinghög and Västfjäll, 2018). Abstract measures of efficiency lose their relevance in the face of
one suffering person or when trading off peoples’ lives against consumption.

However, the point here has not been to provide an exhaustive list of biases, but to attend to
biases where examples indicate that they hamper disinvestment. Correspondingly, the goal has
not been to go into the diverse and detailed debates on the classification and relationship between
human cognitive, conceptual and affective biases (or imperatives), but rather to point to some
mechanisms that appear to be relevant for explaining and handling the apparently irrational
rejection of disinvestment. There may be many ways of classifying the various human inclina-
tions. As indicated earlier, the classification here follows classification in psychology and behav-
ioral economics as that may give some indications of how to address the biases.

Similarly, the mechanisms that have been described can be classified in many ways. For
example, imperatives may be classified, analyzed and explained in a wide range of other ways,
e.g. as inertia (Okonofua et al., 2006; Cooke et al., 2012; Reach et al., 2017; Saposnik and
Montalban, 2018), human deficiencies (Cassell, 1993) or more specific forms of technological
imperatives (Wolf and Berle, 1981; Mandell, 1983; Barger-Lux and Heaney, 1986; Hofmann,
2002a, 2002b, 2002c). Correspondingly, the loss aversion effect here classified as an affective
bias may well be classified as a cognitive bias. This is perfectly fine, as the point has not been
to provide a perfect typology or nomenclature, but to focus on the mechanisms in order to
increase awareness of phenomena that hamper reassessment and justified disinvestment.

As clarified in the Introduction, other barriers and obstacles than those identified and ana-
lyzed here have been identified in the literature, e.g. system-level barriers and that large-scale
changes are required even to make small disinvestments in low-value care (Willson, 2015).

Figure 1. Flowchart of questions with respect to addressing reassessment and disinvestment.
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The reason for this is that low-value care frequently affects large parts of the system (pervasive-
ness), that new or alternative models are different from current ways of thinking and doing
(depth), and that a change has to be spread across geographical boundaries, organizations or dis-
tinct groups of people (size) (Willson, 2015). The focus of this study has been to add to the exist-
ing literature on the external system-level barriers by reviewing internal individual level obstacles.
However, although biases and imperatives are ‘internal’ in actors, they are active in all stake-
holders, and are based on social interaction, i.e. they are intersubjective. Moreover, there are con-
nections between internal and external factors. For instance, industry is benefiting from and
promoting biases, such as the imperative of progress. Moreover, biases and imperatives are related
to interests and drivers. The closer analysis of the connection between the internal biases and
external aspects and agents is the topic for another paper.

It is also worth noting that the health care system may have many other goals than efficiency,
e.g. that individuals are cared for and maintaining trust. This is perfectly fine. This paper has only
presupposed that efficiency is one of the goals warranted by the ethical principle of justice.

Moreover, there are many types of disinvestments (Daniels et al., 2013). To investigate which
type of mechanism is more efficient in undermining specific types of disinvestment is beyond the
scope of this study. This should be considered to be the first step to address the inner barriers to
reassessment and disinvestment. Similarly, disinvestments come in many forms, e.g. in ways that
are not documented or evidence-based. Services are closed and activities terminated. However,
such types of disinvestments have not been the topic of this paper.

Correspondingly, this study is not comprehensive with respect to covering measures to bar or
reduce the mechanisms that hamper warranted disinvestment. Obvious measures such as high-
lighting the positive aspect of (a) gaining knowledge of the benefits of a technology (through
reassessment) and (b) the positive aspects of reducing low-value care in order to promote high-
value care have only been alluded to. Specific suggestions to reduce cognitive biases exist within
special fields, such as decision support to reduce diagnostic errors (Newman-Toker and
Pronovost, 2009; Lee et al., 2013; McDonald et al., 2013) and interventions to improve clinical
reasoning and decision-making skills (Graber et al., 2012). Advice on de-biasing health decisions
in the clinical setting are available (Wilson and Brekke, 1994; Croskerry et al., 2013a, 2013b), and
several of these may be relevant for the health policy context, such as ‘stopping rules’, checklists
and ‘cognitive forcing strategies’. All measures need to be carefully analyzed. Specifically, they
need to be assessed with respect to biases and imperatives. Again, this study is the first step,
pointing to basic measures to address the identified and inherent barriers to disinvestment.

One basic philosophical question emerges from the results of this study: do the biases and
imperatives distorting rational disinvestment promote paternalism or libertarian paternalism
(nudging)? This crucial question is beyond the scope of the current study. First, because it
requires clarification of a series of empirical premises, e.g. how prevalent and intractable biases
and imperatives are. Second, because it is the topic of a study (program) in itself.

Moreover, the study has focused on disinvestment. Other and related concepts could have been
studied as well, such as reduced use, removal, decommissioning, withdrawal and rejection of
technology as well as obsolete, outmoded or superseded technologies. The relationship between
these and disinvestment are certainly of great interest, but beyond the scope of this study.
As pointed out in the Introduction, most of the mechanisms discussed for disinvestment are
relevant for reassessment. A more detailed analysis of the relevance of the various types of biases
and imperatives would be a next step in the study of internal factors hampering efficient health
care.

Another important issue that is not covered here is the fact that the mechanisms can be placed
within specific theoretical frameworks. For example, many of the mechanisms can be elaborated
from conceptual-metaphorical theory (Lakoff and Johnson, 1999), which may have implications
on how we may address them. Again, theoretical framing is beyond the scope of this study, des-
pite being interesting and important.
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The preliminary measures are not to replace other suggestions for increasing efficiency
(Ibargoyen-Roteta et al., 2010; Garner and Littlejohns, 2011; Schmidt, 2012; Levinson et al.,
2015; Pathirana et al., 2017; Soril et al., 2017; Harris et al., 2017a, 2017b) but rather to supplement
and enhance the effectiveness of already existing suggestions.

7. The Mae West Hypothesis
This study has identified three classes of mechanisms that undermine or hamper disinvestment
and reassessment: cognitive biases, affective biases and imperatives. The flowchart provides ques-
tions to ask and specific actions. The overall goal is to bring technology management on par with
basic principles in health economics and in health care in general and to contribute to a more
rational handling of technology in health care. At present, we tend to be subject what may be
called ‘the Mae West Hypothesis (MWH)’, i.e. the belief that too much technology is a good
thing. May West allegedly claimed that ‘Too much of a good thing is wonderful’ (Johnson,
1982; Hofmann, 2010). However, with a significant extension of low-value care, the MWH is
false, and given a potentially high opportunity cost of low-value care, it is dangerous.

8. Conclusion
The DIS – in disinvestment (and the RE – in reassessment) enhances the negative connotations
due to internal mechanisms, such as cognitive biases, affective biases and imperatives. They tend
to undermine basic principles in economics and priority setting and, therefore, should be
conquered.

In order to do so, we must shrewdly identify, critically assess and bravely handle the inclina-
tions of our mind. In particular, we must abandon the belief that too much of a good thing is
wonderful. Hence, to provide accountable and efficient care we must engage in the quest against
the figments of our minds. We must reassess and disinvest in order to exchange low-value care
with high-value health care.
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