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Abstract. Line radiation emitted by highly ionized atoms embedded in hot laboratory plasmas can be 
utilized to obtain coUisional rate coefficients for excitation and ionization. After a discussion of the 
principles underlying these measurements, the plasma device mostly used is explained briefly as are the 
various experimental techniques. All experimental results obtained so far are finally discussed and 
compared with theoretical calculations where possible. 

1. Introduction 

Hot plasmas nowadays available in various laboratory devices offer a unique oppor­
tunity of obtaining coUisional rate coefficients for highly ionized atoms. Standard 
cross-beam techniques usually fail here, since the cross-sections not only decrease 
rapidly with increasing charge, but since it is also still rather difficult to obtain suit­
able high-current ion beams. The general principle of the measurements is the follow­
ing: the atoms of interest are introduced into a well-diagnosed plasma, and the 
time history, the absolute intensity and the width of properly chosen lines emitted 
by the desired ions are interpreted then in terms of proper rate coefficients. One 
could consider these measurements somehow as inferior, since they do not yield 
the cross-sections and their detailed structure; however, for most practical appli­
cations in the laboratory as well as for the analysis of astrophysical plasmas, (Gabriel 
and Jordan, 1972; Griem, 1964; Elton, 1970; McWhirter, 1965), it is indeed the rate 
coefficient <eri;> which is needed, i.e., the cross-section times the velocity averaged 
over the velocity distribution function. Although one usually assumes a Maxwellian 
velocity distribution for the colliding particles, in most cases electrons, this is not re­
quired necessarily for the measurements described in the following, since one also 
obtains this distribution function for the electrons directly from the spectrum of 
laser light scattered by the plasma. 

The following discussions will be restricted to the techniques outlined above. 
For reviews of the electron beam methods, the reader is referred to Kieffer and 
Dunn (1966), Harrison (1968), Heddle and Keesing (1968) and Moiseiwitsch and 
Smith (1968). 

2. Principle of the Measurements 

The principle of these measurements is rather straightforward. In general, the total 
emission coefficient of an optically thin spectral line arising from spontaneous 
transitions between bound levels p and q of an ion is given, per unit volume, per 
steradian and as a function of time t, by 
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hv , s , ^ W 
-A(p->q)N(p,t) 3 : 

471 cm sr 
;(p^q,t) = --_A(p->q)N(p,t)_ 3 _, (1) 

where hv is the energy of the emitted photons in Joules, A is the atomic transition 
probability and N(p, t) is the population density of the upper level. It is important 
to keep in mind that the only quantity obtained from any measurement of the emis­
sion coefficient is this population density N(p, t) of the ions in the upper level p 
(assuming of course, that A is known). Any further deduction of specific rate coeffi­
cients depends solely on the possibility of connecting N(p, t) with the population 
densities of strongly populated states through appropriate models. High density 
plasmas are of no use here, because the excited state populations are governed by 
collisional processes between each other, which is sufficient for establishing a thermo­
dynamic equilibrium population distribution between them. At low electron densities, 
on the other hand, a coronal model holds, i.e., the steady-state population of an 
excited level is determined by a balance between the sum of collisional transitions 
into that state and the sum of all radiative decay rates. For further considerations 
we assume that besides the ground state (g) only one excited level (m) is strongly 
populated [(m) will quite often be a metastable level]. Equation (1) can then be written: 

hv A(p—>q) 
e(p^q,t) = - yF HJ- N(t)[N(g,t)X(g^p) + 

An ^ A(p->r) 
r<p 

+ N{m,t)X{m^p)~\, (2) 

where N(t) is the electron density, N(g, t) and N(m, t) are the population densities 
of the levels (g) and (m), and the X's are the respective collisional rate coefficients 
from these levels to the level p. The rate coefficients are, of course, implicitly also a 
function of time via a varying electron temperature. If we define k as the ratio of 
impurity ions of one species relative to the electron density (obtained from the ratio 
of the initial filling pressures in the discharge) a n d / ( / ) as the fraction of impurity 
atoms in the specific ionization stage, we obtain 

N(g,t) + N(m,t)=f(t)kN(t). (3) 

We further introduce the ratio R(t) = N(m,t)/N(g,t) of the two population densities 
and obtain finally 

-X(g^p)+R(t)X(m->p) 

r<p 
R(l)+\ 

(4) 

The average excitation rate coefficient in square brackets above is thus the final 
quantity, which can be deduced from the measured emission coefficient. Even if R is 
known, unique results can thus be expected only in the limits /?-»0 and /?->oo or 
for those cases, where one of the two rate coefficients is negligibly small. 
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Let us consider now the case /?->(). The emission coefficient is then given by 

e(<) = const x N (t)X(t)N(g, t). (5) 

For a constant electron temperature and density the time history of the emission 
coefficient reflects thus exactly the time history of the ground state population. 
Otherwise, the time variation of N and X can readily be corrected for even if the ab­
solute value of X is not known too accurately. Its time dependence should be repre­
sented sufficiently well by the effective Gaunt-factor approximation (Van Rege-
morter, 1962; Seaton, 1962a), at least for the usually small temperature variations 
occurring during the emission of many of the lines in transient plasmas. 

In this model, the concentration Nj of the y'th ionization stage [in our approxi­
mation identical to the population Nj(g, t) of the ground state] is determined by the 
following rate equation: 

= N(Nj_JJ^l - Njlj + NJ+lccJ+1 - NjOCj) + source terms , (6) 

where Ij is the rate coefficient for ionization and a,- that for recombination. While 
in a steady plasma the distribution between two successive ionization stages is deter­
mined by the famous corona relation (Nj+l/Nj = Ij/uj+1), for our investigations 
those transient situations are of importance where a plasma is heated so rapidly that 
its ions are far from their ionization equilibrium. In this case recombination rates 
are usually so small that they can be safely neglected, and the time histories of the 
ions are then solely governed by the ionization rates. The principle of the measure­
ment of ionization rate coefficients is therefore to solve the whole set of coupled rate 
Equations (6) using a computer program. The measured electron density and tem­
perature as well as theoretical rate coefficients having approximately the correct 
temperature dependence are used as input. The theoretical ionization rate coefficients 
are then varied until the calculated time histories agree with the observed ones. 

Equation (6) remains valid if ionization also occurs from excited levels: the products 
NNjIj represent then the sum of the ionization rates from the ground state and all the 
populated excited states. Similarly to the excitation rates, only average ionization 
rate coefficients can be obtained in these cases. 

The determination of excitation rates is not completely independent from the mea­
surement of the ionization rates. According to Equation (4) the fraction/(0 of the 
impurity atoms in the ionization stage of interest has to be known, and at present no 
reliable experimental method exists for its determination. It is obtained, therefore, 
usually also from the solutions of the coupled set of rate Equations (6). Fortunately it 
is found that the fraction f{t) is relatively insensitive to the values adopted for the 
ionization coefficients at the time of the peak concentration. For the higher ionization 
stages one has to check, of course, whether the neglect of recombination is still possible, 
if not, appropriate corrections have to be made. 

The step from Equation (1) to Equation (2) required the assumption of a steady-
state population of the excited level p with respect to the ground state (g) and level (w). 
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This is usually justified in most practical cases, the relaxation time of the excited state 
population density being determined by the radiative decay rate. This time scale is 
much shorter than the time scale for changes in the ground state population due to 
ionization. However, the above assumption may not hold for metastable levels, the 
relaxation times being dominated here by collisional processes (Johnston III and 
Kunze, 1971). 

Besides using the time history and the absolute intensity of spectral lines for mea­
suring collisional rate coefficients, the spectral width of suitably chosen lines may also 
yield such quantities. In the impact approximation to the general theory of line 
broadening by charged particles the half-width of a spectral line (in frequency units) 
can be written as (Baranger, 1958; Griem, 1972) 

w = } N «ffpU> + <cgt>» — interference term, (7) 

where the cross-sections are the total cross-sections for elastic and inelastic scattering 
of electrons on atoms in upper (p) and lower states (q) of the line. The interference 
term is usually small (less than 10%), and the term resulting from scattering on the 
lower states can also be neglected in many cases. The width of the emission line is 
thus essentially determined by the total cross section for scattering of electrons by ions 
in the upper state. For high electron temperatures the inelastic cross- sections dominate 
the elastic ones, the spectral widths thus giving directly the sum of the collisional rate 
coefficients from close-by levels. 

It may seem, at first, somewhat surprising that this possibility of obtaining collisio­
nal rate coefficients has not been used extensively. However, for highly charged ions 
the broadening of suitable spectral lines by electron impacts not only becomes relati­
vely small at the electron densities usually obtained in hot plasma devices, but the 
dominant broadening occurs through Doppler effect caused by the thermal motion of 
the ions. 

Table I summarizes the experimental possibilities. The first two techniques require 
transient plasmas, whereas the last one may also be used on quiescent plasmas. 

TABLE I 

Emission lines Collisional rate coefficients 

Time history Collisional ionization from ground state and metastable 
levels 

Absolute intensity Collisional excitation from ground state and metastable 
levels 

Spectral width Collisional transitions from close-by levels 

3. Theoretical Rate Coefficient 

The most recent review of the principles of different theoretical methods for calcula-
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ting excitation and ionization cross sections as well as a discussion of the reliability 
and the accuracy of the various approximations has been published by Bely and 
Van Regemorter (1970). A review article dealing specifically with ionization processes 
appeared by Rudge(1968). 

3.1. EXCITATION 

In general, if one desires a high accuracy of the cross-sections one has to rely on 
calculations carried out specifically for the transition of interest. However, for opti­
cally allowed transitions two methods are available, which yield the cross-sections as 
functions of the oscillator strength and the energy levels of the transition. 

The first general formula is due to Van Regemorter (1962) and Seaton (1962a) and 
is based on the Bethe-Born approximation. Van Regemorter derived the effective 
Gaunt factor empirically by comparison with all cross section data then available. 
In this approximation the rate coefficient can be written 

-5 fpq<9} -AEjkT „__3 

AE(kT)lf2 X(q^p)=\.60x 10"5 — ' 4rr2 e-AEIkTcm3 s"1 , (8) 

where fpq is the absorption oscillator strength, AE is the energy difference between 
levels p and q, and kT is the electron temperature, both in eV; the effective Gaunt 
factor <#> averaged over a Maxwellian velocity distribution is given by Van Rege­
morter (1962) and can also be found in Allen (1963). Although this approximation 
is being used widely, more recent calculations have shown that this very convenient 
procedure must be used with caution. It has been found, e.g., that for transitions 
between levels of identical principal quantum numbers the effective Gaunt factor 
approximation yields rate coefficients which are about a factor of 2 too small. In add-
tion, the Gaunt factor depends also on the ionic charge. 

Better results can be obtained with an impact parameter method introduced for 
atom-electron collisions by Seaton (1962b) and generalized to positive ions by Burgess 
(1964). The complex functions are tabulated since the results cannot be expressed in a 
simple analytic form. 

Cross-sections in the impact approximation have been calculated to some extent 
specifically in connection with the line-broadening theory. A general review of this 
subject can be found in the monograph by Griem (1972). A convenient analytical 
expression can be obtained for the collisional rate coefficient for transitions between 
levels which are nearly degenerate {An = 0). In the high-temperature limit this rate 
coefficient from level/to/—1 is (Griem et al., 1962) 

2nM\12 h\2 1 n2l(n2 - I2) 2ZkT ..., 
X ( / ^ / - l ) ~ 3 , V I n - , . (9) V ' \kTJ \m Z2 2 / + 1 \n2AE M ' 

Z is the effective charge on the outer electron, m the electron mass and M the mass of 
the colliding charged particle, i.e., M =m for electron collisions; n, I, and n have the 
usual meaning. 
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3.2. IONIZATION 

Ionization cross-sections for positive ions have been calculated using quite a number 
of approximations although Bely and Van Regemorter (1970) conclude that the 
Coulomb-Born II and the Born-exchange are the best approximations presently 
available. In contrast to the excitation cross-section one can easily obtain a quick and 
reliable estimate. This is based essentially on the classical Thomson theory which 
suggests that the reduced ionization cross sections should be about the same for all 
species. This is substantiated by Bely and Faucher (1972) who present a universal 
function for ionization of atoms by structureless charged particles of arbitrary mass 
and charge. 

Quite a number of empirical formulae for ionization have been proposed [Elwert, 
1952; Drawin, 1961; Wilson and White 1964; Kolb and Lupton 1964, (the latter two as 
given by McWhirter, 1965); Burgess and Seaton, 1964; Lotz, 1967a; Kunze, 1971a]. 
Lotz (1967b, 1968) took into account all experimental data on cross-sections and 
presents his results as an extensive and convenient tabular compilation. 

4. Experimental Methods 

4.1. THETA-PINCH 

If one looks at the measurements of collisional rate coefficients done so far using labo­
ratory plasmas, most of them used plasmas produced in a so-called theta-pinch 
device, although a wide range of plasma sources is now available for spectroscopic 
studies, as was reviewed recently by Gabriel (1970). Most theta-pinch devices have 
been developed during the last decade in connection with controlled fusion experiments. 
A recent description of these machines is given, for example, by Niblett (1970). A 
theta-pinch designed specifically for this type of spectroscopic studies was built by 
DeSilva and Kunze (1968). 

A theta-pinch consists essentially of a discharge tube having wrapped around it a 
single turn coil (see Figure 1). The discharge tube is filled usually with hydrogen plus a 
small amount of the desired atoms. After the gas has been pre-ionized, a low-induc­
tance capacitor bank is discharged through this coil. The azimuthal current induces an 

Fig. 1. Schematic theta-pinch geometry. 
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azimuthal current in the discharge tube which compresses the plasma, and through a 
combination of shock, Joule and adiabatic heating a usually cigar-shaped hot plasma 
is produced in the middle of the coil. The electron temperature reaches a few hundred 
eV and is limited by cooling through axial thermal conduction (Green et al, 1967). 
Ion temperatures are usually higher (in the keV range) and increase also with increa­
sing charge of the impurity ions. The densities obtained range typically from about 
1015 to 1017 cm - 3 . The lifetime of the hot plasma is limited in many cases by the 
period of the discharge current if the coil is made sufficiently long to reduce plasma 
end-losses. This technical limit can be somewhat increased by short-circuiting the 
capacitor bank at current maximum (usually referred to as crowbarring) which yields 
an exponentially decaying current through the coil. The lifetimes of the plasmas are 
of the order of microseconds for smaller devices, but can vary between 10 and 100 //sec 
for the large devices used in nuclear fusion studies. 

4.2. DETERMINATION OF PLASMA PARAMETERS 

For the determination ofplasmaparameters spectroscopic methods are not recommend-
able in connection with these measurements. A convenient non-spectroscopic tech­
nique free of most ambiguities has been perfected over the last decade and is now 
applied routinely to the diagnostics of laboratory plasmas; i.e. the spectral measure­
ment of laser radiaton scattered by the free electrons in the plasma. A description of 
this technique can be found in review articles by Kunze (1968) and by DeSilva and 
Goldenbaum (1970). In the simplest case when the electrons scatter completely 
independently of each other (the classical Thomson scattering case) the Doppler 
broadened spectrum of the scattered light reflects exactly the velocity distribution 
function of the electrons in the direction of the scattering vector. One obtains thus not 

C V 

MONITOR 

Fig. 2. Schematic showing typical experimental setup. 
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only the electron temperature but one also has a check that indeed a Maxwellian 
velocity distribution exists. This scattering regime can be reached by proper choice of 
the scattering angle, and in hot plasmas a scattering angle of 90° is usually sufficient. 
The total intensity of the scattered light yields the electron density. 

A typical experimental setup can be seen in Figure 2. The beam from a high-power 
Q-switched ruby laser is directed along the axis of the discharge tube and focused in the 
midplane of the coil, which is slotted for observation. Radiation scattered by the plas­
ma is observed at 90° and passed through a multichannel spectrometer, which allows 
the simultaneous measurement of several portions of the spectrum. The laser head 
and the detecting system are mounted on a common carriage, permitting easy scanning 
of the scattering volume along a diameter of the plasma column. This arrangement 
has the advantage that rather local plasma parameters can be deduced, and Figure 3 
shows as an example results thus obtained (Kunze, 1971a). 

The ion temperatures of the impurity ions are deduced from the Doppler widths of 
suitable spectral lines. They are needed to estimate optical depth corrections on the 
absolute intensities of measured spectral lines. In this respect it is advantageous that 
the ion temperatures are usually much higher than the electron temperatures in 
theta-pinch devices. Finally, spectroscopic observations yield results integrated along 
the line of sight. If one observes the line emission through the ends of the discharge 
tube, the length of the plasma column in axial direction has to be known. It can be 
obtained by observing suitable line radiation through holes in the coil. 

t in /isec 

Figs. 3a-b. Local plasma parameters in the midplane of a theta-pinch coil, obtained as a function of 
time / and radius r from Thomson-scattering measurements: (a) for electron temperature T, and (b) 

for electron density N (from Kunze, 1971a). 
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N X I015 [ cm"3] 

Fig. 3b. 

4.3. SPECTROSCOPIC MEASUREMENTS 

Strong lines from highly ionized atoms are usually in the vacuum-ultraviolet and X-ray 
wavelength regions. One crucial point in these spectroscopic measurements is the 
absolute sensitivity calibration of the proper spectroscopic instruments, i.e., vacuum-
ultraviolet normal-incidence-, grazing-incidence- and Bragg-crystal-monochromators. 
For the short wavelength region techniques used in X-ray spectroscopy and extended 
by Morgan et al. (1968) up to about 100 A can be used. For the longer wavelengths, 
no generally accepted radiation standard is available, although some have been pro­
posed (e.g., Newburgh et al., 1962; Bogen et al., 1968). Radiation from a synchrotron 
provides an excellent standard (Hinteregger, 1965; Thimm, 1971), however, the 
experimental procedures are not simple and a synchrotron is also not everywhere at 
hand. 

The calibration is done therefore, in most cases, using the 'branching-ratio technique', 
(Griffin and McWhirter, 1962; Hinnov and Hofmann, 1962). This technique is based 
on the observation of 2 spectral lines in the vacuum uv and the visible region both of 
which originate from the same upper level and neither of which is influenced by 
selfabsorption. The intensity ratio (in photon units) of the two lines is then simply 
given by the ratio of the respective transition probabilities. If one calibrates the visible 
line absolutely, the absolute intensity of the vacuum UV line is thus derived easily. 
The method can be extended to lines which originate from different fine-structure 
sublevels if one can prove reliably that the sublevels are populated according to their 
statistical weights. A table of suitable line pairs as well as a discussion of problems 
encountered is found in Kunze and Johnston III (1971b). These authors observed 
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simultaneously both lines emitted from suitable plasmas produced in the theta-pinch 
through the ends of the discharge tube viewing a defined portion of the plasma (see 
Figure 2). The calibration could thus be done in situ and no geometrical corrections 
had to be applied. The branching ratio technique has now also been used for cali­
bration at 26 A (Irons and Peacock, 1972) using laser produced plasmas, although 
difficulties arise from the strong dependence of intensity with distance from target. 
Engelhardt (1971) has recently used line ratios in the Lyman and Balmer series of 
hydrogen-like ions originating from different levels assuming coronal population and 
theoretical exitation rate coefficients. In general, however, this method has to be used 
with caution and will certainly not yet be accurate enough for ions other than 
hydrogen-like ones. 

The vacuum UV monochromators are usually equipped with a scintillator-photo-
multiplier combination as fast detector. Because of their short decay times p-terphenyl 
and sodium-salicylate as well as plastic scintillators like Pilot-B or NE 102 have been 
used. 

These experiments require a large number of individual measurements and a good 
monitor for the overall performance of the discharge is important. As such, the Cv 
triplet at 2275 A has been found quite useful. 

5. Discussion of Experimental Results 

5.1. IONIZATION 

Table II gives a summary of the experiments done so far on ionization rate coefficients 
using laboratory plasmas. The first measurements were made by Hinnov (1966, 1967) 
in a Stellarator discharge for the ions Nen to Nevn. The results for all ions are self-

TABLE II 
Experiments on ionization rate coefficients 

Reference Ions Plasma device 

Hinnov (1966, 1967) Neii-Nevra C Stellarator 
Kunze et al. (1968) Cv 6>-pinch 
Kunze (1971a) Civ, Nv, Ovr: Ov, Nevn 0-pinch 

consistent; however, if we compare the rate coefficients with the tabulations by Lotz 
(1967a), we find the experimental values are a factor of 1.5 to 3 below the tabulated 
ones, in all cases beyond the estimated experimental accuracy. The largest deviations 
occur for the lowest and the highest ionization stages. 

The second experiment was done on Cv as an example of helium-like ions (Kunze 
et al., 1968). Agreement to better than 25% was obtained between experiment and 
tabulations by Lotz as well as other theoretical calculations (Beigman and Vainshtein, 
1967) and semi-empirical formulae (e.g., see Kunze, 1971a). 

The third experiment was done to study specifically ions of the lithium and beryllium 
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isoelectronic sequences. Complications arise for the beryllium-like ions, since they 
have a low-lying metastable level, which is always strongly populated; thus ionization 
occurs strongly also from this level, and only average rate coefficients can be obtained. 
At higher electron densities the situation becomes similar for lithium-like ions as the 
similarly low-lying 2P levels become increasingly populated. However, for the tempe­
ratures of the experiment the ionization rate coefficients from the ground state and 
the metastable levels, the 2S and 2P levels respectively, were practically the same. 
The general result of this experiment was that the ionization rate coefficients for 
lithium- and beryllium-like ions were on the average only 60% of the values as quoted 
by Lotz, or as were obtained from a semi-empirical formula which was based on the 
theoretical calculations by Rudge and Schwartz (1966) for hydrogen-like ions. This 
deviation was within the estimated experimental accuracy and it was noted that possi­
ble systematic errors, like ions in the low-density plasma outside the hot core, would 
tend to yield too low values. 

Nevertheless, if we consider this experiment together with Hinnov's (1966, 1967) 
measurements, both could indicate that for ions having more than two electrons the 
theoretical as well as the semi-empirical results might give values about a factor of 1.5 
to 2 too large. Further experiments should clarify the situation. The theory is apparently 
sufficiently correct for helium-like ions. 

5.2. EXCITATION 

Table III finally summarizes the experiments, in chronological order, in which rate 
coefficients for excitation have been obtained. Hinnov (1966) measured the absolute 
intensities of various resonance multiplets from Neil to Nevm in a stellarator dis­
charge and deduced the corresponding rate coefficients. He compared his experimen­
tal results with theoretical coefficients based on the Bethe-Born approximation which 
differed from Seaton's and Van Regemorter's effective Gaunt factor formula [Equa­
tion (8)] inasmuch as Hinnov's 'Gaunt factor' showed a somewhat different depen­
dence on the energy. This difference, however, never exceeded 30% from threshold to 

TABLE III 
Experiments on excitation rate coefficients 

Reference 

Hinnov (1966) 
Johnson (1967) 
Elton and Koppendorfer (1967) 
Kunze et al. (1968) 
Johnson and Hinnov (1969) 
Boland et al. (1970) 
Kunze and Johnston III (1971) 
Tondello and McWhirter (1971) 
Kunze (1971b) 
Johnston III and Kunze (1971) 
Engelhardt et al. (1972) 
Gabriel et al. (1972) 

Ions 

Nei i -Nevm 
He 
OVII 

Cv 
He 
N v 
Nv , Ovi, Nevm 
Nevn 
Nevm 
Niv, Ov, Nevn, Sixi 
Cv, N vi, OVI I , FVII I , Neix 

Cv, Nvi , Ovii 

Plasma Device 

C Stellarator 
C Stellarator 
0-pinch 
0-pinch 
C Stellarator 
ZETA 
0-pinch 
0-pinch 
0-pinch 
5-pinch 
0-pinch 
0-pinch 
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about 100 times threshold. The experimental results agree well with the theoretical 
predictions (except for Neil), although one has to keep in mind that the oscillator 
strengths used have an estimated uncertainty of larger than 50% (Wiese et al., 1966). 

Johnson's (1967) measurements on neutral helium actually do not belong in this 
discussion of rate coefficients of highly charged ions. However, the experiment was 
performed using the same techniques and a plasma produced in a stellarator discharge, 
so it is listed for completeness. This comment is true also for the second experiment 
on helium by Johnson and Hinnov (1969). 

The other experiments can be grouped according to the ions studied and will be 
discussed therefore correspondingly. 

5.2.1. Lithium-like Ions 

Lithium-like ions have been studied by two groups; at the Culham Laboratory 
(Boland et al., 1970) and at the University of Maryland (Kunze and Johnston III, 
1971; Kunze, 1971b). They have the tremendous advantage that they have a simple 
electronic structure and are thus rather amenable to theoretical calculations. Quite 
extensive calculations have been done especially by Bely and Petrini for several ions of 
the sequence using the Coulomb-Born approximation (Bely, 1966a; Bely, 1966b; 
Bely and Petrini, 1970). Burke et al. (1966) have used several approximations including 
two variants of the close coupling method for Nv. Very recently Flower (1971) 
calculated the cross-sections for Nv and Sixn in the distorted wave approximation 
and gives also a comparison of his results with those obtained using the other approxi­
mations. In general, there is good overall agreement. 

The excitation rate coefficients for 5 transitions in N v have been measured by the 
Culham group at one temperature using the plasma device ZETA. After the measured 
excitation rate coefficient for the 2s^>2p transition has been normalized to the theore­
tical value, the measured rates for the other transitions agree with the calculations of 
Burke et al. (1966) to within 20%. The Maryland group using a theta-pinch device 
measured the rate coefficients for all transitions from the ground state to the n = 2, 3 
and 4 levels in Nv, Ovi and Neviu at three different discharge conditions. Due to the 
number of individual measurements necessary to obtain one rate coefficient, the 
maximum error of any individual rate coefficient was estimated to be a factor of 2; 
however, if one compares all experimental values with the theoretical ones as given 
for example by Bely (1966a, b) one can deduce for each transition in all three ions a 
standard deviation of the experimental values from the respective theoretical ones. 
This standard deviation is found to be less than 30% for the excitation rate coefficients 
to the « = 2 and « = 3 levels, and less than 40% for excitation to the 4.? levels. The 
rates to the Ap and Ad levels are on the average only about 60% of the theoretical ones. 
An interesting result was obtained for the excitation to the Af levels in the Neviu. 
This excitation transition corresponds to a Al=3 change of the angular momentum of 
the ion, and the magnitude of this rate was found to be equal to that for the corre­
sponding Al= 1 dipole rate to the Ap level. The electron temperature in this experiment 
was of the order of the excitation energy. 
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Some of the measurements by Kunze and Johnston III (1971) were made at higher 
electron densities which lead to a stronger population of the 2p levels. In these cases a 
significant population of the np and nd levels occurred via the 2p levels, the population 
of the ns levels from the 2p levels, however, being always sufficiently small compared 
to that from the ground state. According to Equation (4), only averaged excitation 
rate coefficients could be deduced in these cases. 

The two experiments thus confirm the various theoretical results, that the effective 
Gaunt factor approximation yields rate coefficients about a factor of two too small 
for the 2s-^2p transition (An = 0) at the electron temperatures at which these ions 
usually exist in laboratory or astrophysical plasmas. The predictions of the Gaunt 
factor approximation for transition to the 3p and 4/? levels (An^O) agree to better 
than 30% with the other theoretical values and the experiments. 

5.2.2. Helium-like Ions 

If we go to ions having two outer electrons, we come to the ions belonging to the 
helium and beryllium isoelectronic sequences, which are characterized by having 
metastable levels. 

Specific calculations have been carried out so far only by Bely (1968) for Ovn; 
however, some cros-sections for various intercombination transitions in helium-like 
ions have been estimated by Burgess et al. (1970) from their calculations of hydrogen­
like ions. A comparison of the available data as well as a discussion of the important 
processes in helium-like ions at low astrophysical and high laboratory densities can be 
found in Gabriel and Jordan (1972). 

First experiments on helium-like ions were carried out by Elton and Koppendorfer 
(1967) on Ovn and by Kunze et al. (1968) on Cv. After development of a modified 
coronal model for helium-like ions the absolute rate coefficients for excitation of the 
« = 2 singlet levels were derived for Cv and Ovn to an experimental accuracy of 40% 
and a factor of 2, respectively. The results agreed to within the experimental errors 
with rates calculated according to Equation (8). Kunze, Gabriel and Griem measured 
also the intensity ratio of resonance line and intercombination line as a function of the 
electron density and attempted to deduce from their results and using the model 
mentioned above the triplet to singlet collisional exchange rate and the ratio of the 
excitation rates from the ground state to the n = 2 singlet and triplet levels. In a series 
of recent collaborative experiments between the Astrophysical Research Unit in 
Culham and the University of Maryland (Gabriel et al., 1972) the density range has 
not only been extended but the measurements have been carried out now also for 
other ions. Utilizing better theoretical data now available an improved coronal model 
for helium-like ions in laboratory plasmas is being used for the interpretation of 
these measurements. 

Engelhardt et al. (1972) measured the intensity ratios of the three 23P->23S transi­
tions for various helium-like ions as a function of the electron density and obtained 
the collisional rate coefficients between the triplet P and S states. 
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5.2.3. Beryllium-like Ions 

Two very recent experiments by Tondello and McWhirter (1971) and Johnston III and 
Kunze (1971) deal with beryllium-like ions. 

Specific calculations of excitation cross-sections for these ions have been computed 
so far only by Osterbrock (1970), who solved the coupled integro-differential equations 
for the radial waves of the free electrons, by Eissner (1971) with the distorted wave 
method and by Nussbaumer (1971)using the impact parameter method (with coeffi­
cients from the tables of Burgess, 1964). 

The metastable level in beryllium-like ions is low-lying, as a consequence of which 
this level is always strongly populated at laboratory as well as at many astrophysical 
plasma densities. Excitation of the higher levels occurs thus from both the ground 
state and the metastable level, and for the deduction of any rate coefficient it is neces­
sary to obtain the relative population density distribution R between the two. At 
present no very reliable theoretical possibility exists to obtain this ratio R for many 
laboratory plasmas. The situation would become simple only for high-density steady-
state plasmas where a Boltzmann distribution between the two states would prevail. 
In many transient laboratory plasmas, however, no steady-state population for the 
metastable levels is reached. The situation is further complicated by the fact that the 
metastable level is also populated directly by ionization of the preceding boron-like 
ionization stage. (About one-third of the ionizing collisions from the ground state 
of the boron-like ion should lead to the metastable triplet level of the beryllium-like 
ion; however, all ionizing collisions from the metastable quartet state of the boron­
like ion will lead finally to the metastable triplet level.) 

At present, it appears therefore best to rely on the experiment. Two possibili­
ties exist for obtaining this ratio R. Figure 4 shows a partial term diagram of 
beryllium-like ions containing all n = 2 levels. One method is to measure absolutely 

Singlets Triplets 

2p2lS-

2P
2 ID-

2s2p 'P 

Fig. 4. Partial term diagram for beryllium-like ions. 
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the emission coefficient of the intercombination transition 2s2p 3Pl ->2s2 lS0, which, 
unfortunately, is extremely weak in laboratory plasmas, if observable at all. From 
this measurement the Maryland group obtained R=0.92 for Nevn using the oscil­
lator strength for the intercombination line as given by Garstang and Shamey (1967). 
However, more recent calcalutions by Nussbaumer (1971) including configuration 
interaction give transition probabilities substantially lower. Using his value for Nevn 
the value of R would have to be R~6A for the case mentioned above. (This ^-value is 
now extremely sensitive to the measured intensity of the intercombination transition. 
With a compounded error of 35% on the emission coefficient R could thus be as low as 
/?~ 1.4, whereas in the other direction it could of course not exceed the theoretical 
Boltzmann limit R =; 8.6.) 

The second experimental possibility is based on the following considerations: the 
upper level of the resonance line will be populated mostly by collisions from the ground 
state and the upper level of the 2p2 3P -*2s 2p 3P transition by collisions from the 
metastable level. The intensity ratio of the two lines (in photon units) is thus simply 
given by 

I(2s2plP-+2s2 'S) 1 X(2s2 iS-+2s2p1P) 

I(2~p2 3P^2s 2p 3~P) ~ R Y(2s2p 3P -v 2p2 3P)' ( ' 

i.e., if the two excitation rates were known, the ratio R could be derived directly from 
the intensity ratio of the two lines. This method has the advantage, that it does not 
require a difficult absolute intensity measurement in the vacuum-ultraviolet wavelength 
region. Relative measurements can be done with much higher accuracy. In addition, 
one also needs only the ratio of the two excitation rate coefficients. (Corrections for 
cascading and exchange collisions can be applied, of course.) 

For the case discussed above, the effective Gaunt factor approximation predicts a 
ratio of 2 for the excitation rates as do specific calculations by Eissner (1971). If one 
uses this value, R= 1.75 is obtained. In view of the larger uncertainties still associated 
with the first method, it is suggested that this method yields the more reliable results. 
This value is lower than the value of 7?«8 derived by the Culham group from theore­
tical considerations. 

In principle, considered from a different point of view, a combination of both these 
methods constitutes nothing else but a measurement of the transition probability of 
the intercombination transition. For the case above one would obtain A~ 2.2 x 10* s - 1 

with a probable error of about 50% 
With the ratio R known, excitation rates to the higher level can be derived. In the 

evaluation of rate coefficients one can make the additional assumption (supported by 
theoretical results of Eissner, 1971) that collisional transitions involving spin change 
are weaker or negligible compared to equivalent ones with no spin change, i.e., 
X(d ~* P)or X(m -> p) in Equation (4) were neglected where appropriate. 

In view of the discussion above, the final rate coefficients as quoted by Johnston III 
and Kunze (1971) should now indeed be multiplied by a factor of 1.4 for the singlet 
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system and divided by a factor of 1.3 for the triplet system as was already indicated in 
the discussion section of that paper. 

Of interest is a comparison of the experimental results with coefficients obtained in 
the effective Gaunt factor approximation. Let us consider, for example, the 2s -»2p 
transitions. Agreement to within the experimental error of 2 is obtained only if one 
uses oscillator strengths which have been calculated taking into account configuration 
mixing (Nussbaumer, 1969, 1971; Friedrich and Trefftz, 1969). This suggests that the 
effective Gaunt factor approximation gives rate coefficients for zf«#0 transitions to 
better than a factor of two for beryllium-like ions also if the correct oscillator strengths 
are known. 

6. Conclusion 

Various experiments have obtained collisional rate coefficients for excitation and 
ionization of highly ionized atoms from the analysis of line radiation emitted by 
these ions in hot well-diagnosed laboratory plasmas. Although quite a number of 
individual measurements had to be done before an individual rate coefficient could 
be deduced, no principal difficulties were encountered with these methods. In a recent 
experiment at the University of Maryland, however, it was attempted to apply these 
techniques also to heavy ions like argon. Surprisingly it was found that the heavy 
argon atoms do not mix evenly with the hot plasma. Although this effect might very 
well be connected with the specific low-magnetic field theta-pinch device used, the 
observation suggests caution in similar experiments. 
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DISCUSSION 

R. W. P. McWhirter: My comment concerns the difference between the values taken by the Culham 
and Maryland groups for the ratio n(m)/n(g) for the Be-like ions, viz Culham ~ 8 , Maryland ~ 1 . 
Unfortunately we were at Culham unable to observe the intercombination line because it is so weak 
and had to calculate the ratio theoretically. With the data available at the time we found that to a fac­
tor 3 the ratio could be represented by the Boltzmann equation. More recent theoretical data suggest 
that ratio should be about 2. We agree that the measurement of the intensity of the intercombination 
line is the better way of determining the value of n(m). 

A. Dalgarno: What assumptions do you make about the relative populations of the different sPj 
sub-levels? 

H.-J. Kunze: We assume that they are populated according to their statistical weights, which will 
indeed be the case at the electron densities usually existing in theta-pinch plasmas. 

C. Jordan: I wish to draw attention to Eissner's calculations of the collision strength for the 2s 2p 
3P -> 2s 2p 1P exchange transition. He finds a value for the collision strength for this transition which 
is about twice that from 2s 2p 3P to the ground state 2s2 iSo. You have said that you neglected this 
process, whereas perhaps you should include it. 

H.-J.Kunze: Iwas considering only the intensity ratio of the 2s 2p lP -^2s2 lS and 2p2 3P^2s2p 3P 
transitions, and despite the 2s 2p 3P-*2s 2p ^col l is ion strength of Eissner's being twice as strong 
as that going to the ground state, the population of the 2s2p'P will be occurring predominantly from 
the ground state. The contribution by exchange transitions from the metastable level will be a few 
percent only. 

D. R. Flower: I should like to point out that there remains a discrepancy of almost a factor 2 be­
tween close-coupling and Coulomb-Born calculations of the near threshold values of the 2s-3p cross-
section in Nv . Although the close-coupling method is potentially the most accurate available, the 
Coulomb-Born result is confirmed by some recent distorted wave calculations of my own. Further­
more, it is found that the discrepancy between the close-coupling and Coulomb-Born/distorted wave 
results arises for quite large values of the angular momentum of the incident electron, - a physically 
unexpected result. A further close-coupling calculation of this cross-section is clearly required. 

H.-J. Kunze: The quoted agreement between theory and experiment (30% standard deviation) 
referred to a comparison of the experiment with Coulomb-Born calculations made by Bely. 

G. N. Haddad: I would like to add to Dr McWhirter's remark that I am involved with a measure­
ment of excitation coefficients in Nevm in a situation such as he described. For conditions in the 
theta-pinch at Culham the dominant process for population of the 3d level is excitation from 2p rather 
than from 2s. Hence a measurement of the intensity ratio of the 2/?-3rfline and 2s-2p line gives a mea­
surement of the 2p-3dexcitation rate which is virtually independent of other processes. Preliminary 
measurements of this rate coefficient are in excellent agreement with the theoretical calculations of 
Burke et al. and it is hoped to reduce the errors involved so that the crosssection is accurate to -}-_ 20 %. 

H.-J. Kunze: I agree that this is possible if you have sufficiently high electron densities that the 
22i>3/2,i/2 levels are strongly populated. Your method is very nice, since in the ratio of the two lines 
(as follows from Equation (2) or Equation(lO)) some of the experimental uncertainties cancel. Your 
measurements are possible because the rate from the 22P levels will be about 3 times as strong as that 
from the ground state. In our measurements we reached R ~ 0.7 for one N v case which meant, that 
the excitation from the 22P levels to the 32Z) levels was twice as strong as the total excitation from the 
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ground state. This was not sufficient to separate the two excitation rates, so we quoted only the 
average. 

However, when going to higher electron densities in the laboratory, one has to be aware that the 
resonance lines can become optically thick, which complicates the analysis. In addition, collisional 
processes between the n =-- 3 levels become important. One might also have to take into account cas­
cading from the 42/ r term, since it decays radiatively only to the 32D levels. This becomes especially 
important at higher electron densities where the \2F levels are coupled collisionally to the other n — 4 
levels. For these reasons I have only some reservations about the accuracy of 20 % you want to achieve, 
since I think it is already very difficult to obtain a relative calibration of the vacuum ultraviolet 
monochromator between 120 A and 770 A to that accuracy. 

H. Nussbaumer: A difference between distorted wave and close coupling calculations exists for 
Cm 2.v2 :S-2s 2pip". Osterbrock did a close coupling calculation including the two configurations 
2s2, 2s 2p; Eissner in his distorted wave method included in addition 2p2, the 1S level of which couples 
strongly with 2s2 1S°. It might well be that in this case the distorted wave method gave better re­
sults simply because better wave functions were used by including configuration interaction. I calculated 
that same cross section by using a simple impact parameter approximation combined with oscillator 
strengths obtained from a multiconfiguration calculation; my result agrees well with Eissners. 
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