
COMMUTATORS OF MATRICES WITH 
PRESCRIBED DETERMINANT 

R. C. THOMPSON 

1. I n t r o d u c t i o n . Let K be a commutat ive field, let GL(w, K) be the 
multiplicative group of all non-singular n X n matrices with elements from K, 
and let SL(w, X ) be the subgroup of Gh(n, K) consisting of all matrices in 
GL(w, K) with determinant one. We denote the determinant of matr ix A 
by \A|, the identi ty matrix by /„, the companion matrix of polynomial p(X) 
by C(p(X)), and the transpose of A by AT. The multiplicative group of non
zero elements in K is denoted by K*. We let GF(pn) denote the finite field 
having pn elements. 

T h e goal of this paper is to prove Theorem 1. 

T H E O R E M 1. Let x,y G K* and let A £ SL(iz, K). Then X, Y £ GL(n, K) 

exist such that 

(1) A = XYX~lY~l 

with 

(2) \X\=x, \Y\=y, 

unless: (i) n = 2, K is G F ( 2 ) , or G F ( 3 ) , x = y = 1, and A is similar within 
GL(2 , K) to C((X d= l ) 2 ) ; or (ii) 4̂ = fln where f has order n in K* and K 
has infinitely many elements. 

T h e cases (i) and (ii) are genuinely exceptional. In case (i) the matrices 
C((X ± l ) 2 ) do not lie in the commuta tor group of SL(2, K). Whether (1) 
and (2) possess a solution X, Y G GL(n, K) in case (ii) depends very much 
on the field K. In Theorems 2 and 3 and their corollaries we produce criteria 
t h a t can be used to determine the solvability of (1) and (2) in case (ii). 

Theorem 1, in the case x = y = 1, was the result obtained in ( 1 ; 2; 3) . 
T h e methods used to prove Theorem 1 are extensions of the methods of 
( 1 ; 2) . I t does not, however, appear to be the case t ha t Theorem 1 follows 
from the results of ( 1 ; 2; 3) . Wi thou t further explanation we use notat ion, 
terminology, and results from (1; 2; 3). 

2. T h e scalar case . Let f £ K* have order n and let A = fln. Suppose 
(1) and (2) hold. Let *i = ( - l ) * " 1 * , 3/1 = (-l)n~ly. From (1) we get 
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fY = XYX~l. Let £ be an eigenvalue of Y in some extension field of K. Then 
/£ is an eigenvalue of / F , hence of F also as fY is similar to F. Thus 
£> /£» • • • > fn~~l£, are all eigenvalues of F. Since / has order n and £ ^ 0, these 
eigenvalues are distinct and therefore are all the eigenvalues of F. Thus F 
must be non-derogatory and is therefore similar within GL(w, X) to the 
companion matrix of its characteristic polynomial. Note that, if n is even, 
fn(n~i)/2= (jnny-i = ( _ l)^-i; and if n is o d d , / ^ - ^ / 2 = (fw) ^"^ / 2 = 1 = ( -1 ) 7 1 " 1 . 
Multiplying together the eigenvalues of F we find that 

\Y\ = ( - i ) w - ^ i = ( - i ) n - i r . 

Thus £w = 3>i and so each eigenvalue of F is a zero of the polynomial \n — y±. 
Consequently \n — yi is the characteristic polynomial of F, and so 

SYS-1 = C(XW - yi) 

for some 5 6 GL(w, X) . Now from (1) we get 

/ i» = ( ^ X ^ - ^ ^ F ^ - 1 ) ^ ^ 1 ) - 1 ^ ^ - 1 ) - 1 , 

and so, after a change of notation, we may assume that F = C(\n — yi). Let 

(3) A = (f-i) + (f-2) + . . . + (/) + (1). 
Then |A| = ( - I ) 7 1 - 1 and fY = AFA"1. So (1) becomes AFA"1 = X F X " 1 

and thus Z = A_1X commutes with F. Conversely, if for any non-singular 
Z commuting with F we put X = AZ, then // re = XYX~lY~l. Since F is 
non-derogatory, the only matrices commuting with F are polynomials in F. 
This completes the proof of Theorem 2. 

THEOREM 2. i d / G K* have order n. Let y 6 K*, and put yi = ( — l)n-ly. 
Then all solutions of 

(4) / / „ = Z F X - 1 F - 1 

wi/fe | F | = y are given by 

Y = SC(\n - yi)S-\ 

( 5 ) X= SA('ZZtC(\n-y1))s-\ 

where z0l zi, . . . , zn-\ are arbitrary elements of K (such that X is non-singular), 
S is an arbitrary element of GL(w, K), and A is defined by (3). 

COROLLARY 1. Let x\ G K*. The necessary and sufficient condition that (4) 
have a solution X, Y 6 GL(w, K) with \X\ = (-l)71-^ \Y\ = (-iT^yi is 
that the polynomial equation 

(6) îUw-yx)* 
Z=0 

&az;£ a solution z0, Zi, . . . , sw_i £ X . 

Xi 
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COROLLARY 2. (i) Let y be fixed in K*. The set of all %i Ç K* such that (4) 
has a solution X, Y Ç GL(w, K) with \X\ = ( —l)w_1xi, \Y\ = y forms a 
multiplicative group Gy in K* containing y and zn for each z 6 K*. (ii) Let x 
be fixed in K*. The set of ally i 6 K* such that (4) has a solution X, Y G GL(^, K) 
with \X\ = x, \Y\ = ( — l)w-13>i forms a multiplicative group Hxin K* containing 
x and zn for each z Ç K*. 

Proofs. Corollary 1 is clear from (5). Corollary 2(i) is also immediate since 
all X are given by X = 5AZ5""1 where Z runs over the multiplicative group 
of matrices in GL(w, K) commuting with C(\n — y±), with yi = ( — lY^y. If 
we put Z = C(\n — yi) or Z = zln we find that \Z\ = y or |Z| = 2". This 
proves (i). We may deduce (ii) from (i) by noting that (4) holds if and only 
if fln = Y~lXYX~l holds, since from (4), we get 

fln = F- i ( f / n )y = Y~l{XYX~lY'l)Y = Y-^XYX-K 

THEOREM 3. Let f Ç K* have order n. Let m\n and let x, y G K*. Then (4) 
has a solution X, Y Ç GL(w, i£) with 

(7) |Z | = ( - l ) n - ^ , \Y\ = ( - l ) « - y / ™ 

if <md o?z/;y if 

(8) /w/mi™ = XYX-^Y-^ 

has a solution X, Y Ç GL(m, K) with 

(9) |X| = ( - l ) - " ^ , | F | = ( -1 )* \ w - l . 

Proof. Let £,/£, . . . ,/n_1£ be the eigenevalues of C(\n — yn/m)y where we 
choose £ so that £m = 7. Then, by Corollary 1, (4) has a solution 
X, Y e GL(n, K) satisfying (7) if and only if 

É^iW-T"7*)*-1 

3=1 

has determinant equal to x. Since the eigenvalues of C(\n — yn/m) are /*-1£, 
1 < i < 7Z, this condition is equivalent to 

(10) = n(t^i/(i-l)°-l,ri) 
Put j — 1 = t — 1 + m(<r — 1) and i — 1 = p — 1 + (^ — l)n/m, where 
1 < p, a- < w/w, 1 < £, M < m. Then, upon setting f = /w/m and using £w = y 
and /* = 1, (10) becomes 

m n/m / m ni m \ 

(ID x=n n (5: ̂ -^-"rT/^^^v-v^^,). 
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Introduce new variables wtp by setting, for each fixed /, 1 < / < m, and 
variable p, 1 < p < n/m: 

n/m 

If we view (12) as a linear system linking variables Y^Zt-i+mia-i), 1 < a < n/m, 
with variables wtp, 1 < p < n/m, then the coefficient matr ix 

(f(p-l)(t-l+m(a-l))\ 
\J JKp,<rKn/m 

is non-singular since, upon removing y(p-D(*-D from row p, the resulting 
matr ix (f(p_1)(cr_1)m)i<p)(r<w/m is a Vandermonde matr ix and is non-singular 
because fm is a primitive root of uni ty of order n/m. T h u s for fixed t, as the 
zt-\+m(a-\)i 1 < ex < w/ra, run freely over K, so also do the wtp, 1 < p < iz/m. 
We now write (11) as 

n lm i m / m \ \ 

as) *=n n ifM(,-vH . 
p = l V M=i \ t=l / J 

T h e expression in braces in (13) is the de terminant of the matr ix 
m 

(14) T,™tPC(\m-y)t-1. 

So we may rewrite (13) as 

as) x=n x>ipc(x™-7r n 
P =i 

Since any polynomial in C(Xm — 7) has the form 

I l f ^ C ^ - T ) ' - ' 
= 1 

it follows t ha t if (4), (7) hold, then 

(16) j:wt^c(xm-yy-1\ 

has a solution W0, W\, . . . , Wm-\ Ç i£. By Corollary 1, this implies t ha t (8) 
has a solution X, Y £ GL(m, i£) satisfying (9). Conversely, if X , F exist in 
GL(ra, X ) satisfying (8) and (9), then Corollary 1 implies t h a t (16) has a 
solution Wo, W\, . . . , W^m-i G -K. From this solution we construct a solution 
of (15): simply pu t wa = Wt-i for 1 < / < m, wlp = 1 for all p > 1, wtp = 0 
for / and p > 1. Wi th this choice of the wtp, (16) coincides with (15). W e 
may then use (12) to find values for the s*_i+w((r_i), 1 < a < n/m, 1 < t < m, 
for which (10) holds. Corollary 1 and (10) then imply t h a t X, Y exist in 
GL(n,K) satisfying (4) and (7). 
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COROLLARY 3. Let n = 0 (mod 2), letf have order n in K*, and let x, y G K*. 
Then X, Y G GL(n, K) exist satisfying (4) and \X\ = - x , \Y\ = -yn/2 if 
and only if 

(17) xu2 + yv2 = 1 

has a solution u, v G K. 

Proof. By Theorem 3, with m = 2, (4) holds with \X\ = - x , \Y\ = -yn'2 

if and only if -I2 = XYX~lY~l has a solution G GL(2, K) with |X| = - x , 
\Y\ = —y. By Corollary 1 this latter event will hold if and only if 

yzi z0 

has a solution in K. This equation in turn is z0
2 — yz\2 = x and is easily 

shown to have a solution z0, Z\ G K if and only if (17) has a solution u, v £ K. 
(Consider separately the cases z0 = 0, z0 ^ 0; u = 0, u ^ 0.) 

If we put x = y = — 1, then we find from Corollary 3 that for n = 2 (mod 4), 
fln is a commutator of SL(n, K) if and only if —1 is a sum of two squares 
in K. This is part of Theorem 1 of (1). 

COROLLARY 4. Let n = 0 (mod 2), let xy G i£*, and / ^ / Aawe or^gr w m K*. 
Suppose that (17) cfoes not have a solution u, v G K. Then (4) does not have a 
solution X, Y G GL(w, X) m//z- |X| = — x, | F| = —y. 

Proof. Suppose yn/2 G H_x. Then (4) would have a solution X, F G GL(w, i£) 
with \X\ = - x , | F | = -yn/2. By Corollary 3 this implies that (17) has a 
solution u, v G K. This contradiction implies 7W/2 G #-*. If 7 G i?-*, then, 
as H-x is a group, ynl2 G #+*• Hence 7 G #-*. 

COROLLARY 5. L^ Q be the rational number field Let x, y G Q*. Let f be a 
primitive root of unity of order n = 0 (mod 2) -m the complex number field. If 
there exists a prime p = 1 (mod w) swc/z that (17) does no^ /zaz;e a solution in 
the p-adic number field, then (4) has no solution X, Y G GL(n, Q(f)) with 
\X\ = -x, \Y\ = -y. 

Proof. Let Qp be the £-adic number field. It is known that if n \ (p — 1) 
then Qp* contains an element of order n. So we may assume that / G Qp*, 
and hence Q(f) C QP- If (17) does not have a solution in Qp, then surely it 
has no solution in Q(f). 

We remark that well-known techniques are available for determining the 
solvability of (17) in Qp. These techniques and Corollary 5 suffice to show 
that many combinations of determinants cannot be reached in Q(f) to satisfy 
(1) and (2). 

THEOREM 4. Let K = G¥(pk) be a finite field. Let n\ (pk — 1). Let x,y G K*. 
Then (4) has a solution X, Y G GL(w, K) with \X\ = x, | F| = y. 
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Note that GF(£*)* contains an element/of orders if and only iîn\ (pk — 1). 

Proof. Let ^ be a generator of the cyclic multiplicative group K*. First 
note by Corollary 2 that ^ £ H*. Since Hy is a group, this implies that 
H* = X*. Thus ( - l ) * - 1 ^ € ft. Hence there exist elements X, F £ GL(w, K) 
such that (4) holds with \X\ = ¥ , I Y\ = y. In turn this says that ( — l)n 1>ïr£G2/. 
Consequently Gy contains the cyclic group generated by ( —l)7* -1^. If K has 
characteristic 2 or if n is odd, we have ( —l)w _ 1 = 1 and hence Gv = X*. Thus 
(— \)n~lx £ £?y so that a solution of (4) with \X\ = x, \Y\ = y exists in 
GL(n, K). Now let n be even and p be odd. Let w = pk — 1 be the order of 
X*. Then *m = 1 and - 1 = ^ w / 2 . The order of ( - l ) ^ 1 ^ = - * = ^ + w / 2 

is m/(m, 1 + ra/2) = m if 4 | ra, = m/2 if 2||w. Thus if m = 0 (mod 4), 
( — l ) 7 2 - 1 ^ is also a generator of K*; consequently Gy = K* and hence again 
we may solve (4) within GL(n, K) with \X\ = x, \Y\ = y. Now let m = 2 
(mod 4). In this case Ĝ  contains the cyclic group of order m/2 generated 
by — ^ ; therefore [K*: Gy] < 2. Since the order of ^ 2 is m/(m} 2) = m/2, 
the cyclic group generated by — ^ is also generated by ^ 2 , hence consists of 
exactly the even powers of ^ . We now find an odd power of ^ in Gy. Note 
the following chain of equivalences: fln = XYX~lY~l with \X\ = — ^n/2, 
| F| = y^fln = Y-'XYX-1 with IF"1! = y~\ 

\X\ = - ¥ * ' * ^ -y~Hl2 + ^fV2 = 1 

has a solution in X ^ — 3m2 + ^v2 = 1 has a solution in X. That this equa
tion always has a solution in a finite field is well known and can be seen as 
follows: the map u —» u2 is 2: 1 in K* and 0 —> 0. Thus — yu2 assumes 1 + m/2 
values as u runs over K. So also does 1 — ^v2 as v runs over K. If these two 
sets of values were disjoint, K would have m + 2 elements. Since X has 
only m + 1 elements, — 3/w2 = 1 — Sf̂ 2 has a solution in i£. Consequently 
we know that SP/2 £ Gy. But m = 2 (mod 4) and w even implies n = 2 
(mod 4) ; thus \I>W/2 is an odd power of ^ . Hence Gy is properly larger than 
the subgroup of index two in K*, and hence Gy = K*. 

Now let K be again an arbitrary field. 

THEOREM 5. Let f have order n in K*, let m > 1, and let x, y £ i£*. Then 
flmn = XYX~lY~l has a solution X, Y £ GL (mn, K) with \X\ = x, \Y\ = y. 

Proof. Since for any a, I £ Ha and for any j3, 1 £ G/3, it follows that we 
can find Xlf YX,X2, F2, X3, F3 £ GL(«, 2£) such that 

/ J , = X1 Y1Xr1Yr1 = X2 F 2 X 2 " 1 F 2 - i = X* YzX^Y*-1 

with|Xx| - ( - l ) « - M F i | = (-l)n~ly, \X2\ = ( - 1 ) ^ - ! ) ^ - % , |F 2 | = ( -1 )" - 1 , 
\XZ\ = ( - 1 ) ^ , 1 F3| = l . P u t 

x = x± 4- x2 + x, + xz + ... + x3, 
Y = Fx + F2 + Y, + F3 + . . . + F3, 
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(X3, F3 each appear m — 2 times.) Then flmn = XYX~lY~~l and |X| = x, 
\Y\=y. 

3. The non-scalar case. Let A G SL(w, X). To avoid conflict with nota
tion used in (1; 2) we now let #, r G i£* and we attempt to find matrices 
5", Z> such that 

(18) A = SDS~lD-\ S,D G GL(n, K), 

(19) |5| = 0, |Z>|,= r. 

Following the discussion in (1, §4) we let A = A\ + . . . -j- Am where 
At G GL (j(i), K) is a companion matrix, 1 < i < m, and 

j ( l ) < j ( 2 ) < . . . < j ( m ) . 

If we can locate a matrix Z) G GL(w, K) with |Z)| = r, possessing a linear 
elementary divisor \ — a where a (z K, and such that AD is similar to D, 
then (1, Lemma 6) can be used to find 5 G Gh(n, K) with \S\ = 4> such 
that AD = SAS-1. Hence (18) and (19) will hold. The rest of this paper is 
devoted to locating matrix D. 

Note that, in several places in (1; 2), the determinant of a direct sum 
Ai + . . . + Am is written as \A\ . . . Am\ when a better notation would be 
\AT\ . . . |i4TO| or \AX + . . . + Am\. 

Case 1. m = 1. If r ^ 1 construct, by (1, Lemma 4) a standard matrix 
D G GL(w, X) such that both D and 4̂Z> have elementary divisors X — r, 
(X — l)n~l. This finishes the case m = 1, r ^ 1 for any field. This argument 
also works if r = 1 and w = 1. lî n > 1 and r = 1 choose p G i£* such that 
p2 ^ 1. This is possible if K 3̂  GF(2) or GF(3). By (1, Lemma 4) construct 
D G SL(w, X) such that both D and AD have elementary divisors X — p, 
X — p~\ (X — l)w~2. This finishes the case m = 1, r = 1, ^ > 1 over any 
field except GF(3) or GF(2). 

Case 2. m > 1, j(m) > 3 or i(m) = j(m — 1) = 2, i£ has more than six 
elements. These cases go almost exactly the same as cases 2 and 3 of (1). We 
need only make the following small changes: replace equations (13) and 
(15) of (1) by (13') and (15') below: 

( m \ / m— 1 \ 

Construct matrices Z>i, . . . , J9W as in (1, Cases 2 and 3). Put 

D = Di + ...+Dm. 

Then P and .D l̂ are similar. D has a linear elementary divisor, and \D\ = r. 
This finishes Case 2. 
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Case 3. As in the discussion a t the end of Case 3 of (1), it only remains 
to consider the case A = fln_2 + C ( ( \ ~ / ) (X — g)) where / , g G K and 

fn~lg = 1, n > 3. T h e following proof is valid if K ^ G F ( 2 ) or G F ( 3 ) . Fi rs t 
let f 9e I. Let a2 be any element of i£* such t h a t a2 ^ 2 + 2( — l)wr — w. 
P u t a3 = 1 + (-l)nr - a2 and let p(\) = Xn - a3X

2 - a2X + ( - l ) w r . Then 
p(l) = 0 and dp(\)/d\ ^ 0 when X = 1. T h u s X = 1 is a simple zero of 
p(X). Set x = a 2 ( l -f-l)p-ny y = a 3 ( l - J"2) /3"*. Then x ^ 0, Let 
i3 = (60-) Ç SL(w, X ) where bu = f for 1 < i < w — 1, bvn = g, bn\ = x, 
bni = y\ and all other bi} = 0. Then 5 is similar to ^4. This is most easily 
seen by reducing Xln — B to Smith canonical form. In Xln — B add x~l(\— f) 
t imes row n and yx~l t imes row 2 to row 1. Then add x_1(X — g) times column 
1 to column n. Finally mult iply column 1 by — x~l and row 1 by x. Inter
change rows 1 and n and add y t imes column one to column two to display 
invar iant factors X — / , . . . , X — f (n — 2 t imes) together with the invar iant 
factor (X - / ) ( X - g). T h u s B is similar to A. Now A- 1 5C(^(X))A = C(p(X)). 
T h u s BC(p(X)) is similar to C(p(\)) and has X — 1 as an e lementary divisor. 
Moreover, \C(p(X))\ = r. T h u s B, and hence and A, is a commuta to r of the 
required type. T h e case / = 1 follows from Lemma 1 below. 

L E M M A 1. Let K ^ G F ( 2 ) or G F ( 3 ) , Zétf 0, r Ç X*, and let A G SL(w, 2£) 
have X — 1 as an elementary divisor. Then S, D may be found to satisfy (18) 
and (19). 

Proof. With in GL(n , X ) , 4̂ is similar to a matr ix of the form W + I\ 
where IF is a direct sum of companion matrices: W = W\ + W2 + • . • + Wk, 
where Wt Ç GL(w(i), K), say, 1 < i < k. Select <5i G X"*, define ô m = | ^ | ô f 

for 1 < i < & — 1, select 7^ G X* such t h a t yt 9e- ôi} ôi+k. Construct , by 
(1, Lemma 4) , a s tandard matr ix Dt £ GL(w(i), K) such t h a t Dt has ele
menta ry divisors X — bu (X — Y*) M , ( Ï ) _ 1 and such t ha t WiDt has e lementary 
divisors X - \Wt\ bu (X - yt)

w^-\ for 1 < i < fe. P u t E = Dx + . . . + A -
Then WE is similar to E , so t h a t WE = TET'1 for some T 6 GL(w - 1, 2C). 
P u t 5 = T + (\T\~l<t>), D = E + flEl-V). Then IF + A = SDS^D-1 and 
|5 | = </>, |Z)| = r, as required. 

Theorem 1 is now completely established, except when K has five or fewer 
elements. T h e rest of this paper is devoted to finishing the proof of Theorem 1 
when K is one of the exceptional fields G F ( 3 ) , G F ( 2 2 ) , G F ( 5 ) . T h e case 
K = G F ( 2 ) was t reated completely in (3). 

4. T h e case K = G F ( 3 ) . W e use the notat ion of (2) . 

LEMMA 2. Let K = GF(3 ) and let A Ç SL(n , K) be a companion matrix. 
Then matrices S, D satisfying (18), (19) exist where (4>, r ) = (1, —1), ( — 1 , 1), 
( — 1, —1), as demanded. If A ^ C((X ± l ) 2 ) , then we may also have (0, r ) = (1 ,1 ) . 

Proof. By § 3 , case 1 above with r = — 1 we have (18), (19) with 
(<£, r ) = (1, —1) or ( — 1, —1), a t will. If we apply this result to A T (which 
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is similar to A) we achieve (18), (19) with (<£, r ) = ( — 1, 1). By (2, Lemma 
5) we obtain (18), (19) with </> = r = 1, if n ^ 2. Finally 

C(\2 + 1) = SDS-W-1 

where 

- ! ! ] • 
LEMMA 3. Le/ K = G F ( 3 ) . Let A = Ax + A2 £ SL(n, K) where At is 

similar to the companion matrix of a power of a polynomial irreducible over K 
and \Ai\ = — 1 , i = 1, 2. Then (18), (19) hold where, as demanded, we have 
( * , r ) = ( 1 , 1 ) , ( 1 , - 1 ) , ( - 1 , 1 ) , ( - 1 , - 1 ) . 

Proof. T h a t we can achieve (<£, T) = (1 ,1) is the result of (2, Lemma 7) . 
T h e proof of (2, Lemma 8) shows how to construct a matr ix D £ GL(w, K) 
such tha t D and AD have elementary divisors X + 1, (X — l ) w _ 1 . This shows 
we can achieve </> = =bl, r = — 1. Applying this result to AT, we achieve 

0 = - 1 , T = 1. 

LEMMA 4. Le* X = G F ( 3 ) . Let A = C((X ± l ) 2 ) + C((X ± l ) 2 ) , where 

either sign may appear in each direct summand. Then (18), (19) hold, where, 
at will, (0, r) = (1, 1), (1, - 1 ) , ( - 1 , 1), ( - 1 , - 1 ) . 

Proof. Let d, C2 each be either C((X + l ) 2 ) or C((X - l ) 2 ) . By Lemma 2, 
d = Si L>! Sf" 1 ! ) ! - 1 where (|Si|, |L>i|) = (-</>, - 1 ) , and C2 = S2 L>2 52-1L>2-1 

where (|52 | , |L>2|) = ( - 1 , - r ) . P u t 5 = Si + 52> D = Dx + D2. Then 
A = SDS-'D-1 and ( |5| , \D\) = (0, r ) . 

We now prove Theorem 1 in the case K = GF(3) and A not scalar. Let 
A = ^4i + . . . + Am where, here, either At is the companion matr ix of a 
powrer of a polynomial irreducible over GF(3 ) and \At\ = 1, or else 
A i; = A a + A n where A a and A i2 are each companion matrices of powers 
of polynomials irreducible over GF(3) and |^4zi| = |^4 i2| = — 1. If an A t 

appears which is not C((X d= l ) 2 ) , choose the notation so tha t Am is not 
C((X dz l ) 2 ) . If each At is C((X =b l ) 2 ) , then m > 2. (Since, if m = 1, the 
result follows from Lemma 2 above.) In this event change notat ion so t h a t 
Am = C((X ± l ) 2 ) + C((X ± l ) 2 ) . By Lemmas 2, 3 we may find St, Dt with 
elements in GF(3 ) so tha t 4̂ ̂  = Si DtSi~lDi~l, 1 < i < m — 1. By Lemmas 
2, 3, 4 we may express Am = Sm Drn S w

_ 1 Dm~l, where 

\Sm\ = |5i | . . . |5 ro_i|«, \DW\ = \D,\ . . . |L>OT_i|r. 

P u t S = Si + . . . + Sm, D = Di + . . . + Dm. Then (18), (19) are satisfied. 

This proves Theorem 1 when K = G F ( 3 ) . 

4 . S o m e l e m m a s . T o handle the cases K = GF(4) and GF(5) we require 
the following rather complicated lemmas. T h e proofs of these lemmas are 
extensions of the method used to prove Lemmas 7 and 8 of (2). For the 
moment K will still be an arbi t rary field. Let et = (0, 0, . . . , 0, 1) have i 
components, of which all bu t the last are zero. 

S = 
1 0 
1 1 

D = 
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LEMMA 5. Let t > 2. Suppose matrices Au Uiy At 6 GL (j(i), K) and poly
nomials pi(X) over K are given satisfying UiAiAi Uc1 = C(pi(\)), such that 
Ai is a companion matrix, the last column of Ui is ej(i)

T
1 and A* is upper 

triangular, 1 < i < t. Suppose also that vectors vt with j(i + 1) components 
from K are given, such that whenever j(i) = 1, vt = \Ai\~lpi+i, p<+1 being the 
first row of Ui+i, 1 < i < t — 1. Let D be a triangular matrix, presented in 
partitioned form as 

D = 

A i Dlt Du • • • Du 

0 A2 DM . .. D2t 

0 0 A3 . • • Dit 

0 0 0 A, 

• +At. We suppose that vt is the lastrow of Diti+i, 1 < i < t — 1. Let A =Ai + . 
Then it is possible to select the as yet unspecified elements in Du, Du, . . . 
from K in such a manner that AD is non-derogatory and has piQ\) . 
as its characteristic polynomial. 

Proof. Let vt — (va, vi2, . . . , z^^+i)) . Let a. be fixed, a < t. We first 
specify the elements of Da>a+i. If j(a) = 1, this has already been done by 
the hypotheses. Let j(a) > 1 and for this fixed a let R\, R2, . . . , Rj(a+i) denote 
the rows of Aa+1 Aa+i, and let 

Dt a ,a+ l 

du 
d2i 

dj(a)-l,l 

Val 

du 
d22 

dj(a)-l,2 

Va2 

dl,j(a+l) 

do,j(a+l) 

^ i ( a ) - l , ; ( « + D 

Va,j(a+1) 

Let da denote the bottom right corner element of Aa. As Aa is triangular and 
non-singular, 8a 9

e 0. Let Ca be the last column of Aa Aa. Because Aa is a 
companion matrix, the next to bottom element of Ca is 8a. Now Aa Da>a+1 

has the form 

^ 2 1 d22 d2,j(a+l) 

^ 3 1 di2 dz,j(a+l) 

a. J-^a,a-\-l 

dj(a)-l,l d ; (« ) - l ,2 dj(a)-l,j(a+l) 

Val Va2 Va,j{a+1) 

Zl z2 
Zj(a+1) 
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where 

(20) zs = ( —l)K«)-i |^4a| du _|_ a fixecj linear combination of 

d<2s, dss, . . . , d;-(a)_i)S, z;as, 1 < 5 < 7(<^ + ! ) • 

We now impose the following condition upon the elements of Da>a+i'. 

(21) OjlcO-l.Ka+l) 

Pa+1 
+ 5 a (vai Ca, Va2 C a , . . . , fla^(a+l) 

- « « 

Oy(a)_l,^(a+i) 

J'(«+1) 

M=l 

— Aa Daia+1. 

Here, in (21), the first matrix in the left member has j(a) rows, the first 
j(a) — 1 of which are zero vectors and the last p«+i; the second matrix on 
the left has j(a + 1) columns, each of which is the indicated multiple of Ca; 
the third matrix on the left has j(a) — 1 rows of zeros, followed by a row 
which is the indicated linear combination of R^ . . . , R^a+i). From an exami
nation of the form of AaDa,a+i, we see that (21) immediately determines all 
rows of Da,a+i except the first; and then (20) can be used to determine the 
first row of Da,a+i in such a manner that (21) is satisfied. All this can be 
done for a = 1, 2, . . . , / — 1. Hence D12, D2^ . . . , Dt-i,t are now con
structed. 

Now form AD. We find that 

AD = 

0 
0 

0 

A\Di2 Eu Eu 
Ai A2 A2 D2% E24 

0 i 3 A 3 AZDM 

0 0 0 

Eu 
E2t 

Eu 

AtAt, 

Here Ea$ = Aa Dap. Let a be fixed, 1 < a < t — 1. We now perform the 
following similarity transformations on AD. If j(a) — 1, we do nothing. If 
j{a) > 1, we subtract ôa

_1 vas times column j(l) + j(2) + . . . + j(a) of AD 
from column j(l) + j(2) + . . . + j{a) + s, then add da~

l vas times row 
j ( l ) + j ( 2 ) + . . . + J » + 5 to row j ( l ) + . . . + j (a ) , for s = 1, 2, . . . , 
j (« + !)• Owing to (21) this results in converting the block Aa Da>a+i into a 
block whose last row is pa+i and whose other rows are all zero. If j(a) = 1, 
it is already true that Aa Da>a+i has pa+i for its only row. In addition observe 
that these similarity transformations leave all diagonal blocks A1A1, . . . , AtAt 

unchanged. The only block in the block diagonal just above and parallel to 
the main block diagonal that changes is Aa Da>a+i. Also observe that while 
certain of the E matrices change, they do so only in the following way. If 
an E matrix, say Epq, becomes altered, the only alteration is to add to the 
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elements of Epq certain known linear combinations of elements from matrices 
which lie in block rowr p and which are to the left of Epq, or to add to some 
of the elements of Epq certain known linear combinations of elements from 
matrices which lie in block column q and which are below Epq. 

We now perform the above similarities on AD with a = / — 1, then on 
the result perform the above similarities with a = t — 2, then t — 3, . . . , 1. 
T h e result of all of this is to find a non-singular W such t h a t 

WADW-1 = 

0 
0 

F12 

A2A2 

0 i 3 A 3 

Gl4 

G24 

0 0 0 

Owing to our construction of Daitt+i, we have 

Pa+1 

Gu 

G2t 

G-it 

AtAt 

F0 a,a-\-l 1 < a < t 1. 

Now set Gu = 0, G24 = 0, . . . , Gt-2,t = 0. Because of the manner in which 
the G matrices arise from the E matrices, this amounts to set t ing 

AaDt a,a+2 = Ta, 1 < a < t - 2, 

where the Ta are some matrices of known elements. So we may solve for 
£>i3, D2A, . . . , Dt-2,t such t h a t Gu = 0, G24 = 0, . . . , Gt-2tt = 0. Now set 
Gu = 0, C25 = 0, . . . , Gt-z,t = 0. By the same kind of a rgument this amoun t s 
to pu t t ing Aa Da>a+'i = Va, 1 < a < t — 3, where the Va are certain matrices 
of known elements. In this manner we construct in succession the block side 
diagonals of D parallel to the main block diagonal such t h a t all the G matrices 
are zero. D is now completely specified. 

Now, for a < tj note t h a t because of the special forms of Ua and Fa,a+i, 
we have Ua Fa>a+i = Fa,a+i- And also observe t ha t since the last row of Fa>a+i 
is the first row of Ua+i, Fa>a+i Ua+i~1 — Na, say, is a matr ix consisting en
tirely of zeros except for its extreme lower left corner element, which is a 
one. Now pu t U = Ui + U2 + . . . + Ut. Then 

UWADW'lU-

C(PiM) Ari 

o c(p2(\)) 
0 

N2 

0 0 0 0 

0 
0 

C(pt(\)) 

T h e proof is now complete since UWADW^U'1 clearly has the required 
characterist ic polynomial and is non-derogatory since the (n — 1) X (n — 1) 
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subdeterminant of \In — UWADW^U-1 obtained by deleting column 1 and 
row n is a non-zero constant . 

T h e next lemma uses notat ion explained in (2, pp. 144-145). 

LEMMA 6. Let A = C(p(X)) £ GL(n, K), where K ^ G F ( 2 ) . Let gi, g3 G K*. 
Then it is possible to choose g2, g\ €: K and a vector d with elements in K so 
that U £ GL(w, K) exists satisfying: (i) the last column of U is en

T; (ii) if 
n>2, UAAnigug^g^gittDU-i = C((X - \A\ gl) (X - g3) (X - D * ^ ) ; (Hi) if 
n = 1, C/^AnCgi, g2, g3, g4, ^ ) ^ 1 = C(X - Ml gi) ; (iv) # n > 3, g2, g4 ^ 0; 
(v) if n = 2 and gi = g3, ^ ^ g2 = 0 if and only if p(X) = (X — \A\) (X — 1). 

Proof. This is a specialization of Lemma 2 of (2). The matrix U is the 
matr ix ST whose existence is asserted in (2, Lemma 2). Let — a2 be the 
coefficient of X in p(X). When n > 3 to get g2, gi we require t ha t the coefficient 
of X in (X - Ml gi)(X - g3)(X - l ) " - 2 be 

( - l ) n M | (g2 + g ig 4 + g i g 3 ( ^ - 3)) - a2gz. 

This is a linear equation in two unknowns g2, g4. Set g2 = 1 and solve for g4. 
If g A = 0, set instead g2 equal to any other non-zero value in K. Then solve 
for g4; it mus t now turn out t ha t g4 ^ 0. When n = 2 we determine g2 from 

— M-l gi — gs = Ml g2 — «2^3- If g2 = 0 and gi = g3, we get a2 = \A\ + 1. 
This implies t ha t ^(X) = (X — |^4|)(X — 1). 

LEMMA 7. Let A = Ai -\- A2 £ SL(n} K) where A t is aj(i) X j(i) companion 
matrix and \At\ ?* 1 for i = 1, 2. Let j(l) > 2, j (T) > j ( 2 ) . Suppose X — 1 is 
not an elementary divisor of A. Let <5i, <52, <53 Ç X* &£ such that one of (i), (ii), 
(iii), (iv) holds: (i) 1 ^ <52 ^ <5i = <53 ^ 1; (ii) <53 = 52 = 1 ^ 5i; (iii) <5i, <52, 
<53, 1 are a// different] (iv) <5i = <53 = 1 F^ Ô2. 77&ew we may find D Ç GL(w, X ) 
swc/̂  /&a/ 1} ana7 ^4D are both non-derogatory with characteristic polynomials 

(x - ÔI)(X - Ô2)(X - Ô8)(X - if-3, (x - Wi|5i)(x - M2 |ô2)(x-ô3)(x-iy-3 

respectively. 

Proof. Use Lemma 6 to construct matrices Ui, Aj{1) (<$i, g2, ô3, g4, a7) G 
G L ( j ( l ) , i £ ) satisfying (i), (ii), (iv), (v) of Lemma 6. Note tha t if j ( l ) = 2 
and <5i = <53, then g2 ^ 0 since g2 = 0 implies A± = C((X - |^4i|) (X - 1)) , 
hence X — 1 is an elementary divisor of A, contrary to hypothesis. If j(l) = 2 , 
set g4 = 1. Use Lemma 6 to construct matrices 

U2, A,(2)(Ô2, A2, 1, A4, d') G GL( j (2 ) , K) 

satisfying the five conditions of Lemma 6. Note t ha t if j(2) = 2 and 82 = 1, 
then h2 ^ 0, since h2 = 0 implies A2 = C((X - |^42|)(X - 1)) , so t ha t X - 1 
is an elementary divisor of A, contrary to hypothesis. If j(2) < 2, set hi = 1, 
and if j(2) = 1, set /&2 = 1. Now pu t 

= |"A i (i)(ôi, g2, Ô3, g4, d) D12 1 
L 0 A, (2)($2, Â2, 1, *4, <*') J 
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where the last row of D12 is (0, 1, 0, 0, . . . , 0) if j{2) > 1 and 82 9* 1; other
wise the last row of D12 is (|^4i|_1, 0, . . . , 0 ) . Then the conditions of L e m m a 5 
are satisfied and hence we may choose the other elements of D\2 so t h a t AD 
is non-derogatory and has the required characterist ic polynomial. Since D is 
tr iangular, it is clear t h a t D has the required characterist ic polynomial. I t is 
only necessary to show t h a t D is non-derogatory. This will be accomplished 
by showing t h a t the greatest common divisor of the (n — 1) X (n — 1) sub-
de terminants of \In — D is one. Le t -D[a|/3] denote the subde te rminan t of 
\In — D obtained by deleting row a and column ft, and let D[a\(3]\=i denote 
this subdeterminant evaluated when X = 1. In case (i) consider 

D[j(l) + l | j ( l ) + 1] = (X - <5i)2(X - 1)*-*; 

D[2\l] = - g 2 ( X - 62) (X - l)n~3 5* 0; 23[»|3]x-i= =fc (1 - <5i)2(l - h)h, ^ 0 
(when j ( l ) > 2 and j ( 2 ) > 1), D[n - l | 3 ] X - i = ± ( 1 - ô i ) 2 ( l - h) * 0 
(when j ( l ) > 2 and j ( 2 ) = 1), or D[n\n] = (X - <5i)2(X - <52) when n = 4. In 
case (ii) consider Z>[1|1] = (X — l ) w _ 1 ; and 

D[n\2]x==1 = ± ( 1 - «1)^11-^4*2*4 ^ 0. 

In case (hi) consider D [ l | l ] = (X - d2) (X - ô3) (A - l ) ^ 3 ; 

D[2\2] = (X - ôi)(X - <52)(X - I f " 3 ; 

D[j(l) + l | j ( l ) + 1] = (X - ôi)(X - Ô8)(X - i r ~ 3 ; 

Z>[«|3]x-i = =b(l - ô i ) ( l - 52)(1 - S3)*4 ^ 0 

( w h e n j ( l ) > 2, j ( 2 ) > 1), or 

D[n - l |3]x~i = ± ( 1 - ô i ) ( l - 52)(1 - ôa) 5* 0 

(when j ( l ) > 2, j ( 2 ) = 1), or D[4|4] = (X - ôi) (X - <52) (X - <53) (when 
j ( l ) = j ( 2 ) = 2). In case (iv) consider D[j{\) + l | j ( l ) + 1] = (X - l ) * - 1 ; 
D[n\l]x=! = ± ^ 2 ^ 4 * 4 ( 1 - 52) ^ 0 (when j(2) > 1) or 

D[n - l | l ] x - i = ±g2g±(l - ô2) ^ 0 

(when j ( 2 ) = 1)- In all four cases we have computed sufficiently m a n y sub-
de terminants of \In — D to show t h a t D is non-derogatory. 

T h e rest of this paper is devoted to finishing the proof of Theorem 1 when 
K = G F ( 4 ) or when K — G F ( 5 ) . W e may, by L e m m a 1, assume t h a t X — 1 
is no t an elementary divisor of A. W e m a y also assume t h a t r 9e 1 since in 
(1 , §§5 , 6) it was shown how to construct a matr ix D G SL(w, K) possessing 
a linear e lementary divisor X — a with a Ç K such t h a t AD is similar to 
D. Hence (18) and (19) can be satisfied when r = 1. If A is a companion 
matr ix, the required proof to complete Theorem 1 is supplied by § 3, case 3 
above. If A = Ai + A2 when At £ GL(j(i), K) is a companion matr ix , 
i = 1, 2, we m a y assume t h a t j ( l ) > j(2), by use of the following device. 
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Since the inverse of a companion matrix is similar to a companion matrix, 
let Bi, B2 be companion matrices similar to A2~

l, Ai~l, respectively. P u t 
B = Bx + B2. If, for A, j ( l ) < j ( 2 ) , then, for B, j(l) > j ( 2 ) , and more
over ( |5 i | , \B2\) = ( |4 i | , \A2\) since | ^ i | |^42| = 1. Since B is similar to A~\ 
il B = SDS~1D~1 where S, D have arbi t rary prescribed determinant , the same 
will hold for A also. In general we may suppose A = A± + . . . + Am where 
Ai Ç GL(j(i), K) is a companion matrix. Thus when m = 2 we may take 
i ( l ) > i ( 2 ) . We shall take advantage of the simplifying assumption explained 
in (1 , §§ 5, 6) . By rearranging the Au we can order the integers7'(l)> . . . ,j(m) 
in any manner t ha t is convenient a t the moment and by considering A~l 

instead of A we can eliminate some cases. By vir tue of these remarks we 
need consider only the following possibilities when K = G F ( 4 ) : r — 6 or 
r = d2; m = 2, \AX\ = 0, \A2\ = 6\ j ( l ) > j ( 2 ) ; m = 3, \AX\ = \A2\ = \AZ\ =8, 
j(l) > j(2) > j ( 3 ) . And when K = GF(5 ) we need consider only the follow
ing possibilities: r = 2, 3, 4; m = 2, \Ai\ = 2, | 4 2 | = 3, j(l) > j ( 2 ) ; w = 2, 
| ^ ! | = | ^ 2 | = 4, i ( l ) > i ( 2 ) ; m = 3, | ^ i | = 2, | 4 2 | = 2, | 4 3 | = 4, and 
j(l),j(2) ordered in any convenient manner ; 

m = 4, l^xl = |i42| = \AZ\ = | 4 4 | = 2, 

and i ( l ) , 7 (2 ) ,7* (3 ) , i (4 ) ordered in any convenient manner. 

5 . T h e case K = G F ( 4 ) . Let K = GF(4) and first suppose m = 2, 
1^1 = 0, | 4 2 | = 6\ j{l) > j ( 2 ) . Let ôi = ô3 = 0, 02 = d2. Then by Lemma 7, 
pa r t 1, we may find non-derogatory D Ç Gh(n, G F ( 4 ) ) with characterist ic 
polynomial (X — 6)2(\ — B2) (X — l)n~3 such t ha t ^4D is non-derogatory and 
has characteristic polynomial (X - d2) (X - 6)2(\ - l ) ^ 3 . T h u s £> and AD 
are similar, Z) has a linear elementary divisor, and \D\ = 0, finishing the case 
r = 6, m = 2. Now let <5i = 02, <52 = 53 = 1. Then by Lemma 7, pa r t (ii), we 
may find D Ç GL(n , G F ( 4 ) ) such t ha t Z> and AD are non-derogatory and 
both have (X — 62) (X — l ) w _ 1 as characteristic polynomial. Since \D\ = 02 

and D has a linear elementary divisor, this completes the case m = 2. 

Let m = 3, MN = | 4 2 | = L43| = 9, j ( l ) > j ( 2 ) > j ( 3 ) . If j ( l ) = 1, 4 is 
scalar and § 2 supplies the result. So let j(l) > 2. Let ^ = 1 or —1 (mod 3), 
to be specified later. Use Lemma 6 to choose 

Ui, A,(1)(0», gt, 0>, g*, d) e G L ( j ( D , G F ( 4 ) ) 

with g2 ^ 0 such t ha t 

C / i4 i AK1) C/x-i = C((X - 01+*)(X - 0")(X - l ) * 1 ' " 2 ) . 
Use Lemma 6 to choose U2, A, ( 2 ) ( l , h2, 1, fc4, <*') € GL( j (2 ) , G F ( 4 ) ) with 
A2 ^ 0, Â 4 ^ 0 such t ha t UtA* Am U2~

l = C((X - 0)(X - l ) " 2 »- 1 ) . Use 
Lemma 6 to choose Uz, Am(d~", k2, 1, kit d") ^ GL(j(3), GF(é)) with 
£4 ^ 0 such t h a t UzAz Am Ur1 = C((X - « ^ ( X - I )* 3 *- 1 ) . P u t 

AjW Du Du 
(22) £> = I 0 A,(2) i?23 

. 0 0 A, ( ,)J 
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Here the last row of D12 is (62, 0, . . . , 0) and the last row of D2Z is (0, 1, 0, 
0, . . . , 0) when j(3) > 2 and (02) when j(3) = 1. Then by Lemma 5 we 
may construct the remaining elements of D such that AD is non-derogatory 
and has (X — 0M)2(X — 0~M) (X — l)n~s as its characteristic polynomial. This is 
also the characteristic polynomial of D. Now 

£[2|1] = -g2(X - r*)(X - l )w-3 * 0; 

D\j(X) + i ( 2 ) + i | j ( i ) + i ( 2 ) + l] = (x - ^) 2 (x - i r ~ 3 ; 

and D[w|3] (when j(3) > 1) or D[n — 1|3] (when j(3) = 1) is a polynomial 
in X not vanishing when X = 1. Hence D is non-derogatory and has a linear 
elementary divisor, so that (18) holds with |5| = <t>, \D\ = #M. By choosing 
fi = 1 or —1 we get \D\ = 0 or 02 as required. This completes the case 
J?; = GF(4). 

6. The case K = GF(5). First let \AX\ = 2, \A2\ = 3, j ( l ) > j(2). If 
j ( l ) = j(2) = 1, then 4 is similar to C((X - 2)(X - 3)) which falls into case 
1 of § 3. So suppose j(l) > 2. Let 5i = ô3 = 5, <52 = 25, where 5 = 1, 2, or 4. 
Then by Lemma 7, part (i) or (iv), we may find D £ GL(n, GF(5)) such 
that D and ^4D are both non-derogatory with characteristic polynomial 
(X - 5)2(X - 2b) (X - l)n-\ As £> has the linear elementary divisor X - 25, 
we can satisfy (18), (19) with \D\ = 2<53 = 2, 1, or 3. (This supplies a second 
proof for the case r = 1, | ^ i | = 2, |^2 | = 3.) Now set 5i = 2, ô2 = 4, <53 = 3. 
By Lemma 7, part (iii), we get D £ GL(w, GF(5)) such that both £> and 4̂Z> 
are non-derogatory and both have (X — 2) (X — 3) (X — 4) (X — l)n~3 as 
characteristic polynomial. So we can satisfy (18) with r = 4. This finishes 
the case fl^l, \A2\) = (2, 3). 

Now let \Â!\ = \A2\ = 4, j ( l ) > i ( 2 ) . Let j ( l ) > 1 and let di = <53 = <5, 
<52 = 45 where ô is 1, 2, or 3. Then by Lemma 7, part (i) or (iv) we get 
D G GL(w, GF(5)) with D and yll^ both non-derogatory and having the 
same characteristic polynomial (X — <5)2(X — 45) (X — \)n~z. Thus again (18), 
(19) are satisfied, with r = 4<53 = 4, 2, or 3. This completes the case 

1.4,1 = 1^1=4. i ( l ) > l . j (D>j(2) . 

If i ( l ) = j(2) = 1, A is scalar and § 2 supplies the result. This finishes all 
m = 2 cases. 

We now suppose m = 3 and (|^4i|, |^42|, |^43|) = (2, 2, 4). Using (1, Lemma 
4) construct a standard matrix D\ Ç GL(j(l)> GF(5)) with elementary 
divisors X — 2, (X — î y œ - 1 such that the elementary divisors of AXD\ are 
X - 4, (X - l)j^~\ Similarly construct D2 £ GL(j(2), GF(5)) with ele
mentary divisors X — 4, (X — l )^ 2 ) - 1 such that A2 D2 has elementary divisors 
X - 3, (X - l)^2)-1 . Construct D, £ GL(j(3), GF(5)) with elementary divi
sors X — 3, (X — l)^ 3 ) - 1 such that A^Dz has elementary divisors X — 2, 
(X - l ) ^ - 1 . Set D = Dx + D2 + Dz. Then D and AD have the same 
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elementary divisors, including a linear elementary divisor, and \D\ = 4 . So 
(18), (19) can be satisfied when r = 4. 

If not both j ( l ) = 1, j(2) = 1, we arrange Ah A2 so tha t j ( l ) > 1. Con
s t ruc t by (1, Lemma 4) a s tandard matrix D\ G G L ( j ( l ) , K) wTith elementary 
divisors X — 2, X — 3, (X — l ) ^ 1 ) - 2 such t h a t Ai, Dx has elementary divisors 
X - 4, X - 3, (X - 1 ) W - 2 . Similarly construct D2 G G L Q ) ( 2 ) , G F ( 5 ) ) with 
e lementary divisors X — 4, (X — l ) ^ 2 ) - 1 such tha t the elementary divisors of 
A2D2 are (X - 3), (X - 1)><*)-I. Construct D, G GL( j (3 ) , G F ( 5 ) ) with 
e lementary divisors X — 3, (X — l ) ^ 3 ) - 1 such t ha t AZD% has elementary 
divisors X - 2, (X - l ) ^ " 1 . Set D = Dx + D2 + Dz. Then D and AD are 
similar and \D\ = 2. So (18), (19) are satisfied with r = 2. However, this 
computa t ion fails when j(l) = j(2) = 1. If also j ( 3 ) = 1, then A is similar 
to C(X - 2) + C((X - 2)(X - 4 ) ) , which falls under the already treated 
case m = 2. So let j ( l ) = j(2) = 1 je j(S). Use Lemma 6 to construct 
£73, A, (3)(3, g2, 3, g4, d) G GL( j (3 ) , G F ( 5 ) ) with g2 ^ 0, such t ha t 

U*A*Am U,-1 = C((X - 2)(X - 3)(X - l ) ^ ) - 2 ) . 

Set Ui = U2 = i i , and set 

D = 
"2 3 D 1 3 " 
0 4 £>23 

.0 0 A,(3). 

Here D2z = 3 (top row of Uz). Use Lemma 5 to construct Du such t ha t AD 
is non-derogatory with (X — 2) (X — 4) (X — 3)2(X — l)n~A as characteristic 
polynomial. This is also the characteristic polynomial of D. Moreover D is 
non-derogatory since 2, 4 are simple eigenvalues of D, 

Z)[4|3] = -g 2 (X - 2)(X - 4)(X - l ) - 4 ^ 0, 

and -D[w|5]\=i 9e 0 (when n > 5). Then, in the usual way, D and AD are 
similar and \D\ = 2. This shows tha t (18), (19) can always be solved with 
r = 2. 

If not both j ( l ) = 1> J(2) = 1, let j ( 2 ) > 1. Use Lemma 6 to construct 
Z7i, A,d)(2, g2f 1, £4, d) G G L ( j ( l ) , G F ( 5 ) ) with g, * 0 such tha t 

I / i ^ i A,(1) ^ / r 1 = C((X - 4)(X - l ) ^ 1 ) - 1 ) . 

Use Lemma 6 to construct £72, A j ( 2 ) ( l , &2, 1, /z4, d') G GL( j (2 ) , G F ( 5 ) ) with 
fc2 ^ 0, ^ 4 ^ 0 such t ha t U2A2 Am U2~

l = C((X - 2)(X - l ) ^ 2 ) - 1 ) . Use 
Lemma 6 to construct £/3, A j ( 3 )(4, k2, 1, fe4, d") G G L ( j ( 3 ) , G F ( 5 ) ) with 
^ 4 ^ 0 such t ha t ftisA^ft-1 = C((X - l)j^). Define £> by (22). We 
let the last row of D12 be (1, 0, 0, . . . , 0) if j ( l ) > 1, and 3 (first row of U2) 
if j{\) = 1. We let the last row of D2Z be (0, 1, 0 ,0, . . . , 0) if j ( 3 ) > 1, and 
(1) if J (3) = 1. We use Lemma 5 to construct the remaining elements of D 
so tha t AD is non-derogatory with characteristic polynomial (X — 2)(X— 4) 
X (X — l ) ^ - 2 . This is also the characteristic polynomial of D. Since 2, 4 are 
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simple eigenvalues of D, and D[n — l|2]x=i 9e 0 (if j(3) = 1) or D[n\2]\=i^ 0 
(if j(3) > 1), it follows that D is non-derogatory also. Thus AD is similar 
to D and as D has a linear elementary divisor and \D\ = 3, we can satisfy 
(18), (19) when r = 3. However, this computation fails if jil) = j(2) = 1. 
Assume j ( l ) = j(2) = 1 and let Az = C(p(k)). If p(2) ^ 0, then A is similar 
to C(X — 2) + C((X — 2)p(\)), already treated under case m = 2. Let 
£(2) - 0 (hence j(3) > 1). If j(3) = 2, then A = 2I2 + C((X - 2)2), which 
has already been handled in § 3, case 3. So let j(3) > 2. Use (2, Lemma 2) 
to construct Ud, Ai(3)(2, g2, 2, g4, d) G GL(j(3), GF(5)) with g2 ^ 0, such 
that UzAzAjm I!*-1 = C((X - 2)2(X - 4) (X - 1)'<8>-8). (£/8 is the matrix 
ST of (2, Lemma 2).) Then set 

D = 
4 3 Du 

0 3 £>23 

.0 0 A,(3). 

Here D23 = 3 (first row of C/3). Then by Lemma 5 we may construct Du so 
that 4̂Z) is non-derogatory with (X - 2)2(X - 4) (X - 3) (X - l)w~4 as charac
teristic polynomial. This is also the characteristic polynomial of D. More
over, D is non-derogatory since 4, 3 are simple eigenvalues, 

#[413] = -g2(\ - 4)(X - 3)(X - l)*-4 ^ 0, 

and D[n\5]\=i ^ 0 (when n > 5). Since \D\ = 3, we have now solved (18), 
(19) when r = 3. This completely finishes all m = 3 cases. 

Now let m = 4 and \Ai\ = \A2\ = \AZ\ = |4 4 | = 2. As in (1, §5), we 
need only find an element <5i G GF(5)* and integers e(i) satisfying 

0<e(i) <j(i) - 1 
such that 
( 2 3 ) 51»32(l+^(l) + ^(4))-e(l) + «(2)+3e(3) + e(4) _ r > 

If some j(i) is > 4 , let j(2) > 4. Set <5i = 1, e(l) = e(3) = e(4) = 0, 
e(2) = 0, 1, 2, 3 so as to satisfy (23). Now suppose all j(i) are < 3 . Suppose 
j(2) = 3 and j(4) > 2. Then put <5i = 1, e(l) = e(3) = 0, e(2) = 0, 1, or 2, 
and 6 (4) = 0 or 1 so that e(2) + g (4) = 0, 1, 2, or 3 as necessary to satisfy 
(23). Now suppose j(2) = 3 and j(l) = j(3) = j(4) = 1. Hence w = 6 and 
the left member of (23) becomes <5i232+e(2>. If r = 1, take di = 1, e(2) = 2. If 
T = 2, take <5i = 1, e(2) = 1. If r = 3, take <$i = 3, e{2) = 1. If r = 4, take 
di = 1, e{2) = 0. Hence we may assume each j(^) ^ 2. If there exist at least 
three j(i) not one, let j(2) = j(3) = j(4) = 2. Set 5i = 1 and take e(2), g(3), 
e(4) to be 0 or 1 so that e(2) + 3e(3) + e(4) = 0, 1, 2, or 3 (mod 4) as 
required to satisfy (23). If exactly two j(i) are two and exactly two are one, 
let j ( l ) = j ( 2 ) = 2, j(3) = j(4) = 1. Then w = 6 and (23) becomes 
dl23-ea)+e(2) = T. if r = i, take di = 1, e(l) = e(2) = 0. If r = 2, take 
ôi = 1, e(l) = 1, e{2) = 0 . If r = 3, take ôi = 1, e(l) = 0, e(2) = 1. If 
r = 4, take 5i = 2, e(l) = e(2) = 0. Now suppose j ( l ) = j(2) = j(3) = 1, 
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7 (4) = 2. Then n = 5 and if we put e(4) = 0 and di = r, (23) will be satis
fied. Finally if j(l) = j(2) = j(3) = j(4) = 1, then A is scalar and this case 
was handled in § 2. This completes the m = 4 case and the proof of Theorem 1. 
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