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THE HOMOLOGY OF SINGULAR POLYGON SPACES

YASUHIKO KAMIYAMA

ABSTRACT. Let Mn be the variety of spatial polygons P ≥ (a1, a2, . . . , an) whose
sides are vectors ai 2 R3 of length jai j ≥ 1 (1 � i � n), up to motion in R3. It is
known that for odd n, Mn is a smooth manifold, while for even n, Mn has cone-like
singular points. For odd n, the rational homology of Mn was determined by Kirwan and
Klyachko [6], [9]. The purpose of this paper is to determine the rational homology of
Mn for even n. For even n, let M̃n be the manifold obtained from Mn by the resolution
of the singularities. Then we also determine the integral homology of M̃n.

1. Introduction. Let Mn be the variety of spatial polygons P ≥ (a1, a2, . . . , an)
whose sides are vectors ai 2 R3 of length jaij ≥ 1(1 � i � n). Two polygons are
identified if they differ only by motions in R3. The sum of the vectors is assumed to be
zero:

(1. 1) a1 + a2 + Ð Ð Ð + an ≥ 0.

It is known that Mn admits a Kähler structure such that the complex dimension of Mn is
n� 3. For odd n, Mn has no singular points. For even n, P ≥ (a1, a2, . . . , an) is a singular
point iff all the ai(1 � i � n) lie on a line in R3 through O [2], [5], [6], [9]. Such singular
points are cone-like singularities and have neighborhoods C(Sn�3 ðS1 Sn�3), where C
denotes the cone and S1 acts on both copies of Sn�3 by complex multiplication [6], [9].

For odd n, HŁ(Mn; Q), the rational homology of Mn, was determined by Kirwan and
Klyachko [6], [9]. Their strategies are different, but both use theorems in symplectic
geometry. Unfortunately, their methods cannot apply to Mn for even n, because of the
singular points of Mn.

Thus the purposes of this paper are (a) and (b) below. For the rest of this paper, we
always assume n to be even, and sometimes set n ≥ 2m.

(a) We determine HŁ(Mn; Q). Actually we can also determine Hq(Mn; Z) (q ½ n�2).
(b) Let M̃n be the manifold obtained from Mn by the resolution of the singularities.

That is, for every singular point of Mn, replace C(Sn�3 ðS1 Sn�3) by Dn�2 ðS1 Sn�3. Then
we determine HŁ(M̃n; Z).

Our results are as follows. For HŁ(Mn; Q), we begin by proving the following:

THEOREM A. The groups Hq(Mn; Z) (q ½ n� 2) are given by:
(i) H2i+1(Mn; Z) ≥ 0 (i ½ m� 1).
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(ii) H2i(Mn; Z) ¾≥ ZA2i (i ½ m�1) with A2i ≥
�

2m�1
0

�
+
�

2m�1
1

�
+ Ð Ð Ð +

�
2m�1

2m�3�i

�
, where

n ≥ 2m,
�

a
b

�
denotes the binomial coefficient, and ZA2i denotes the A2i-fold direct

sum of Z.

Next we determine the groups Hq(Mn; Q) (1 � q � n� 4), which are isomorphic to
Hq(Mn; Q). In order to state the result, we define algebras U, V and a map of algebras
ñ: U ! V as follows. Let U be the algebra over Q generated by ã1, . . . ,ãn�1 and f , of
degree two, subject to the relations ã2

i ≥ �fãi for 1 � i � n� 1:

(1. 2) U ≥ Q[ã1, . . . ,ãn�1, f ]Û(ã2
i ≥ �fãi), degãi ≥ deg f ≥ 2.

Next we set

(1. 3) S ≥
n

(è1, . . . , èn�1); èi ≥ š1 (1 � i � n� 1), è1 + è2 + Ð Ð Ð + èn�1 + 1 ≥ 0
o

.

Thus S consists of
�

2m�1
m

�
-elements. (Recall that n ≥ 2m.) For each (è1, . . . , èn�1) 2 S,

we denote by Q[e(è1,...,èn�1)] a polynomial algebra on one generator e(è1,...,èn�1) which has
degree two. Then we set

(1. 4) V ≥
M

(è1,...,èn�1)2S
Q[e(è1,...,èn�1)].

Finally we define a map of algebras ñ: U ! V. In order to do so, it suffices to give
ñ(ãi) (1 � i � n� 1) and ñ( f ).

(i) For 1 � i � m� 1, we set

ñ(ãi) ≥ �
X

f(è1,...,èn�1)2S;èi≥�1g
e(è1,...,èn�1).

(ii) For m � i � 2m� 1, we set

ñ(ãi) ≥ �
X

f(è1,...,èn�1)2S;èi≥+1g
e(è1,...,èn�1).

(iii) We set
ñ( f ) ≥

X
(è1,...,èn�1)2S

e(è1,...,èn�1).

Now Hq(Mn; Q) (1 � q � n� 4) are given by the following:

THEOREM B. The map ñ: U ! V is a morphism of algebras and one has

H2i(Mn; Q) ¾≥ Ker(ñ: U2i ! V2i) (2 � 2i � n� 4),

H2i+1(Mn; Q) ¾≥ Coker(ñ: U2i ! V2i) (1 � 2i + 1 Ú n� 4),

where Uq denotes the subspace of U consisting of elements of degree q.

Theorems A and B give Hq(Mn; Q) (q Â≥ n�3). Hn�3(Mn; Q) is determined if we give
ü(Mn), the Euler characteristic of Mn. We set n ≥ 2m.
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THEOREM C [2]. ü(M2m) ≥ �22m�2 +
�

2m
m

�
.

REMARK 1.5. In [2], ü(M2m) is determined by establishing and then solving a recur-
rence formula for M2m. As this method needs some effort, we give a more direct proof
of Theorem C in this paper.

EXAMPLE 1.6. The rational Poincaré polynomials of M4, M6 and M8 are given by:

PQ(M4, t) ≥ 1 + t2.

PQ(M6, t) ≥ 1 + t2 + 5t3 + 6t4 + t6.

PQ(M8, t) ≥ 1 + t2 + 28t3 + 8t4 + 14t5 + 29t6 + 8t8 + t10.

Note that M4 ≥ S2.
As an example, we will show how to determine PQ(M8, t) in Example 1.6. First we

know Hq(M8; Q) (q ½ 6) by Theorem A. Next we can determine Hq(M8; Q) (q � 4)
by Theorem B. For example, the fact that H4(M8; Q) ≥ Q8 is proved as follows. By
Theorem B, we have that H4(M8; Q) ¾≥ Ker(ñ: U4 ! V4). By (1.2), a basis of U4 is
fãiãj (1 � i Ú j � 7),ãi f (1 � i � 7), f 2g, and hence dimQ U4 ≥ 29. By (1.4), a
basis of V4 is fe2

(è1,...,è7); (è1, . . . , è7) 2 Sg, and hence dimQ V4 ≥ 35. Now, since ñ(ãi)
(1 � i � 7) and ñ( f ) are described by the above basis of V4, we can write ñ: U4 ! V4

as a 35ð 29 matrix. Then it is elementary to prove that Ker(ñ: U4 ! V4) ¾≥ Q8. Finally
we can determine H5(M8; Q) by Theorem C.

REMARK 1.7. In [6], [9], HŁ(Mn; Q) is determined for odd n. In particular these
groups obey Poincaré duality, and Hq(Mn; Q) ≥ 0 for odd q. But for even n, Example 1.6
shows that we cannot expect Poincaré duality to hold for Mn. Moreover in general, we
cannot expect that Hq(Mn; Q) ≥ 0 for odd q.

Finally we give HŁ(M̃n; Z).

THEOREM D. HŁ(M̃n; Z) is a free Z-module and PQ(M̃n, t), the rational Poincaré
polynomial of M̃n, is given by

PQ(M̃n, t) ≥ 1 + nt2 + Ð Ð Ð +

8<
:1 + (n� 1) +

0
@n� 1

2

1
A + Ð Ð Ð +

0
@ n� 1

min(i, n� 3� i)

1
A
9=
; t2i

+ Ð Ð Ð + t2n�6.

Thus M̃n obeys Poincaré duality as expected.

This paper is organized as follows. In Section 2, we give strategies to prove Theo-
rems A and B. Theorems A, B, C and D are proved in Sections 3, 4, 5 and 6 respectively.

Before we leave this section, we note that we can identify Mn with the moduli space
of semistable configurations with respect to the action of PSL(2, C). And the latter arise
naturally in the theory of vector bundles and torsion free sheaves [8], [9]. Thus our main
theorems give information on this theory.

In the paper [4], we will prove some new results on the topology of Mn for odd n.
For example, we determine ôq(Mn) (q � n � 3), then we describe Mn in the oriented
cobordism ring.
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2. Strategies for proofs of Theorems A and B. We set e ≥

0
B@

1
0
0

1
CA 2 R3. Recall that

Mn is defined from the space of spatial polygons by the action of the groups of motions
in R3. Thus for P ≥ (a1, a2, . . . , an) 2 Mn, we can always assume that an ≥ e. More
precisely, we define Cn by

(2. 1) Cn ≥
n

P ≥ (a1, a2, . . . , an�1) 2 (S2)n�1; a1 + a2 + Ð Ð Ð + an�1 + e ≥ 0
o
.

Regard S1 as the subgroup of SO(3) consisting of elements which fix e. Then S1 acts
naturally on Cn, and it is clear that

(2. 2) Mn ≥ CnÛS1.

P ≥ (a1, a2, . . . , an�1) 2 Cn is a singular point iff ai ≥ še (1 � i � n� 1). By the same
argument as in the case of Mn [5], [8], we can prove that the singular points of Cn have
neighborhoods C(Sn�3 ð Sn�3).

Note that the S1-action on Cn is semifree, i.e., the set of the singular points is exactly
the set of the fixed points, and except at the singular points, S1 acts freely.

Let in: Cn !̈ (S2)n�1 be the inclusion (cf. (2.1)). We prove Theorems A and B by the
following steps.

STEP 1. First we prove the following proposition.

PROPOSITION 2.3. (in)Ł: Hq(Cn; Z) ! Hq

�
(S2)n�1; Z

�
are isomorphisms for q �

n� 2.

STEP 2. Let C̄ n be the space obtained from Cn by removing Int C(Sn�3 ð Sn�3), the
interior of C(Sn�3 ð Sn�3), for every singular point. Since Cn has

�
2m�1

m

�
singular points,

we have

(2. 4) Cn ≥ C̄ n [
� [

(2m�1
m )

C(Sn�3 ð Sn�3)
�

,

where we set n ≥ 2m.
Let ¯̊n: C̄ n !̈ Cn be the inclusion:

(2. 5) C̄ n
¯̊n
�! Cn

in
�! (S2)n�1

Then we prove that (inÐ¯̊n)Ł: Hq(C̄ n; Z) ! Hq

�
(S2)n�1; Z

�
are isomorphisms for q � n�4.

STEP 3. By using the Serre spectral sequence of the fibration C̄ n ! C̄ nÛS1 ! CP1,
we calculate Hq(C̄ nÛS1; Z) (q � n� 4) from Step 2.

STEP 4. By using the isomorphisms

(2. 6) Hq

�
Mn, fsingular pointsg; Z

�
¾≥ H2n�6�q(C̄ nÛS1; Z),

we determine Hq(Mn; Z) (q ½ n� 2) from Step 3, which is Theorem A.
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Next we state the strategies for the proof of Theorem B. Note that if we attach
C(Sn�3 ðS1 Sn�3) to every boundary component of C̄ nÛS1, then we obtain Mn:

(2. 7) Mn ≥ C̄ nÛS1 [
� [

(2m�1
m )

C(Sn�3 ðS1 Sn�3)
�

(cf. (2.4)).

STEP 5. From the proof of Step 3, we prove that the ring structure of HŁ(C̄ nÛS1; Q)
(Ł � n � 4) is isomorphic to that of U. Then we identify the ring structure of
HŁ(

S
(2m�1

m ) Sn�3 ðS1 Sn�3; Q) (Ł � n� 4) with that of V in a suitable manner.

STEP 6. Consider the cohomology Mayer-Vietoris sequence of the pair
fC̄ nÛS1,

S
(2m�1

m ) C(Sn�3 ðS1 Sn�3)g (cf. (2.7)). Let jn:
S

(2m�1
m ) Sn�3 ðS1 Sn�3 !̈ C̄ nÛS1 be

the inclusion. Then we prove that ( jn)Ł: Hq(C̄ nÛS1; Q) ! Hq(
S

(2m�1
m ) Sn�3 ðS1 Sn�3; Q)

(q � n� 4) is equal to ñ: Uq ! Vq in Section 1, where Uq and Vq denote the subspaces
of U and V consisting of elements of degree q. Thus Theorem B follows.

3. Proof of Theorem A. We prove Theorem A by following Steps 1–4 in Section 2.

STEP 1. For Step 1, we need to prove Proposition 2.3. We prove this proposition
by the idea of [3]. Recall that we have the inclusion in: Cn !̈ (S2)n�1. We write its
complement as An. Thus

(3. 1) An ≥
n

(a1, . . . , an�1) 2 (S2)n�1; a1 + Ð Ð Ð + an�1 + e Â≥ 0
o

.

We define a function fn: An ! R by

(3. 2) fn(a1, . . . , an�1) ≥ �ja1 + Ð Ð Ð + an�1 + ej2.

Concerning fn, we can prove the following Propositions 3.3 and 3.4 in the same way as
in [3]. Since the calculations are easy, we omit the details.

PROPOSITION 3.3. (a1, . . . , an�1) 2 An is a critical point of fn iff ai ≥ še (1 � i �
n� 1).

We try to determine the index of H( fn), the Hessian of fn, at every critical point. We
say a critical point (a1, . . . , an�1) is of type (k, l) if e appears k-times and �e appears
l-times in (a1, . . . , an�1), such that k + l ≥ n � 1. Note that k � l + 1 Â≥ 0 by (3.1). Then
we have the following:

PROPOSITION 3.4. The index of H( fn) at the critical point of type (k, l) is given by(
2l k Ù l
2(k + 1) k Ú l � 1.

We note that k� l + 1 Â≥ 0.

Now we complete the proof of Proposition 2.3. By Proposition 3.4, we see that the
index of H( fn) at every critical point is less than or equal to n � 2. Thus An has the
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homotopy type of an (n � 2)-dimensional CW complex. By Poincaré-Lefschetz duality
Hq

�
(S2)n�1, Cn; Z

�
¾≥ H2n�2�q(An; Z), we have Hq

�
(S2)n�1, Cn; Z

�
≥ 0 (q � n � 1).

Hence Proposition 2.3 follows.

This completes Step 1.

STEP 2. We prove the following:

PROPOSITION 3.5.

(i) H2i(C̄ 2m; Z) ¾≥ ZA2i (0 � i � m� 2) with A2i ≥
�

2m�1
i

�
.

(ii) H2i+1(C̄ 2m; Z) ≥ 0 (0 � i � m � 3).

PROOF. By Proposition 2.3, (in)Ł: Hq(Cn; Z) ! Hq

�
(S2)n�1; Z

�
are isomorph-

isms for q � n � 2. By applying the Mayer-Vietoris argument to the pair�
C̄ n,

S
(2m�1

m ) C(Sn�3 ð Sn�3)
�
, (¯̊n)Ł: Hq(C̄ n; Z) ! Hq(Cn; Z) are isomorphisms for q �

n�4. Thus (in Ð ¯̊n)Ł: Hq(C̄ n; Z) ! Hq

�
(S2)n�1; Z

�
are isomorphisms for q � n�4. Thus

Proposition 3.5 follows.

This completes Step 2.

STEP 3. We prove the following:

PROPOSITION 3.6.

(i) H2i(C̄ 2mÛS1; Z) ¾≥ ZA2i (0 � i � m � 2) with A2i ≥
�

2m�1
0

�
+
�

2m�1
1

�
+ Ð Ð Ð

+
�

2m�1
i

�
.

(ii) H2i+1(C̄ 2mÛS1; Z) ≥ 0 (0 � i � m� 3).

PROOF. Consider the Serre spectral sequence of the fibration C̄ n ! C̄ nÛS1 ! CP1.
By Proposition 3.5, for dimensional reasons we have Es,t

2
¾≥ Es,t

1 (s + t � 2m� 4). Hence
Proposition 3.6 follows.

This completes Step 3.

STEP 4. Since Mn ≥ C̄ nÛS1 [
�S

(2m�1
m ) C(Sn�3 ðS1 Sn�3)

�
(cf. (2.7)), we have the

following isomorphisms:

Hq

�
Mn, fsingular pointsg ; Z

�
¾≥ H̃q

�
MnÛfsingular pointsg ; Z

�
¾≥ H̃q

�
C̄ nÛS1Û∂(C̄ nÛS1); Z

�
¾≥ Hq

�
C̄nÛS1, ∂(C̄ nÛS1); Z

�
¾≥ H2n�6�q(C̄ nÛS1; Z),

where ∂(C̄ nÛS1) denotes the boundary of C̄ nÛS1, and the fourth isomorphism is Poincaré-
Lefschetz duality.

Now Theorem A follows from Proposition 3.6.
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4. Proof of Theorem B. We prove Theorem B by Steps 5 and 6 in Section 2.

STEP 5. (A) First we give an identification of HŁ(
S

(2m�1
m ) Sn�3 ðS1 Sn�3; Q) (Ł �

n � 4) with V. Recall that Mn ≥ C̄ nÛS1 [
�S

(2m�1
m ) C(Sn�3 ðS1 Sn�3)

�
(cf. (2.7)), and

every C(Sn�3 ðS1 Sn�3) corresponds to a singular point of Mn. A singular point of Mn is
represented by some P ≥ (a1, a2, . . . , an�1) 2 (S2)n�1 such that ai ≥ še and a1 + Ð Ð Ð +
an�1 + e ≥ 0 (cf. Section 2). Set

(4. 1) ai ≥ èie (1 � i � n� 1).

Then èi ≥ š1. Note that a1 + Ð Ð Ð + an�1 + e ≥ 0 implies è1 + Ð Ð Ð + èn�1 + 1 ≥ 0.
Thus every boundary component of C̄ nÛS1 (which is homeomorphic to Sn�3ðS1 Sn�3)

is labeled by (è1, . . . , èn�1) such that è1 + Ð Ð Ð+èn�1 +1 ≥ 0. Since H2(Sn�3ðS1 Sn�3; Q) ¾≥
H2(CPm�2; Q), we denote the generator of the the left side by e(è1,...,èn�1).

Then it is clear that HŁ(
S

(2m�1
m ) Sn�3ðS1 Sn�3; Q) (Ł � n�4) is isomorphic to V, where

V is defined in Section 1.
(B) Next we give an identification of HŁ(C̄ nÛS1, Q) (Ł � n � 4) with U. First we

construct the generators of H2(C̄ nÛS1, Q), which we denote by fh1, . . . , hn�1, yg.
(i) Construction of fh1, . . . , hn�1g.
The proof of Proposition 3.5 shows that (in Ð ¯̊n)Ł: H2(C̄ n; Q) ! H2

�
(S2)n�1; Q

�
is

an isomorphism. Denote the standard generators of H2

�
(S2)n�1; Q

�
by fõ1, . . . ,õn�1g.

(More precisely, let õ 2 H2(S2; Q) be the canonical generator. Set õi ≥ 1 ð Ð Ð Ð ð 1 ð
õ ð 1ð Ð Ð Ð ð 1, where the i-th element is õ.) Then set

(4. 2) hi ≥ ( pn)Ł
�
(in Ð ¯̊n)Ł

��1
(õi),

where pn: C̄ n ! C̄ nÛS1 is the projection (cf. (4.4)).
(ii) Construction of y.
Consider the boundary component of C̄ nÛS1, which corresponds to (1, . . . , 1,�1, . . . ,

�1), i.e., (è1, . . . , èn�1) such that èi ≥ +1 (1 � i � m�1) and èi ≥ �1 (m � i � 2m�1).
Since H2(Sn�3ðS1 Sn�3; Q) ¾≥ H2(CPm�2; Q), we denote the generator of the left side by
x (cf. the definition of e(è1,...,èn�1)).

Let k: Sn�3 ðS1 Sn�3 !̈ C̄ nÛS1 be the inclusion, where Sn�3 ðS1 Sn�3 denotes the
boundary component which corresponds to (1, . . . , 1,�1, . . . ,�1). Set

(4. 3) y ≥ kŁ(x)

(cf. (4.4)).

(4. 4)

C̄ n
¯̊n
�! Cn

in
�! (S2)n�1

pn

??y
Sn�3 ðS1 Sn�3 k

�! C̄ nÛS1

Now it is easy to show that fh1, . . . , hn�1, yg is a basis of H2(C̄ nÛS1; Q). By taking the
dual basis, we get a basis of H2(C̄ nÛS1; Q), which we denote by fã1, . . . ,ãn�1, fg.
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Recall that the proof of Proposition 3.5 produces a S1-equivariant map in Ð ¯̊n: C̄ n !

(S2)n�1 which is (n� 4)-connected. Therefore, the homomorphism

(4. 5) HŁ
S1

�
(S2)n�1; Q

� (inÐ¯̊n)Ł
�! HŁ

S1 (C̄ n; Q) ¾≥ HŁ(C̄ nÛS1; Q)

is an isomorphism for Ł � n�4, where HŁ
S1 denotes equivariant cohomology. Recall that

HŁ
S1

�
(S2)n�1; Q

�
was determined by Kirwan [7]. In our choice of generatorsã1, . . . ,ãn�1

and f , the structure of HŁ
S1

�
(S2)n�1; Q

�
together with (4.5) tell us that HŁ(C̄ nÛS1, Q) (Ł �

n� 4) is generated by ã1, . . . ,ãn�1 and f with the relations ã2
i ≥ �fãi (1 � i � n� 1).

Hence HŁ(C̄ nÛS1, Q) (Ł � n� 4) is isomorphic to U.
This completes Step 5.

STEP 6. Consider the Mayer-Vietoris sequence of the pair fC̄ nÛS1,S
(2m�1

m ) C(Sn�3ðS1 Sn�3)g (cf. (2.7)). Let jn:
S

(2m�1
m ) Sn�3ðS1 Sn�3 !̈ C̄ nÛS1 be the inclu-

sion. We need to know ( jn)Ł: Hq(C̄ nÛS1; Q) ! Hq(
S

(2m�1
m ) Sn�3ðS1 Sn�3; Q) (q � n�4).

By Step 5, we can regard ( jn)Ł as ( jn)Ł: U ! V. In order to describe this homomor-
phism, it suffices to determine ( jn)Ł(ãi) (1 � i � n� 1) and ( jn)Ł( f ). We recall that S ≥
f(è1, . . . , èn�1); èi ≥ š1 (1 � i � n� 1), è1 + è2 + Ð Ð Ð + èn�1 + 1 ≥ 0g (cf. (1.3)). Note
that Theorem B follows from the next result:

PROPOSITION 4.6.
(i) For 1 � i � m� 1, ( jn)Ł(ãi) ≥ �Σf(è1,...,èn�1)2S;èi≥�1g e(è1,...,èn�1).

(ii) For m � i � 2m� 1, ( jn)Ł(ãi) ≥ �Σf(è1,...,èn�1)2S;èi≥+1g e(è1,...,èn�1).
(iii) ( jn)Ł( f ) ≥ Σ(è1,...,èn�1)2S e(è1,...,èn�1).

PROOF. Instead of proving these formulae, we prove similar formulae in (S2)n�1.
More precisely, let S1 act on (S2)n�1 in the same way as on Cn. P ≥ (a1, a2, . . . , an�1) 2
(S2)n�1 is a fixed point iff ai ≥ še (1 � i � n�1). We remove a small open disc around
every fixed point, and denote this space by D̄n. Then we have the following commutative
diagram:

(4. 7)
C̄ n

inÐ¯̊n
�! (S2)n�1

& %

D̄n

where all arrows are the inclusions.
By the definition of ãi (1 � i � n � 1), f 2 H2(C̄ nÛS1; Q) and e(è1,...,èn�1) 2

H2
�
∂(C̄ nÛS1); Q

�
, where ∂(C̄ nÛS1) denotes the boundary of C̄ nÛS1, it suffices to prove

Proposition 4.6(i)–(iii) in D̄nÛS1. That is, we define ã0i (1 � i � n � 1), f 0 2

H2(D̄nÛS1; Q) and e0(è1,...,èn�1) 2 H2
�
∂(D̄nÛS1); Q

�
in the same way as for ãi, f , e(è1,...,èn�1).

Then we can prove that ã0i , f 0, e0(è1,...,èn�1) satisfy Proposition 4.6(i)–(iii), where in this
case, we shall substitute the inclusion jn: ∂(C̄ nÛS1) !̈ C̄ nÛS1 in Proposition 4.6 with
the inclusion j0n: ∂(D̄nÛS1) !̈ D̄nÛS1. (Note that every boundary component of D̄n is
homeomorphic to CP2m�2.)
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We summarize the constructions of ã0i , f 0, e0(è1,...,èn�1) as follows (cf. Step 5 (A) and (B)).

(A0) e0(è1,...,èn�1) 2 H2
�
∂(D̄nÛS1); Q

�
is defined to be the generator of H2(CP2m�2; Q).

(B0) ã01, . . . ,ã0n�1, f 0 2 H2(D̄nÛS1; Q) are defined to be the duals of f( p0n)Ł(õ1), . . . ,
( p0n)Ł(õn�1), y0g, where p0n: D̄n ! D̄nÛS1 denotes the projection (which corresponds
to the projection pn: C̄ n ! C̄ nÛS1 in Step 5 (B)(i)). We shall regard õi (1 � i �
n� 1), which are defined in Step 5 (B)(i), as elements of H2(D̄n; Q), since H2(D̄n; Q) ¾≥
H2

�
(S2)n�1; Q

�
.

y0 is defined in the same way as in (4.3), i.e., y0 ≥ (k0)Ł(x0), where k0: CP2m�2 !̈

D̄nÛS1 denotes the inclusion of the boundary component which corresponds to (1, . . . , 1,
�1, . . . ,�1), and x0 2 H2(CP2m�2; Q) denotes the generator (cf. (4.7)).

(4. 8)

D̄n??y p0n

∂(D̄nÛS1)
j0n
�̈! D̄nÛS1

- %k0

CP2m�2

Denote the dual of e0(è1,...,èn�1) 2 H2
�
∂(D̄nÛS1); Q

�
by v(è1,...,èn�1) 2 H2

�
∂(D̄nÛS1); Q

�
.

We denote the sequence (1, . . . , 1,�1, . . . ,�1), which was used in Step 5 (B)(ii), by
(è0

1, . . . , è0
n�1).

Recall that we have an inclusion j0n: ∂(D̄nÛS1) !̈ D̄nÛS1 (cf. (4.8)). Now the follow-
ing lemma is proved easily from the definitions of v(è1,...,èn�1), ( p0n)Ł(õ1), . . . , ( p0n)Ł(õn�1)
and y0.

LEMMA 4.9.
( j0n)Ł(v(è1,...,èn�1)) ≥ y0 +

X
1�s�n�1

és

n
( p0n)Ł(õs)

o
,

where és ≥

(
�1 ès ≥ �è0

s
0 ès ≥ è0

s .

Now by taking the dual of Lemma 4.9 we have Proposition 4.6.
This completes the proof of Theorem B.

5. Proof of Theorem C. By Theorem A, we know Hq(Mn; Q) (q ½ n� 2). Hence
in order to determine ü(Mn), it suffices to determine

P
q�n�3(�1)q dim Hq(Mn; Q).

Recall that we have an inclusion in: Cn !̈ (S2)n�1. Hence we also have an inclusion
Mn !̈ (S2)n�1ÛS1. We assume the truth of the following Propositions 5.1 and 5.2 for the
moment. As in the proof of Proposition 2.3 in Section 3 Step 1, we set An ≥ (S2)n�1�Cn.

PROPOSITION 5.1. For q � 2m� 3, we have

Hq
c (A2mÛS1; Q)

¾≥

(
QA2i with A2i ≥ 22m�1 �

�
2m�1

m

�
q ≥ 2i + 1 (1 � i � m � 2)

0 q ≥ 2i (0 � i � m� 1) or q ≥ 1,
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where HŁ
c denotes cohomology with compact supports.

PROPOSITION 5.2. H̃Ł

�
(S2)NÛS1; Q

�
is given by

H̃q

�
(S2)NÛS1; Q

�
¾≥

(
QbN

q q ≥ 2i + 1 (1 � i � N � 1)
0 otherwise,

where

bN
q ≥

0
@N � 1

q�1
2

1
A + 2

0
@N � 2

q�1
2

1
A + 22

0
@N � 3

q�1
2

1
A + Ð Ð Ð + 2

2N�q�1
2

0
@ q�1

2
q�1

2

1
A.

PROOF OF THEOREM C. Recall the long exact sequence of cohomology with compact
supports of the pair

�
(S2)2m�1ÛS1, M2m

�
:

Ð Ð Ð ! Hq
c (A2mÛS1; Q) ! Hq

�
(S2)2m�1ÛS1; Q

�
! Hq(M2m; Q)

! Hq+1
c (A2mÛS1; Q) ! Ð Ð Ð .

Since H2m�2
c (A2mÛS1; Q) ≥ 0 by Proposition 5.1, exactness shows that

(5. 3)

X
q�2m�3

(�1)q dim Hq(M2m; Q) ≥
X

q�2m�3
(�1)q dim Hq

�
(S2)2m�1ÛS1; Q

�

�
X

q�2m�3
(�1)q dim Hq

c (A2mÛS1; Q).

By Proposition 5.2, we have

(5. 4)

X
q�2m�3

(�1)q dim Hq((S2)2m�1ÛS1; Q)

≥ 1� b2m�1
3 � b2m�1

5 � Ð Ð Ð � b2m�1
2m�3

≥

8>>>>>><
>>>>>>:

1�
n�

2m�2
1

�
+ 2

�
2m�3

1

�
+ Ð Ð Ð + 22m�3

�
1
1

�o
�
n�

2m�2
2

�
+ 2

�
2m�3

2

�
+ Ð Ð Ð + 22m�4

�
2
2

�o
...
�
n�

2m�2
m�2

�
+ 2

�
2m�3
m�2

�
+ Ð Ð Ð + 2m

�
m�2
m�2

�o
.

While by Proposition 5.1, we have

X
q�2m�3

(�1)q dim Hq
c (A2mÛS1; Q) ≥ �(m � 2)

8<
:22m�1 �

0
@2m� 1

m

1
A
9=
; .

Hence by (5.3), we have

(5. 5)

X
q�2m�3

(�1)q dim Hq(M2m; Q) ≥ (5.4) + (m� 2)

8<
:22m�1 �

0
@2m� 1

m

1
A
9=
;

≥ �22m�3 �
m � 4

2

0
@2m� 1

m

1
A.
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On the other hand, we have
(5. 6)X

q½2m�2
(�1)q dim Hq(M2m; Q) ≥

m�2X
i≥0

8<
:
0
@2m� 1

0

1
A +

0
@2m� 1

1

1
A + Ð Ð Ð +

0
@2m� 1

i

1
A
9=
;

≥ �22m�3 +
m
2

0
@2m� 1

m

1
A

by Theorem A.
Now we have

ü(M2m) ≥ (5.5) + (5.6)

≥ �22m�2 +

0
@2m

m

1
A.

This completes the proof of Theorem C assuming the truth of Propositions 5.1
and 5.2.

PROOF OF PROPOSITION 5.1. As in the case of Cn, the S1-action on A2m is semifree
(cf. Section 2), and the fixed point set Σ is

Σ ≥
n

(a1, Ð Ð Ð , an�1) 2 (S2)n�1; ai ≥ še (1 � i � n� 1), a1 + Ð Ð Ð + an�1 + e Â≥ 0
o

,

which consists of
�
22m�1 �

�
2m�1

m

��
-points. Set

B2m ≥ A2m � Σ.

Recall that A2m has the homotopy type of a 2(m�1)-dimensional CW complex (cf. Propo-
sition 3.4). Hence the Mayer-Vietoris argument gives the following information on
Hq(B2m; Q) (q ½ 2m� 1):
(5. 7)

Hq(B2m; Q)

¾≥

(
QA2i with A2i ≥ 22m�1 �

�
2m�1

m

�
q ≥ 4m� 3

0 2m� 1 � q � 4m� 4 or q ½ 4m� 2.

Next, by the Serre spectral sequence of the fiber bundle S1 ! B2m ! B2mÛS1, we
have the following information on Hq(B2mÛS1; Q) (q ½ 2m� 1) from (5.7):
(5. 8)
Hq(B2mÛS1; Q)

¾≥

(
QA2i with A2i ≥ 22m�1 �

�
2m�1

m

�
q ≥ 2i(m � i � 2m� 2)

0 q ½ 2m� 1 and q Â≥ 2i(m � i � 2m� 2).

Since B2mÛS1 is smooth, we have by Poincaré duality Hq
c (B2mÛS1; Q) ¾≥

H4m�3�q(B2mÛS1; Q). Hence we have the following information on Hq
c (B2mÛS1; Q) (q �

2m� 2) from (5.8):
(5. 9)

Hq
c (B2mÛS1; Q) ¾≥

(
QA2i with A2i ≥ 22m�1 �

�
2m�1

m

�
q ≥ 2i + 1 (0 � i � m� 2)

0 q ≥ 2i (0 � i � m � 1).
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Now by using the long exact sequence of cohomology with compact supports of the
pair (A2mÛS1, Σ):

Ð Ð Ð ! Hq
c (B2mÛS1; Q) ! Hq

c (A2mÛS1; Q) ! Hq(Σ; Q) ! Hq+1
c (B2mÛS1; Q) ! Ð Ð Ð ,

we can prove Proposition 5.1.
This completes the proof of Proposition 5.1.

PROOF OF PROPOSITION 5.2. We prove Proposition 5.2 by induction on N. For P ≥

(a1, a2, . . . , aN) 2 (S2)NÛS1, we can assume that a2
1 ½ 0 and a3

1 ≥ 0, where we set

a1 ≥

0
B@

a1
1

a2
1

a3
1

1
CA. More precisely, set

S+ ≥

8><
>:a ≥

0
B@

a1

a2

a3

1
CA 2 S2; a2 ½ 0, a3 ≥ 0

9>=
>; .

Set T ≥ S+ ð (S2)N�1 and let S1 act in the obvious way on the subspaces feg ð (S2)N�1

and f�egð (S2)N�1 of T, where e is defined in Section 2. Write this equivalence relation
on T by ¾. Then it is clear that (S2)NÛS1 ¾≥ TÛ ¾.

Decompose TÛ ¾ as L+ [ L�, where

L+ ≥

8><
>:
0
B@

a1
1

a2
1

a3
1

1
CA ð a2 ð Ð Ð Ð ð aN�1 2 TÛ ¾; a1

1 ½ 0, ai 2 S2 (2 � i � N � 1)

9>=
>; .

(L� is defined similarly.) Since L+ \ L� is homeomorphic to (S2)N�1, and Lš is homo-
topically equivalent to (S2)N�1ÛS1, we can calculate H̃Ł

�
(S2)NÛS1; Q

�
from the Mayer-

Vietoris sequence of the pair fL+, L�g by induction on N.
This completes the proof of Proposition 5.2, and hence also that of Theorem C.

6. Proof of Theorem D. Recall that

(6. 1) M2m ≥ C̄ nÛS1 [
� [
(2m�1

m )
C(Sn�3 ðS1 Sn�3)

�

by (2.7), while by the definition of M̃2m we have

(6. 2) M̃2m ≥ C̄ nÛS1 [
� [
(2m�1

m )
Dn�2 ðS1 Sn�3

�
.

First we prove the following:

PROPOSITION 6.3. For q � 2m� 4, we have

Hq(M̃2m; Z)

¾≥

(
ZA2i with A2i ≥

�
2m�1

0

�
+
�

2m�1
1

�
+ Ð Ð Ð +

�
2m�1

i

�
q ≥ 2i (0 � i � m � 2)

0 q ≥ 2i + 1 (0 � i � m� 3).
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PROOF. By using the Serre spectral sequence of the fiber bundle S2m�3 ! S2m�3ðS1

S2m�3 ! CPm�2, we can easily prove that iŁ: Hq(S2m�3 ðS1 S2m�3; Z) ! Hq(D2m�2 ðS1

S2m�3; Z) are isomorphisms for q � 2m�4, where i: S2m�3ðS1 S2m�3 !̈ D2m�2ðS1 S2m�3

denotes the inclusion.
Consider the Mayer-Vietoris sequence of the pair fC̄ 2mÛS1,

S
(2m�1

m ) D2m�2ðS1 S2m�3g

(cf. (6.2)). The above assertion concerning iŁ shows that the sequences

0 ! Hq

� [
(2m�1

m )
S2m�3 ðS1 S2m�3; Z

�

! Hq(C̄ 2mÛS1; Z)ýHq

� [
(2m�1

m )
D2m�2 ðS1 S2m�3; Z

�
! Hq(M̃2m; Z) ! 0

are split short exact sequences for q � 2m � 4. Hence Hq(M̃2m; Z) ¾≥ Hq(C̄ 2mÛS1; Z)
(q � 2m� 4).

Now Proposition 6.3 follows from Proposition 3.6.
By Proposition 6.3 together with the Poincaré duality and the universal coefficient

theorem, we can determine Hq(M̃2m; Z) (q ½ 2m � 2). We can also prove the fact that
H2m�3(M̃2m; Z) is torsion-free. Hence in order to complete the proof of Theorem D, we
need to prove the following:

LEMMA 6.4. H2m�3(M̃2m; Q) ≥ 0.

PROOF. By (6.1), we have ü(M2m) ≥ ü(C̄ 2mÛS1) +
�

2m�1
m

�
. By (6.2), we have

ü(M̃2m) ≥ ü(C̄ 2mÛS1) +
�

2m�1
m

�
(m � 1). Hence by using Theorem C, we have

(6. 5) ü(M̃2m) ≥ �22m�2 + m

0
@2m� 1

m

1
A.

On the other hand, our information on Hq(M̃2m; Z) (q Â≥ 2m� 3) tells us that

X
q

(�1)q dim Hq(M̃2m; Q)

≥ 2

2
4m�2X

i≥0

8<
:
0
@2m� 1

0

1
A +

0
@2m� 1

1

1
A + Ð Ð Ð +

0
@2m� 1

i

1
A
9=
;
3
5� dim H2m�3(M̃2m; Q)

≥ �22m�2 + m

0
@2m� 1

m

1
A� dim H2m�3(M̃2m; Q).

Hence we have H2m�3(M̃2m; Q) ≥ 0 by (6.5).
This completes the proof of Lemma 6.4, and hence also that of Theorem D.
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