
AN ELEMENTARY PROOF OF THE PRIME-NUMBER 
THEOREM FOR ARITHMETIC PROGRESSIONS 

ATLE SELBERG 

1. Introduction. In this paper we shall give an elementary proof of the 
theorem 

(1.1) lim **M-J-, 
* > o o x <p(k) 

where ç>(k) denotes Euler's function, and 

(1.2) »k.i(x) = Z log£, 
P < x 
p s l(k) 

where p denotes the primes, and k and / are integers with (&,/) = 1, k positive. 
The proof proceeds essentially along the same lines as in a previous paper1 

about the case k = 1. However we also need in this case some of the ideas 
from my paper2 on Dirichlet's theorem in order to prove that 

(1.3) lim **^>>0. 
* > oo x 

a result which we will need for our proof of (1.1). 
It is possible to shorten the proof in several ways, which however would 

make it less elementary. For instance one could consider also the complex 
characters mod k, and in this way avoid Lemma 2 and most of the proof of 
Lemma 3. Also, by using results about the decomposition of primes in the 
quadratic field K(\/D), we could make the proof of Lemma 1 much shorter. 

As we shall see, the following proof is completely constructive, in the sense 
that it gives for any fixed positive e, a way of finding, in a finite number of steps, 
an xo—depending on e and k—such that 

\&k.i(x) 1_[ 

x <p(k) ! 
< €. 

for x > Xo. 
Actually, it is possible in this way to prove more than (1.1). By careful esti­

mation it is possible to show by the method below that 
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THE PRIME-NUMBER THEOREM 67 

<p(k) ^ \(log XY) 

where c is a positive constant. 
Throughout the paperkdenotes a fixed positive integer;/denotes an integer 

with (Z, k) = 1, while a, £ a,nd y are used to designate numbers from a reduced 
residue system mod k;p, q and r denote primes. The letter K denotes positive 
constants, depending on k only; xo denotes a constant (not necessarily the 
same at each occurrence), depending on k only. In the same way xa denotes 
a number depending only on k and the positive number a. The constants 
implied by the O's are generally dependent on k and in sees. 4 and 5 also on <r. 

From my two previous papers mentioned above I make use of the prime-
number theorem in the case k = 1, the formula 

(1.4) £ log2 p + £ log £ log g = 2x log x + 0(x), 
p < x pq < x 

and the further formula 

(1.5) £ l o g 2 £ + L logp log g 
£ < * PQ < x 
p = /(As) £ g s Z(A>) 

= - £ r { E log2£ + E log£ log 3} + 0(x). 
<p(k) P < x pq ^ x 

Finally I make use of the well-known formula 

(1.6) L !2L£ = log* + 0 ( i ) . 
£ < x p 

By partial summation it is easily seen that one may also give (1.6) the forms 

(1.7) E ^ - l o g * + 0 ( 1 ) . 

E </-) = *! (1.8) £ n - =x\ogx + 0(x), 

where #(x) denotes &k,i(%) f° r £ = 1. 
Trivial estimations are often not carried out in detail, but left to the reader. 

2. Fundamental formulas and inequalities. From (1.4) and (1.5) we get 

2 
(2.1) £ l o g 2 £ + E log £ log g =—— xlogx + 0(x), 

P < x pq < x <p(k) 
P - / ( * ) *><Z - / ( * ) 

which may also be written3 

(2.2) tf,(*) log x + £ log £ ^ ( -\ = - A - x log x + 0(x), 
£ < x \pj <p(k) 

where P denotes a solution of the congruence p p = 1 (mod fe). 
3We write #z(*0 instead oîûk,i(x) where no misunderstanding can occur. 

https://doi.org/10.4153/CJM-1950-007-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1950-007-5


\log x/ 

0 5 ATLE SELBERG 

Since 

(2.3) £ iogP+ £ 1 ^ J 5 0 - 2 ._ 

which follows by partial summation using (2.1), then 

E log p log g = £ log p E log g = — - x E - ^ 
Pq ^ x p < * tf< */£ <£>(&) £ < * £ 

_ E l o g , E !£glMl + ofx £ log/> ) 
p < x <zr < */£ log Çr \ P < x £ (1 + log x/p)/ 

qr s /£(&) 

= - ^ * ^ * - £ 1 - ^ L ' ' *W ( - ) + 0<* log log x). <K#) qr ^ x log gr \ g r / 

Inserting this for the second term on the left-hand side of (2.2), we get 

(2.4) Mx) log x = E l o ^ l o g g *m (-) + 0(x log log x). 
pq < x log pq \pq/ 

Writing now 

(2.5) ûi(x) = J - * + *, (*) , 
<K£) 

we get from (2.2) 

(2.6) Ri(x) log x = - E log /> i ? i / - ) + 0(x). 

In the same manner (2.4) yields 

(2.7) Rt(x) log x = £ ' ° g P l 0 g g #*-, ( - ) + 0 (x log log x), 
Pq < x log £g V ^ / 

since 

£ ^ i ^ = log* + 0 ( log log*) , 
£<Z < * £Ç log £g 

which follows by partial summation using 

£<z < « £g 

which again follows from (1.6). 

Combining (2.6) and (2.7) we get 

21*,(*)|log* S E I<XP\RJ*)\+ E ^ ^ i W ^ ) l 
£ < * \p/ Pq < x log £g V><Z/ 

+ 0(x log log x), 

or if a runs over a reduced residue system mod k, 
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2 |*,(*)|log*< E { £ logJ^/^l 
a I K * I \P/\ P = /a(&) 

+ E l o g j > l o g g | i ? . 
Pq = /£(£) 

log pq | ""\ftjf. 

From this we get by partial summation, using (2.3), 

(£>!}+o(* log log x). 

2|«,<*)l log* * E E { E loĝ  + E ^ ^ P } 

%i)Ç5,"{!s*(»)l-K^i)l} 
+ <C.?,irb;W»x)-<^)l) 

+ o( L Î W E " (<(-) - *(~h))) 
\ » < * w ( l + l o g » ) / \ « « * 1 + l o g n \ W A « + l / / / 

+ 0 (x log log *) = - | r E E I * / - ) ! 
^>(#) a w < * I \W/ | 

+ o ( z — ^ # ( ~ Y ) + O(x log logx) 
\« < * 1 + log n \n// 

v(k) 
E \RJ^)\ + 0 (# log log x) 

or finally4 

(2.8) l*,(*)K —i—E l k f i | + o ( ^ ) . 
^(&)logX a » < * | \W/ | \ lOgX / 

3. A lower bound for $i{x). From (2.4) in the form 

£ log**, = £ ^p\ogqloër + Q ( x l o g l o g x ) 

P <: x pqr < x lOg /><7 
* - Kh) Pqr m l(k) 

4Instead of (2.8) we might use the somewhat sharper inequality 

<p(fc)log2* a «<* \nj \ l o g x / ^ U O l o g 2 * 
which can be proved in a similar way. 
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we get by partial summation 

E tog»* log»ï- E !58U58li?Hiog.JL+o(,iogiog«) 
îiïm p Zim logM pqr 

^ E l°g £ log g log r log2 — + 0(x log log x). 
log x pqr < * £gr 

pqr s /(A») 

Now it is easily seen5 that if pqr ^ x, 

l og^ = 2 E I + o ( ( l + iY l+ log f )Y 
£gr P < n,q < v \xv \\p q/\ pqr// 

Inserting this expression in the preceding inequality, we get 

E log2 p log2 -
/>< * P 
P - *(*) 

2 1 
£ , E log £ log g log r E — + # 0 log log x). 

l o g X pqr < re P < H, q < v flV 
pqr a Z(fe) /z»> < x / r 

= r ^ - E £ - ^ ( M ) W t f i - ) + 0(*loglogx), 
lOg X a/3y s /(&) /xJ' < * M** \ M ^ / 

or 

(3.1) E log» p log» ^^ - ? - E 4 E . - t f . t o ^ o W - ) 
* < * £ l O g X a/3<y = Z(fc) *f < M < * | jLtV \fJLV/ 
p = l{k) x*- ^ j> < x* 

+ O (x log log x). 

LEMMA 1. Ij\isa real non-principal character mod k, then for x > xo we have 

E #a(x) > K&, E ûa(x) > Kix. 
X ( a ) = l X(a) = - 1 

It is obviously sufficient if we prove that 

(3.2) E ^ = i l o g x + 0 ( l ) , 
P < X p 

x(P) = l 

because then, if 0 < è < 1 is a fixed number, we get 

E âa(x) > ôx E ^ - ^ = i ( * log \ J x + O(te) > JSTix, 
X (a)=l «* < P < « £ \ 0/ 

x(i>) = 1 

if 6 is^chosen small enough and x > x0. The second part of the lemma follows 
in the same way by combining (1.6) and (3.2). 

5For example, by noting that 2 - = 2 - + 01 - - J . 
q^p^x/prV n^v^x/qrV \q M / 
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To prove (3.2) we remark that6 to each such character % there corresponds 
an integer D, which is not a square, with \D\ < k2, and such that x(P) — iP\p) 
for all primes p. Here (D\p) is the usual quadratic residue symbol. Hence 
(3.2) is equivalent to 

(3.3) £ !2L£ = £ i 0 g x + 0 ( l ) . 
P < x p 
(D\p) =1 

To prove (3.3) we consider the product 

(3.4) P = IT \u2 - Dv% 
\u\ < V*/2 
\v | < ylx/2\D\ 

where the dash II' indicates that the term u = v — 0 is omitted. It is easily 
seen that7 

(3.5) log P=-^logx + 0(x). 
V\D\ 

Let us estimate the highest power dividing P of a prime p ^ #. 
First assume that (£>|£) = 1. We first estimate how many solutions the 

congruence 
(3.6) u2 - Dv2 = 0 (mod p), 

has in the given range for u and v. Since (D\p) = 1 there clearly exist solu­
tions of (3.6) which are non trivial i.e. with (u, p) = (v, p) = 1. Let now Uo, VQ be 
a fixed such nontrivial solution. Then if u, v also is a solution we have 

(uvo)2 — (uov)2 = 0 (mod p), 

or one of the congruences 

(3.7) u Vo =F uo. v s 0 (mod £), 

must be satisfied. Conversely a solution w, z; of (3.7) is a solution of (3.6). 
Consider (3.7) with the upper sign. Obviously the ' Vectors'* (u, v) satisfying 
(3.7) form a two-dimensional lattice. Since there exist integers (u, v) with 
uvo — u0v = p, the area of a "period-parallelogram" or single "cell" in the 
lattice is p, because it obviously could not be less than p. Also no "vector" 
in the lattice has a length less than \/p/\D\, since for (u> zO^(0,0) we have 

u2 + v2 Ï \u2 - Dv2\/\D\ ^ p/\D\. 

From this it is easily seen8 that the lattice has a basis9 of two vectors both 
<2*\/\D\p, and hence that the rectangle \u\ ^ \/x/2, \v\ ̂  -\/x/2\D\ with area 
2x/^/\D\ contains 

6See for instance Dirichlet-Dedekind: Vorlesungen iiber Zahlentheorie (the beginning of §135). 
7For example, by showing that the number of terms with \u2 — Dv2\ ^ T is Oi^/xT). 
8For example, by noting that a "period-parallelogram" may always be chosen so that 

neither of its sides is greater than a diagonal. 
90r, otherwise expressed, that the lattice may be built up of "period-parallelograms" with 

both sides < 2y/\D\p. 
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-(vl) 

+o(i/ï)+0fâ' 

2x 

PV\D\ 
such lattice points (w, y). Hence we have as many solutions of (3.7) with the 
upper sign. 

Treating the case of the lower sign in the same way, we get altogether 

PV\D\ 
solutions of (3.6) in the given range for u and v, because the two congruences 
(3.7) only have common solutions with u = v = 0 (mod p), the number of 
which is 0(x/p2) since we exclude the solution u = v = 0. 
Thus 

4x 

°(vD+o(?) 
of the factors \u2 — Z)y2| of P contain p as a factor. 

In the same way we find that 0(x/pl) of them contain pl as a factor for i> 1. 
Thus the highest power of £ dividing P has the exponent 

On the other hand, if (D\p) = — 1, we see that £ has to divide both u and 
v in order to divide \u2 — Dv2\. From this it is easily seen that P in this case 
contains p only to a power with exponent 0 (x/p2). 

Finally if (D\p) = 0 or p divides D, we see that P contains p to a power 
with exponent 0(x/p). Combining these results we get 

,ogP = -iL E foy + o f v ï E ^ V ^ E ^ 

+ o(*EiHlA = _^_ Z -LH + O(*). 
\ P/D p / 

4x ^ log p 

r V | \D\P)=1 ^ 

Comparing this with (3.5) we get (3.3), which proves our lemma. 

LEMMA 2. Let h = \<p{k), and suppose that we have three sets of h different 
residues™ mod k: en, a2, . . . , ah', /?i, &, . . . , fo; 71, 72, . . . , 7/>. Further suppose 
that for each non-principal real character x ntod k there is at least one a; with x(<**) 
= 1, and at least one with x(<n) ~ ~ 1- Then there exists a triple a, 0, 7 
belonging to the setsy such that afiy = / (mod &). 

Suppose that always ajfry 7̂  / (mod k), or a/3 ^ /7 (mod k). This implies 
that there are h different values11 the product a/3 cannot assume, or since 
h — -%<p(k), that the product a/3 can assume only h different values. Writing 
ai = ai a'i and &=/3i /3\- for i = l, 2, 3, . . . , h, this means that the products 
a'ft can assume only h different values. Since a'/3' can assume the values 1, 

10By residues, we understand here residues belonging to the reduced residue system. 
n B y values we mean here residues mod k. 
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a'2, . . . , ah and also the values 1, /3'2, . . . , 0'A, the sets a and fif are identical, 
and it follows easily that the set 1, a/2, . . . , a'h, forms a group with respect to 
multiplication. Now we define a character % having the value 1 for all resi­
dues of the set a', and the value — 1 for all remaining residues of the reduced 
residue system. Then we have x(*d =

 X(&I)X(<M) = x(«i)» which contradicts 
the assumption that the set a contains both a/s with xi&ù = 1» a n d such 
with x(ai) = — 1. This proves our lemma. 

LEMMA 3. We have for x > x0, 

âi(x) > K2x. 

From (2.3) follows for all a and x > Xo, 

(3.8) êa(x) $ —x + o(—} < — ( 1 + — )x. 
<p(k) V l o g x / <p(k)\ %p(k)J 

Also from the prime-number theorem in the case k = 1, we get for x > xo, 

1 

2<p(k) 
(3.9) £ *.(*) = x + o (x) > (l - - L ) x. 

a \ 2<p(k)/ 
The inequality 

x 

must hold for at least h = ^p{k) values of a. For if da(x) ^ x/V2(&) for m > h 
values of a then, by (3.8) and (3.9), 

(i - - M x < E *.(«) < (-^ + 2(^} - "ft + -J-)) x, 
V 2*>(*)/ . V(fc) *(*) V 2^(*)// 

which leads to a contradiction. 
Also, from Lemma 1, there is at least one a with x(«) = 1 and at least one 

with x(a) = — 1 satisfying 

Hence there exists a set of & = ^ ( ^ ) different residues ai, a2, . . . , a/* mod &, 
for each /* in the range x* ^ M ^ x% x > Xo such that 

(3.10) *.,(/*) > î 3/x, 
for i = 1, 2, . . . , h where 

Kz = min ( K\, 1 , 

and such that for any real non-principal character x mod k there is an a* in 
the set with x(a;) = 1> and another with xim) = — 1. 

Arguing in the same way for &8(v) and ûy (x/pv) where x* ^ M ^ x% x* ̂  v ^ x*, 
x > xo, we find from Lemma 2 that for each pair /x, v in the ranges x* ^ M ^ x*, 
x* ^ v ^ x* for x > x0 there is a triple a, /?, 7 with 
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&M > Kzn, êp{v) > Kzv, ûy(x/w) > Ktx/nv, 

and a^7 = / (mod k). Hence (3.1) gives 

£ log2 p log2 ? > _ ? - £ , » * ( £ - Y + 0{x log log x) 
£ s /(ft) 

2 
= i£3

3 # (xg- log x)2 + 0 ( x log log x)> KiX log X, 
logx 

ÎOYX > XQ. 

Thus if 6 < 1 is a fixed positive number, we get 
log x log21/5 . âi(x) Ï £ log2 p log2 *//> 

p - J(*) 

~~ £ log2 £ log2 #/P > Ktx log x 
£ < Sx 

- Ks ôx log x log2 I/o = (i£4 - Kh Ô log2 l/Ô) x log x, 

or if ô is chosen small enough, 

âi(x) > K2x, 

for x > Xo, which proves Lemma 3. 

From (2.2) we get, using Lemma 3, 

*«(*>< 4 ; * - , — s 1^+O(^L), 
<p(k) log x p < x £ Mog x / 

or 
**(*) < ( - | r - ^ e ) x, 

for x > Xo. This combined with Lemma 3 and (2.5) gives 

(3.11) |*,(*) | < ~ x , 

for x > Xo, where ao < 1 is a positive number depending on k only. 

4. Properties of Ri(x). From (2.1) we get by partial summation 

(4.1) £ log2 p log - + £ log p log q log — 
P < x p pq < x pO 
p m l(k) pq = /(&) 

= —77- £ log » log - + 0(x) = - — x log x + 0 (x). 

Now 

and 

log?- E î + oQ), 
P p^n^x n \pf 

iog^= L - + o ( i ) . 
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Inserting this in (4.1), we get 

E 1/» E log2£+ E 1/» E log* E logg 

2 
•x logx + 0(x), 

<p(k) 
which may be written in the form 

E ^H*) + E - E *.(»)*/-) = ^ r ^ i o g ^ + 0(*)-

This gives 

£ - ^ - ^ Ri(n) + —— x log x + 0(x) = —— x log x 
» < x n <p(k) <p(k) 

- E - E i?.(«)/?/-) - 4 T E E * . ( - ) 
n ^ x n ap z* i(k) \n/ <p(k) « < * a \ « / 

--^r E i£* . («) + 0(*), 

or, using (1.7) and (1.8), and noticing that 

E i?a(y) = *(y) - y + 0(1), 
a 

we get finally 

(4.2) £ 1°0 *,(„) = - £ I £ * . ( W - ) + 0(«). 

Suppose now that for a positive fixed number <r ^ <TO, we have for x > xa 

(4.3) |K,(*)| < - £ r * . 

for all (/, jfe) = 1. (4.2) then yields 

| £ ! ° £ ^ *,(»)! < - £ r * E - + 0(x) = - £ - x log* + 0(x) 

or if Xi < x, 

| £ ]°L? £z(„)| < -?L (* + Xl) log X + 0(*). 

Now let 

Xi = (1 — a-)16 x < x. 
1 + 15<r 
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If Ri(n) does not change sign in the interval X\ < n ^ x, then the above in­
equality implies that there exists a y in the interval X\ < y ^ x, such that 

Ri(y) 

or 

y 

Ri(y) 

and 

(4.4) 

y 

Ri(y) 

S log n < —— (x + xi) log x + 0(x), 
xi < n < .-c ^>("0 

(x — Xi) log X < (x + Xi) log X + 0(x), 
<p(k) 

< JL Z±* + o(-±-) 
Mog x/ 

< 

<p(k) X — X\ 

1 <r(l + 12) + 0 (JL) < JL £. 
Mog x/ <£>(&) 

(1 + 3o-) 

p(ife) 8 Mogx/ *p(k) 4 
for x > xa. Obviously there exists such a y also in the case that Ri(n) changes 
sign12 in the interval X\ < n ^ x. 

For yi < y2l it follows from (2.3) that 

0 ^ E logp< — (y2-yi) + 0( 
y\ < P < y% <p\k) Mog y2/ 
P = l(k) 

< • — ) • 
Mog y2/ 

or 

Mog 72 / 
l^ite) - Ri(yi)\ < — (y2-yi) + 0[ 

<p(k) \iog y2y 
so that if Y ^ y'h ^ 2, and xi < y ^ x, #i < y' ^ x, we get 

I W ) - Ri(y)\ ^~\y' -y\ + ^ ( r 2 - ) • 
Mog x / 

Thus 

or 

\Ri(y')\ < \Ri(y)\ + -^(y'-y) + o(-^~), 
\log x/ 

1 

Ri(y') < \Ri(y) 2L + J_ 1 * + % y Mog (—y 
Mog x) Now let 

where 

, - 5 ^ y~ $ e8 

y 

Ô = *(1 - <Q 
32 

The above inequality then gives, by (4.4), 
12For there is then a y in the interval with |l?z(y)| < log y. 

https://doi.org/10.4153/CJM-1950-007-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1950-007-5


THE PRIME-NUMBER THEOREM 77 

W) < J r r «Ki+M é + _i_ ( , _ 1} + 0/j_\ 
Mog x! 

< 

<p{k) 4 ,»(*) * ' Mog : 

1 (7(3 + 5<r) 
-r- VJ\ 

Jog; 
+ o(-i_) < JL î(L±£), 

Mog x / <p(&) 2 <?(&) 8 M o g x / <p(&) 

for x > #0.. T h u s we have proved, assuming (4.3), 

LEMMA 4. For x > xa, any interval ((1 — cr)16 x} x) contains a sub-interval 

(y, esy) where 8 = , such that for all y ^ z ^ e5y we fowte 
32 

**(*) < 
1 cr + a2 

<p(k) 2 

5. Proof of the prime-number theorem for the arithmetic progression. We 
shall now prove the 

THEOREM. 

lim M*) 
* > oo x 

Obviously this is equivalent to 

(5.1) 

<p{k) 

lim *&> = 0. 
* > o o x 

We have that for all x > 1 and (k,l) = 1, 

(5.2) \Ri(x)\ < K7x, 

and from (3.11), that for x > xo, 

(5.3) \Ri(x)\ <^rx, 
<p{k) 

where <ro < 1. 
Now assume as in the preceding paragraph, that for a fixed positive num­

ber a ^ Co, we have for all /, 

(5.4) 
<p{k) 

for x > xv. Writing further p = (1— a) 16, we have then from Lemma 4, 
that for x>xa and all a each interval (p"~"\ pv) where p ^\pv ^ xjxa contains a 

, such that for yv ^ n sub-interval (yP, y'v) with y'„ = e5;y„ and ô = 

^ / , we have 
32 

(7 + G"2 

<p(k) 
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(2.8) then yields 

\Ri(x)\ < —\-— E L \R.(-)\ + 0(-£=) 
(p(k)iOgX a w<* \n/ \Vlog X/ 

K?x ~ 1 <rx 1 

log X x/x^^n^x n <p(k) log X n^x/xa ft 

2<p2(£)logX « *>"«*/*„ ?„««</„ W VVlOg x) 

<p(fc) 2<p(&) l o g x PV<X/X„ Vvlog 

= _z_x_ ^ - °) x + of*) 
(p(k) 2<p(k) log p \ V log x/ 

¥>(ft) \ 1024 log 1/1-a-/ W l o g x/ 

<p(k)\ 2000 / 

for x > xa. 

Since the iteration-process 

(\ (1 - °«y\ 
n \ 2000 r 

starting with 0 < c0 < 1, converges to zero (one sees easily that an < 
this proves (5.1) and hence our theorem. 
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