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APPROXIMATION BY BOOLEAN SUMS OF LINEAR OPERATORS:
TELYAKOVSKI-TYPE ESTIMATES

JiIA-DING Cao AND HEINZ H. GONSKA
In the present note we study the question: “Under which general conditions do
certain Boolean sums of linear operators satisfy Telyakovskii-type estimates?” It
is shown, in particular, that any sequence of linear algebraic polynomial operators
satisfying a Timan-type inequality can be modified appropriately so as to obtain

the corresponding upper bound of the Telyakovskii-type. Several examples are
included.

1. INTRODUCTION

Let N = {1, 2,...} be the set of natural numbers. For f € C|[a, b] (real-valued
and continuous functions on the compact interval [a, b)), let ||f|| := max{|f(¢)|: a <
t < b} denote the Cebysev norm of f. By ¢, ¢ we denote positive absolute constants
independent of n, f, and z € [a, b]. The constants ¢ and ¢ may be different at different
occurrences, even on the same line. Let II,, be the set of algebraic polynomials of degree
£ n. For f € Cla, b], the modulus of continuity of f is defined by

w(f, 8) = sup{|f(z1) — f(z2)] : los —zal < 6}, 0<E<b—a.

In his well-known paper [26] Timan (see also [27]) proved the following
THEOREM A. For n € N and f € C[-1, 1] there exists P,(f, ) € I, such that

f(2) = Pulfy 2l < -0 (f, (1-27) "0 4 072) el < 1.

Telyakovskii[25] improved this to
THEOREM B. For n € N and f € C[-1, 1] there exists P,(f, ) € O, such that

f(2) = Palf, 2) S e-w (£, (1=2) " -n71), Jol < 1.

Theorem B provided a partial answer (that is, for the case of arbitrary continuous
functions) to a problem posed by Lorentz (17, p.185] in 1963. Quite elementary proofs
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of Theorems A and B were given by Pi¢ugov and Lehnhoff (see [21, 14, 15]) who used
operators of the following type. -

Let, for f € C[-1,1] and n € N,

m(n)

1
Kpn(n)(v) := 3 + Z Pi,m(n) cOs kv, and
k=1
1 x
Gmn)(fi2) := - / f (cos (arccos z + v)) - Kon(n)(v)dv.

Here, the kernel K,,(,) is a trigonometric polynomial of degree m(n) such that

(i) Km(n) is positive and even, and

() SO Kmmy(v)de = 7.
This implies that Gpm(n)(f, ) is an algebraic polynomial of degree m(n). For s € N,
the Masuoka (higher order Jackson) kernels are given by

where ¢y, is chosen such that =—! f_’_r,r Kopn—o(v)dv =1.

In his second paper Lehnhoff investigated certain Boolean sum modifications of
the operators Gm(n) in order to prove Theorem B. His research was continued by the
second author in [10, 11}, and by the first in 1, 2]. Both investigated Timan-type
estimates for the G,,,(n) and Telyakovskii-type estimates for their modifications G:‘( n)-
In [3] the present authors investigated approximation by Boolean sums of positive linear
operators.

In this article, we study the more general problem of approximation by Boolean
sums of linear operators. We establish several general results. Qur central Theorem
3 shows that, from a Timan-type estimate for linear algebraic polynomial operators
A, , one can always derive a Telyakovskii-type estimate for their Boolean sum modifi-
cations A} . This fact is applied to certain operators Gm(n) having the property that
1—pi,mn) = O(n‘z), n — oo. Furthermore, in Section 4 we give applications to
Bernstein-Schurer polynomials, Kantorovi¢ polynomials, and Durrmeyer polynomials.

2. TWO GENERAL THEOREMS

Let f € Cla, b] and Lf denote the linear function interpolating f at a and b,
that is,
L(f,z):: f(b)(z_a)'{-f(a)(b—:) agng.

b-a !
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Let A: Cla, b] — Cla, b] be a linear operator. Then the Boolean' sum L@ A4 of L
and A is given by

AtV =LeA=L+A-Lo A

More explicitly,

(21) A*(f, 2) = A(f, 2)+(b - a) " {(= — a)[F(5) - A(, D)+ (b~ =)[f(a) - A(f,a)]}-

Note that, if A(f, a) = f(a) and A(f, b) = f(b) for all f € Cla, b], then A = A.

For k € NU{0}, let C¥[a, b] denote the space of k-fold continuously differentiable
functions. Hence f € C*[a, b] means that f(*¥) € C[a, b]. Using the K-functional
technique, one obtains the following:

LEMMA 1. (see, for example, DeVore [7]). Let H,: Cla, b] — C|a, b] be a se-
quence of linear operators, satisfying the following conditions:

(i) N Hafll S c-||f]| for all € Cla, b].
(i) Fora < 2 < b, 0 € €4(z) < b—a and b € C'[a,b], one has
|Hn(h, 2) — h(z)| < c-ea(z) - [|H']]-

Then for all f € Cla, b], |Ha(f,2z) — f(z)| < c-w(f, €n(2)).

In the following theorem it is shown that Telyakovskii-type estimates for operators
of the L & A type hold under quite general conditions.

THEOREM 1. Let A,: Cla, b] = C[a, b] be a sequence of linear operators, sat-
isfying the following conditions:

() NAnflt < c-|If|| for all f € Cla, b,
(i) ld(An(h, 2))/dz|| < c- |Ih'|l for all h € C'[a, ],

() |da(h,2)=h(z)] < ¢ - (eav/e—a)b—2) +ea) R for all
hGC‘[a,b],a.UaszsbandOSenSZ.

Then for all f € Cla, b] we have

|4%(f,2) - f(=)| S c-w (f, enV/(z — a)(b— z)) .

PROOF: Using the method applied by Lehnhoff in [15], among others, we distin-
guish three cases:

CASE (A). €n £ y/(z —a)(b—z), a < = < b, which implies €2 < en+/(z — a)(b— ).
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If h € C'[a, b], from (2.1) and condition (iii) we have
|h(z) - A% (b, 2)|
<|h(z) - A

(22)  <c-(eavE-a)B—2) +) IRl +ce b IR +e- k)
<e- (eav/E—a)B-2) +63) - IK
<c-envz—a)b-2) - IH].

- n(hra)l

CaseE (B). v/(z—a)(b-2) < €n, (a+3)/2 < z < b, hence (z—a)(b—2) <

env/(z — a)(b - z). From (2.1) we get
(23)  h(z) - A7(h, =) = [h(z) — h(b)] ~ [4a(h, 2) — An(h, b)]

— An(h, b)] — [h(a) — An(h, a)]}-
Deﬁning In(z) = IAn(h’ z) - An(hv b), >

we have from (iii)
(=) — A7 (h, =)

< |h(z) — h(B)| + I,

(b
< (b 2) W] + Ln() + ‘_a) ENTIP
By condition (ii),
L Anlh, )| < c- W]
du n\ih x¢C ’
and thus
brd bl d
In(z) = /z (I‘EA"(h’ v)) dv </z ﬂA"(h’ v)|dv
<ce(b—z)-||b].
This implies
|h(z) — A} (h, z)|
b—
< (b—2)- Il + elb— =) - I8 +4- L2

<e(b—z)- W]
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Using the fact that

1< 2(z —a) for a+b<

STh-a g S=<h
gt ML R (5)
Thus
(2.4) (=) — 4%(h, 2)] < (2 — a)(b— 2) - IF']

b—a

<c-en/(z—a)(b—2)-|IH].

CAsE (C). /(z—a)b—2) < €n, ¢ € = < (a+b})/2, hence (z—a)(b—z) <
eny/(z — a)(b— z). From (2.1) we get

(2.5)  h(z) - A7 (h, z) = [h(z) — h(a)] + [Aa(h, a) — An(h, z)]

z

+ o A{[h(a) = An(h, )} + [4n(h, b) - R(B)]}.

On account of the fact that z —a < 2(z — a)(b—z)/(b—a) for a < z < (a + b)/2, we
get again, by means of a method analogous to the one used in Case (B),

(2.6) [h(z) — 4% (h, 2)| S ¢ eav/(z — a)(B—2) - |7

Combining (2.2), (2-4), and (2.6) we have, for n € N and a < z < b,

(2.7) |h(z) — A% (h, 2)| < c ez —a)(b—2) - |||

Since 1/(z — a)(b— z) < (b— a)/2 (a < z < b) we obtain
0<en/(z—a)b—2z)<b—a.

From (2.1) and condition (i) we have

(2.8) 4% f|| < e-lIfll for f € Cla, b).

Now, from (2.7) and (2.8) and using Lemma 1, we obtain Theorem 1. 1]
The following is a generalisation of Theorem 5.6 in [3].

THEOREM 2. Let A,: Cla, b] - C*[a, b] be a sequence of positive linear opera-
tors satisfying the following conditions:

(@) 4.(1,z)=1,a<z<b,
(i) An(lt—z|,2)<ec- (e,. (a_a)(b_z)+e§), e<z<b,0<en <2,
(i) [|dAn(h, z)/dz|| < c- ||B'| for all h € C'a, b).
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Then for all f € Cla, b),

|45 (f, 2) - £(2)| < c-w (f ear/z— a)B—2))
PRrROOF: Note that, for f € Cla, b],

(2.9) |4n(f, 2)I < |41, 2)[ |1 fll = If]l, and thus [[A.(F)I < [If]-

Since A, is a sequence of positive linear operators and because of conditions (i) and
(i), we have for h € C'[a, b]

(2.10) |An(R(2), z) — h(2)] = |Ax(h(t) — h(z), =)
| < An(|h(t) — h(=)], =)
< 1K} - An(lt — 2, 2)

<c (eav/z—a)b—2) +¢3) - IRl

From (2.9), (2.10), condition (iii) and Theorem 1 one arrives at the claim of Theorem

2. 1

3. APPLICATION: TELYAKOVSKI-TYPE ESTIMATES

In this section we shall demonstrate how estimates of the Telyakovskii-type can be
derived from Timan-type inequalities. In the sequel, let

Ap(z) == max{(1 - 3:2)1/2 a7l n7?, 2| < 1.

We shall need the following auxiliary result from [3, Lemma 5.4].
LEMMA 2. Let n > 1, m(n) € NU{0} and en < m(n) < ¢n (n >2). K, for

Pm(n) € Hm(n) and f € Cl[_lv 1]:
|£(=2) = Pia(@)] < - Ba(2) - 1£'],
then |£'(@) = Prnguy(@)| < - I1£'1-

The main result of this note is contained in

THEOREM 3. Let n > 1, m(n) € NU {0} and en < m(n) < ¢n (n>2).
Let An: C[—1,1] — H,y(n) be a sequence of linear operators. Suppose that, for all
f € C[-1, 1], the following Timan-type estimate holds:

(3.1) |[An(fy 2) — f(2)| € c-w (f, (1- 23)1/2 a7l 4 n'z) , lz| € 1.
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Then for A} we have the Telyakovskii-type inequality
(3-2) |45 (f, 2) - f(@)| < c-w (£, (1-22)"" n7t) J2l < 1.

PROOF: Using elementary properties of the modulus of continuity we obtain from
(3.1) for f € Cla, b
|An(f, =) — f(z)| < 2¢-|If]l,

hence

(3.3) [4nfll < c-HIFIl-

Furthermore, from (3.1) we have for h € C[a, b]

(3.4) |An(h, ) — h(z)| < ¢ ((1 —2?) 1y n-=) 1B

< 2cAn(z) - ]|

Using Lemma 2 we arrive at

d
—A — A Lec ||p
L 4o, 2) - W(@)| < eI,
and hence
d
. . {inllh Lc- ‘II'.
(33) [ nth 2] < c-im
Combining (3.3), (3.4), (3.5) and Theorem 1 we obtain Theorem 3. 1]

COROLLARY 1. (compare [3, Theorem 5.6]). Let n > 1, m(n) € NU {0}, and
cn < m(n) < cn (n > 2). Furthermore, let A,: C[-1, 1} — O,n(n) be a sequence of
positive linear operators, satisfying the following conditions:

(l) Aﬂ(I’ z) =1,
(i) Aa(t-z],z)=0(VI-22-n7'+n"%),n - co.
Then we have for f € C[-1, 1]

|43 (f, 2)~ f(2)| < evw (f, VI—22 n71), J2l < 1.

PROOF: Since A, is a sequence of positive linear operators and because of condi-
tions (i) and (ii), we have for f € C[~1, 1], using Popoviciu’s theorem (see [22]), the
pointwise inequality

|An(f’ z:) - f(z)' <2 'w(fa An(lt - zl ’ :!:))
€c-w (f, V1—z2.27! +n—z) , |z} € 1.

Using Theorem 3 we obtain Corollary 1. 0

For the Boolean sum modifications of the operators G,(n) introduced in Section
1 we have
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COROLLARY 2. (compare [1, 2]). Let n > 1, en € m(n) < n (n >2) and
Kpn)(v) 2 0. I 1 — pymn) = O(n7?), then for f € C[-1,1] there holds the
following

|Ghmfs )~ (@) < 0 (£, V=27 07, fal < 1.

PROOF: Since 1 — py m(n) = O(n~2) we have (see [1, 2])

lf(z) - Gm(n)(f’ z)l
€2.w (f, (1= prm(my) * 2l + V2 /T = py iy - V1 — zz)
=0 (w(f, Vvi-—z2.n7! +n"2)) .

Now Theorem 3 immediately yields the estimate for G'j,'l(”). 0

Note that it was shown by DeVore in [6, p.81] that the relationship 1 — py m(n) =
O(n‘z) , m — 00, holds true for the Matsuoka kernels K,,_, with s > 2.

REMARK 1. There are many further applications of Theorem 3. Today a large number
of different proofs of the Timan theorem are known. As examples we mention the work
of Freud and Vértesi [9], Freud and Sharma [8], Mills and Varma [19, 29], Saxena [23],
Varma (28], Vértesi and Kis [30], Gonska and Cao (8] who constructed linear algebraic
polynomial operators W, satisfying Timan-type estimates. By Theorem 3, for the
corresponding operators W} it is clear that they give Telyakovskii-type estimates and
thus provide a solution to Lorentz’ problem for arbitrary continuous functions.

4. FURTHER APPLICATIONS

We give three applications of Theorem 2 for positive linear operators, all of which
are related to the classical Bernstein operators.

EXAMPLE 1. Let a, > 0 and f € C[0,1]. The Bernstein-Schurer polynomials are
defined by (see [24])

Bulews £,) = 3o (5t ) pmi(e) pmste) = ()1 - 27

. n+ay
=0

If a, =0, then By(as, f, z) becomes the Bernstein polynomial B,(f, z).
LEMMA 3. The following equalities hold:

_ 2\ _ nz(l —z)+al2?
Ba(an, 1,2) =1, B,,(a,,, (t—z) ,z) ~ e
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PRrOOF: For a proof see Lemma 2.2 and Corollary 2.4 in [12].
Since Bn(an, f, 0) = £(0), Bn(an, f,1) = f(n/(n + a,)), we have
BI(avu frz)= Bn(an, f, z) +z[f(1) — Bu(aa, f, Nj+(1- z)(f(0) ~ Bn(an, £, 0)]
= Bu(an, f, 2) +2(f(1) - f(n/(n + an))].
0

THEOREM 4. Let f € C[0,1], 0 < z <1, and B, := max (1/y/n, /aa/v/n). If
S:={neN: ap, <n}, then

|Bf (an, £, 2) ~ f(z)| < e-w (f, Bav/e(1-2)), mnES.
PRrOOF: Note first that Bp(ay, f, z) is a positive linear operator. Using Lemma
3 we have

Bn(ang 1, z) =1,

Bufom (=57, 2) < 22 (2,

(4.1)

hence (see [13])

(4.2) B.(a,, |t—z|,z) < \/B,, (a,,, (t —z)?, z) - B,(an, 1, z)

VI (5)

In view of the definition of 8, we have

Qn

1 Ja
ﬂn?%;ﬂn? \/En‘nﬁ:ZT,

and so

(4.3) Bn(an, |t —z|, ) < Bav/z(1 — z) + B2.

Note also that, for n € S, we have

Vn
< s < 1.
T 1and 0<p

Furthermore, from Lorentz [18] it is known that

d—'iBn(f,z) =n. ﬂz_l {f (i —: 1) —f (%)}Pn_l‘.‘(z), fecp,1j.

=0
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Similarly, if h € C'{0, 1], we get

d ity i4+1 i
L= 5 (L) b ()t

=0
n—1

-_— n 1 . .

- n+an ; h (en")pn"ll‘(:)’
hence

d n
' 2z Dnlan, by 2)| < IR < IR

(4.4) ”d:B (an, b, z) nTen 18] < ||A')

Combining (4.1), (4.3), (4.4) and Theorem 2 we obtain the claim of Theorem 4. 0
COROLLARY 3. Let lim a,/n=0. Then

nll'uol‘> | B (an, £, z) - f(z)|| = 0.

ExAMPLE 2. Let f € L[0, 1] (the space of Lebesgue integrable functions defined on
[0,1]), and Fi(u) := f; f(t)dt. Then the Kantorovi¢ polynomials are defined by (see

[18])

Pu(f(2), 2) := 2= Bn41(Fi(u), 2)

=(n+1)- E {/ f(t)dt} “Pni(2)-

We also define the function F; by Fy(u):= [ (f; f(t)dt) dv. Nagel investigated the
Kantorovi¢ operators of second order Q, given by (see [20])

(45) Qu(f(t), 2) = 22 Prsa(Fi(0) 2) = () Brsala(w), o)

THEOREM 5. Let f€ C[0,1) and 0 € z < 1; then

/z(l—z))
IP:(f,z)—f(z)ISC-w(f, T+T_ .

PROOF: P, is a sequence of positive linear operators (see {18]), satisfying

P, (1,z) =1,
2 1
(4.6) P"((t —=) z) - ( + 1)2 —e)t 3(n +1)°
< z(l1-z) 1

nt1 (n+1)27
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and

(4.7) P (t—=,2) < \/P,. ((t —z)?, z) - P,(1, z)
[z(1 —z) 1
< n+1 + n+1’
Furthermore, if h € C![0, 1], then dP.(h,z)/dz = (d/dz)’Bn4; (J;' h(v)dv, z), where

/ou h(v)dv = /: (/: h'(t)dt) dv + /ou h(0)dv
= /ou ( /0 ) h'(f)dt) dv + h(0)u.

From (4.5) we have

L0 (&) e[ ([ 508) ] 1m0 () et

(&) ne [ ([ 208)

= Qn—l(h" z)'

Nagel [20] proved that the @Q,, are positive linear operators and that

Qn(l,z)=1-(n+2)""
Hence [@n—1(F, 2)| < Qn-1(1, z) - [|A'[| < [|IK'I],

and, consequently,

(4.8) Hdﬁip"(h’ z)

< IR0

Combining (4.6), (4.7), (4.8), and using Theorem 2, we obtain Theorem 5. 0

ExaMPLE 3. For f € L[0, 1], the so-called Durrmeyer operators [5] are given by

Moty 2) 1= 1) 3 [ pus(0t} gt

For their modifications we have
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THEOREM 6. Let f€ C[0,1], 0< z <1; then

Vz(l —z)
|MF(f, 2) - f(2)|<c-w [f’ —ﬁ-] .

PROOF: It was shown in [5] that M, is a sequence of positive linear operators for

which
(4.9)
M,(1,z)=1,
2 _ 2nz(1 ~z) - 6z(1 —z) +2
M,,((t—z),z)—(n+1)- (n+1)(n+2)(n+3)
2nz(1 - z) 2 z(1 —z) 1
Swi2)n+3)  m+2(n+3) <2( n+2 (n+2)2) ’

and consequently,
(4.10)

M,(|t— 2|, z) < \[M,.((t—z)’, 2) - Ma(1,2) < V2- (V’(l-”) L2 ) ,

Vn+2 n+2

If h € C*[0, 1], we also have from [5] that
1
/ pni(t)dt=(n+1)", i=0,1,...,n,
°

d n-1 1
2z Mnhn ) =3 prssle): [ #Opmis o,

(4.11)
d n—1 1
P00 BLIRS SRFOR SNOE
n ! !
=" < IH].
g WM< A
(4.9) through (4.11) and Theorem 2 now imply Theorem 6. 0

REMARK 2. The present authors proved in [4] that w(f, §) in Theorems 5 and 6 may
be replaced by wa(f, §), the second order modulus of continuity of f.
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