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A FAMILY OF REAL pn-TIC FIELDS 

YUAN-YUAN SHEN AND LAWRENCE C. WASHINGTON 

ABSTRACT. Let q = p if/? is an odd prime, q = 4 if/? = 2. Let (^ be any primitive 
q-th root of unity, and let O = Z[^ + Ç"1]. We study the family of polynomials 

P„(X;a) = R„(X)-^Sn(X)1 
P" 

where R„(X) and S„(X) are the polynomials in the expansion 

(X-(gf = Rn{X) - (gSh(X), with R„(X), Sn(X) G 0[X\. 

We show that for fixed n, Pn{X\ a) is irreducible for all but finitely many a G 0, and for 
p = 3, we show that it is irreducible for all a € O. The roots are all real and are permuted 
cyclically by a linear fractional transformation defined over the real pn-th cyclotomic 
field. From the roots we obtain a non-maximal set of independent units for the splitting 
field. In the last section we briefly treat extensions of our methods to composite p. 

1. Introduction. The so-called "simplest" fields of degrees 2, 3, 4, 6 can be con
structed using appropriate elements of PGL2(Q). In [7], we used elements of PGL2(R) to 
construct families of fields of degree 2n for each n > 0. In the present paper we generalize 
this construction to obtain one-parameter families of polynomials of degree /?", where 
p is prime. However, the polynomials now have coefficients in the /7-th real cyclotomic 
field Q(<^ + Ç-1). Using Fallings' theorem, we show that for each n these polynomials 
are irreducible except for finitely many values of the parameter. In the case/? = 3, the 
polynomials have rational integral coefficients and can be regarded as generalizations 
of the "simplest" cubic polynomials of D. Shanks [6]. By determining all solutions of 
Y2 = X3 — 48 in Z[l /3] , we are able to deduce that all of these 3Mic polynomials are 
irreducible. 

One of the principal motivations for studying the simplest fields has been to produce 
number fields with explicit units. In the present case, the roots of our polynomials yield 
large sets of independent units in the splitting fields, and in certain cases we can augment 
this set with units from subfields. However, the fact that our polynomials are not in 
general Galois prevents us from obtaining a set of units of maximal rank. 

In the last section, we indicate how our methods can be modified to allow p to be 
composite, and thus we obtain families of fields of degree p over Q((̂  + Ç"1). 

2. Construction of the pn-ûc polynomials. Let q = p if/? is an odd prime, q = 4 
if/? = 2. Let Çg be any primitive g-th root of unity, and let O = Z[<^ + Q"1]. Write the 
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polynomial (X— C^f as a linear combination of 1 and Çj, say 

(1) (X-Çlf=Rn(X)-Ç!Sn(X), withRn(X),Sn(X)£0[X]. 

Then Ro(X) = X, and So(X) = 1. Since we can express each Q as a linear combination of 
1 and ̂  over the ring 0, we have 

Cq = ri~ SiCj for some r,-, s, e O. 

Therefore 

= (Rn„l(X)-tqS„-l(X))p 

We obtain the following recursion formulas: 

(2) Rn(X) = £(-iy ^ j c f f l t . w , 
(3) 5„(A) = £(-iy [P. j s ^ i wsi-i (*)• 

Clearly, so = ^ = 0 and I . //? E Z for 1 <i<p. Thus (3) becomes 

and hence by induction we obtain 

(4) S„(X)=p»nfi(Rj(X)P-£(-iy 

Thus we have the following lemma. 

LEMMA 1. The polynomials Rj(X), 0 <j < n divide the polynomial Sn{X). 

REMARK. One easy way to obtain Rn(X) and Sn{X) in equation (1) is as follows: We 
may embed the q-th cyclotomic field Q(^) = Q(C? + C^XC?) into M2(Q(Ç} + Ç1)) by 
the ring homomorphism 

a + b<*^{l a + ^ + Ç ' ) ) ' w h e r e a t GQiC.+Ç 1) . 

ï / > s^-'CCtf-^CC), 

m n stRf - î - i VQSfj-^X) 
• ) • 
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So now, X — (y corresponds to the matrix 

(-1 X-^ + O J ' 
and therefore (X— C^f corresponds to the matrix 

( X 1 Y = { R"W 5»W1 
{-l X-(C+Ç1)) {-S„(X) * ) • 

The above matrix multiplication can be done by most of the mathematics software 
packages. 

We define our pn -tic polynomial to be 

(5) Pn(X;a) = Rn(X)--nSn(X), where a GO. 
Pn 

From (4), Pn(X; a) G 0[X], and hence the roots are all algebraic integers. 

3. Basic properties of the pn-tic polynomials 

THEOREM 1. (a) Fora G O, the pn-tic polynomial Pn(X\ a) has pn distinct real roots. 
In particular, Rn(X) = Pn(X; 0) hasp" distinct real roots. 

(b) Let e be any root of Rn-\(X). The matrix M= + /*-i\ I nasor(^erPn 

in PGL2(R). The transformation 

». " - 1 

permutes cyclically the wots ofP„(X; a). 

PROOF. We first show that P„(X; a) has at least one real root. This is obvious ifp is 
odd, since the degree is odd. If p = 2, the same result holds by an induction argument, 
see [7]. In particular, R„-\(X) = P„(X; 0) has a real root, say e. Suppose 9 is any real root 
of Pn(X; a) and let a = 6 - C,, (3 = MO - C,. Then 

Note that (e-£, f" = R„(e)-CjS„(e) = R„(e), because/?„_i(X) divides S„ (A") by Lemma 1. 
Therefore (e — (^f is real, and so is the number 

We have 

_( e-C, Y 

R„(M6) - C,S„(M0) = {M6 - Çf 

= coéf 

= c(9-Çf 

= cR„(9)-Ç,(cSn(6J), 
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and hence 

Rn(M0) = cRn(6) and Sn(M0) = cSn{0). 

As a consequence, M0 is also a root of Pn(X\ a), since 

Pn(M0;a) = cPn(0;a) = O. 

Therefore the transformation M permutes the roots. 

Since M has two distinct eigenvalues e — (# and e — Q"1, it must be similar to the 
diagonal matrix 

I 0 e -C- 'J ' 

Because the matrices M and D have the same order, it suffices to show that D is of 
order pn. Now for any z 

where £ = 4ÎÂ"- Note that e is real and i?„_i(e) = 0. Therefore 

(e - C ? ^ 1 = *„-i(e) -<,SB_,(e) = -<,S„_,(é), 

and hence 

Clearly S„-\(e) ^ 0, since e f Cq. All these yield 

and thus £ is of order pn. But Dz = £z, so D is of order /?w and the only fixed points 
of a non-trivial power of D are 0 and oo. Therefore a non-trivial power of M can have 
only two fixed points, namely d and Q"1, both of which are complex. If 0 is a root, the 
numbers A/*0, 0 < k < pn, must be distinct roots of Pn(X\ a). This proves the theorem. 

REMARK. From the proof of the above theorem, we know that if e is a root of Rn_ \ (X) 
then the element (e — Çq)/(e — C^1) is a primitive pn-th root of unity. 

(P+1)717 

PROPOSITION 1. Ife is the largest root ofRn-\(X) and ifi-e p , then 
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PROOF. Among the (p — \)pn~~x primitive /?w-th roots of unity, 

exp( — ] = cosl — ) + / sinf — j and its inverse 

have the largest real part. We have 

2A:7rn 
root of^_!(J0} = Uxp(—^-) \k £ 0 (mod/?) 

p» 

(the left side is contained in the right side, and both have (p — \)pn x elements) and 
_c 1—COS — 

K(~|*r) = 1 — e2+2eC0SE+\ is the largest if e is the largest root of Rn-\(X). Since the 

product of the roots of Rn^\(X) is 1, and the number of roots is odd, e must be positive. 
~ f_c 2esin-+sin— . 

Therefore ^(J^T) = e2+2e
p

cos n+\ > 0- This proves the proposition. 
For each natural number n, we let en be the largest root of the polynomial Rn{X). The 

case/? = 2 was discussed in the 2M-tic paper [7], so let/? be an odd prime. We know that 
for/? = 3, 

e0 = 0, ex =2cos (^J , e2 = 2 c o s ^ J + 2 c o s ^ j + 2 c o s ^ J + 2 c o s ^ ^ . 

How are these en 's related in general? From the above proposition, 
en-\ - £ _ , 

where (#> = exp(2iri/pn) and £ = exp(^ ) 7 r f ) . Solving this equation for e„_i, and 
denoting the primitive p-th root of unity exp(^) by <£,, we get (note that the following 
argument is not valid for/7 = 2) 

cit-i = C 
_ f- i$ 2~C?" 

Sp« ^ - 1 

7=1 

- ' E ' ^ 
7=1 

I 
2 

g^^-^») 
7 = > 2 COS 7T 

7=1 

https://doi.org/10.4153/CJM-1995-034-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1995-034-4


660 Y.-Y. SHEN AND L. C. WASHINGTON 

We have proved the next proposition (for the case/? = 2, see [7]). 

PROPOSITION 2. Let en be the largest root of the polynomial Rn(X). Then 

cot(^r) ifp = 2, 

^X~X)2cos{{JP^) *fpis an °ddPrime-
PROPOSITION 3. Letn>2 and let e be any root ofRn-\ (X). Then 

Q(0 = Q ( ^ ) + . 

PROOF. Since (e — Çq)/(c — Q"1) = C f° r some primitive pn-th root of unity £, we 

have e = Ç1 -^ - . Let a: £ i—* £* be an automorphism of Q(Q that fixes the element e. 
Then 

We may write this relation in the following form 

(7) (# - <,)+açl - #+CCC? - c*)+c* ,«r / - C)=°-
Applying £ i—> (1+^, for j = 1,2,3 to the relation (7), we obtain three more equations. 
Together with (7), they form a system of four linear equations in four unknowns 

* ! = £ - < * , *2=Çl-& X3=Ci-Çd, X4=Çd-Çl. 

Writing this system in matrix form, we have 

i CC2p Cd(Çd)lp çf+l(cd+l)2p 
i CC3p C(C /)3 / ' çd+\c?+l?pl \xj 

The determinant of the coefficient matrix is equal to 

0 
0 

\ 0 / 

C2(d+l) • de t 

/ 1 1 1 l v 
l (^ Cfp (<d+l)p 

l (Cp)2 (C^)2 (£d+l)p)2 

Clearly, our system has nontrivial solution and hence the above Vandermonde determi
nant is equal to 0. Therefore, the four numbers \,Qp,(fp, and (f-d+l)p are not distinct. Only 
two cases arise: 

C A S E I . <^+l^ = l=>/?|(d+l)=><^+ l = l =>Ç}=Çl
l. 

CASE2. C / / , = C P = » p | ( r f - l ) = » ^ " l = l = > ^ = ^ . 
From (7), the first case tells us that (? = C-1 and hence 

aGGal(Q(0/Q(0+)-

The second case implies that (? = ( and therefore a = id. Since the element Ç-1 -^7- G 
Q(Q+ is only fixed by {id, <7_i}, the proposition is proved. 
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4. Irreducibility of the pn-tic polynomials. 

THEOREM 2. Fixn > l.Leta G Zf^+Ç 1] . Then Pn(X; a) is irreducible over the real 
q-th cyclotomic field Q(Çq)+ except for finitely many values of a. Whenp = 3, Pn(X; a) is 
irreducible for all a G Z[<^ + Ç1]. 

PROOF. If 9 is a root of Pn(X; a\ then the pn roots are 

{M0 | 0 < / < / } , 

whereM= t /A , . K I a n d - ^ r = Cy • We know that 

where/) = n ^ . j , and one choice for A is . Zj .ThusM''=A~XDA, 

and hence ̂ M = ZM. Let a = A9= £ ^ - , and let /3 = o^. Calculation shows (3 G Q(C?) 

as follows: (note Pn(0; a) = Rn(0) - ^Sn(0) = 0) 

We have the following: (see Lang's Algebra Section VIII, 9, Theorem 16 [5]) 

Q(C*, 0) = Q(<*», # ) is of degree//2 over Q(<» <=> 0 fÈ Q&f. 

Suppose f3 is a/?-th power in Q(<^). Then Q(< )̂ C Q(Cq)(VP) C Q ( ^ ) , and therefore 
we have 

(8) Q(C?)(v^) = Q(C?) or Q«gp). 

CASE I: p = 2. Then g = 4 and a G Z. This is the hard case and we proved in [7] 
that Pn(X; a) is irreducible over Q if and only if a2 + 4" is not a square in Z. Obviously, 

a
2 + 4n = b2 has only In — 1 solutions for a G Z. So the theorem is true for/? = 2. 

CASE II: /? > 3 is AN ODD PRIME. Then q = p. The result in (8) implies that 

P = Çlp, for some x G Z and 7 G Q(^). 

Let 2> be a prime ideal of Z[<^]. Suppose fp divides both <? — /?w<̂  and a —pnÇx. Then 2> 
divides /?M(<̂  — Ç"1), so we have fp = (1 — Cp). Therefore 

(a -pnCp) = (1 - ÇfF, I = an ideal of Q(£,), j G Z. 

Taking norms to Q(^)+, we obtain 

(a2 -p^+Ç^a V ) = (2 - Ç - Ç'niîf. 
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Let I\,..., Ih be representatives for the elements of order p in the ideal class group 
of Q(<^)+. Then II = alu some /, some a G Q((p)+. Let ft = (£,-). Putting everything 
together, we have 

a2 -p"(Ç+Ç')a V " = (unit)(2 -$,-Ç^ofS,. 

We need only to consider y G {0,1,2, . . . , /? — 1}, since we can adjust oP. Because there 
are only finitely many numbers <5, and finitely many classes of units modulo p-th powers, 
we have equations of the form (/?, n fixed) 

(9) a2-p"(Ç+Ç')a+p2n=clf, a,beQ(Ç)+, 

where c f 0, c G finite set. When/? > 3, such an equation in a,b represents a curve 
of genus > 1, so Fallings' theorem implies that there are only finitely many pairs (a, b) 
from Q((p)+ which satisfy such an equation. Since there are only finitely many such 
equations, there are only finitely many values of a G Z[<^]+ for which (3 = p-th power. 
This proves the theorem for/? > 3. 

CASE III: p = 3. Then q = 3 and a G Z. Since (a - 3"^ , a - 3"C3
-1) is a power of 

y/—3, equation (8) gives us 

a - 3W<3 = 0 3 ( v / Z 3 ) w with w G Z, m = 0, 1,2. 

Let # = Z[ | ] and let ax = a/3n G R. We have 

fli - 6 = ^ i C v ^ r ' with /?! G tf fê,], and m' = 0,1,2. 

Taking norms yields a2 + a\ + 1 = 3m'N3 with TV = ±Norm/3i G /?, therefore 

(10) (2a1 + l ) 2 = 4 - 3 w V - 3 . 

(i) If m' = 0, equation (10) can be transformed to 

(8ai+4)2 = (4A0 3 -48. 

We show below in Proposition 4 that the only 7?-valued points on the curve y2 = x3 — 48 
are (4, ±4), (28, ±148), and (73/9, ±595/27). Since>> is even in our case, we can ignore 
the last pair. The first two yields a\ = 0, — 1,18, —19. 

(ii) If m' = 1, equation (10) becomes 

(24ai + 12)2 = (12JV)3-432. 

The only rational points on the curvey2 = x3 — 432 are the point at infinity and (12, ±36) 
(this is the curve Al of conductor 27 in [1]). We obtain a\ = 1,-2. 

(iii) If m' = 2, equation (10) becomes 

(72ai + 36)2 = (367V)3 - 3888. 
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The only rational point on the curve y1 = x3 — 3888 is the point at infinity (this is the 
curve B2 of conductor 243 in [1]). 

For the values a\ = 0, —1,18, —19,1, —2, we find that 

(a-3"b)/(a-3"Çx) 

takes on the values <f, &, <f(3 + 6) 3 / (3 + C3
_1)3, 6(3 + Çl?/& + 6) 3 , " 6 , - & 

respectively. 
For ai = 0, ± 1, —2, we therefore have that 

Q&., 0) = Q(6«, 3{/±<F) = Q(C3- )• 

Since Gal(Q(£3*+i ) /Q) is cyclic of order 2 • 3W, and since the above implies that 0 is not 
fixed by the subgroup of order 3, we must have [Q(0) : Q] > 3". Therefore P„(X; a) is 
irreducible. 

Now consider a\ = 18, —19. First, we claim that (3 + £0/(3 + C3"1) is n o t a cube in 
Q(^«), for any m > 1. Otherwise its cube root generates a subextension of Q(£3«)/Q(C0> 
hence equals a power of (3 times a cube in Q(£ ). Since 3 +($ and 3 +(3"l are non-associated 
primes in Z[£], this is impossible. Therefore 

[Q(C3-,0) : Q] = [Q(C3-,
 3 7 ( 3 + 6)/(3+C3-

1)) : 0(6-0] = 3"-1. 

Let P = a2 + 3" a + 9W and let A = | a r c t a n ( | ^ ) . Then over the field Q(&*i), we have 
the factorization 

(11) Pw(X;a)=^_1(X;3w-1a1)Pw_1(Z;3w-1a2)P /1_1(Z;3w-1a3), 

where aua3 = a+^sinA^cosA, and a2 = a~2^sinA. 

CLAIM. 7%ese three factors are conjugate via Gal(Q(£3«+i )/Q). 

PROOF. Since we are in the cases a\ = 18, —19, we have 

> = 9n(a2
l+al + l) = 9n-l\ and A = i a r c t a n ( ^ J V 

We'll look at the case for <zi = 18 only, because the other one is similar. Calculation shows 
thatai = lS+Tv^sin^+Tx/^Tcos^f - 55.0360,a2 = IS-U^/ïsinA 0.0178465, 
anda3 = \8+l\/ïsmA—ly/llcosA ~ —1.01816. Note thatai, a 2 , a 3 are independent 
of A2, since A is independent of n. 

Let (3 = cos(27r/9). Then (3 is a root of 8X* — 6X+ 1 and its conjugates are j5\ = (3, 
02 ~ cos(87r/9), and /33 = cos(47r/9). Calculation shows 

ax =-10 + 42,3 + 56/32 =/(/?), 

a2 = 60-14/3-84/32=g(/3), 

a 3 = 4 - 2 8 / 3 + 28/32 = /*(/3). 
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Also, we have 

/(0i) = «(ft) = *(&), 

The result follows. Note that once we have found this factorization, it can be checked 
easily using (2) and (3). 

In the factorization (11), one factor has 9 as a root, hence is irreducible. Since the 
factors are conjugate via Gal^Q^+i ) /Q) . All three factors are irreducible over Q((3*+i ). 
Since they are not in Q[X], it follows that Pn(X\ a) is irreducible over Q. This completes 
the proof of the irreducibility theorem. 

PROPOSITION 4. Let R = Z[\\ The R-valuedsolutions ofy1 + 48 = x3 are 

(4, ±4), (28, ±148), and (73/9, ±595/27). 

PROOF. Suppose x,y G R, but not in Z. 

CASE I: y IS EVEN. Then 2\x ^ 8 | / => 4\y => 4\x. Write x = 4x\, y = 4y\. The 
equation becomes^ + 3 = 4x\. This impliesy\ is odd and so 

y{+y/-3 y\ - V ^ _ 3 

2 2 Xl' 

Clearly yi+^~3 and yx~^~3 are relatively prime in the UFD R\C^\. Therefore 

(12) =^(V-3)I J , a,beR. 

Sincex\ £ Z and^i ^ Z, we have v^{y\) = 0 (mod 3), where V3 is the 3-adic valuation, 
and so v = 0 (mod 3). Therefore, we may assume v = 0. 

(i) u - 0: Equation (12) becomes 

4(yi + x/-3) = a3 + 3a2Z>V/=3 - 9ab2 - 3b3\^3. 

Hence 4 = 3b(a2 — Z?2). If b is odd, then a must be odd. But then a2 — b2 = 0 (mod 8), 
a contradiction. Therefore b is even. If a is even then 3b(a2 — b2) = 0 (mod 8), so a is 
odd. Therefore 4yi = a3 — 9aZ?2 is odd, a contradiction, 

(ii) « = 1: Equation (12) becomes 

8(y! + >/=3) = ( -1 + v ^ X a + ^ v 7 ^ ) 3 . 

Hence 8 = a3 — 3a26 — 9a62 + 363. Let / = v^a), m = v^(b). Since vi £: Z, at least one of 
/, m is < 0. The 3-adic valuations of the terms on the right are 3/, 1 + 2/ + m, 2 + / + 2m, 
1 + 3m, respectively. We claim there is a unique smallest one: If / > 1 + m then 1 + 3m 
is smallest, while if / < m then 3/ is smallest. Therefore either 3/ or 1 + 3m is the unique 
smallest valuation. Since at least one of /, m is negative, the right hand side has negative 
valuation, hence cannot equal 8. 

(iii) u = 2: The automorphism y/—3 1—> — >/—3, plus appropriate adjustment of signs, 
reduces this case to case (ii). 
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CASE II: y is ODD. (y + 4\f^3)(y - 4V
/ Z3) = x3. Since y + 4\/^3 mdy - 4\/ : : :3 are 

relatively prime in /?[&], we have 

(13) y + 4V^3=Q(^3y[a + b ^ \ a,beR. 

As before, we may assume v = 0. 
(i) u = 0: Equation (13) becomes 

8(y + 4V^3) = «3 + 3a2Z?v/Z3 - 9a£2 - 3Z>3 \ / ^ 3 . 

Hence 32 = 36(# + b)(a — b). If a + b is odd, then so is a — 6. Therefore 

b = ±32 • 3 r, a + Z> = ±3 J , a - i = ±3' , 

and hence ±64 • 3r = 26 = ±35 ± 3', so 64 = ±3s~r ± 3 / _ r , which is impossible. Therefore 
a + b is even, and so is a — b. Suppose b is odd. Then a+b^a—b (mod 4), so 

24\\a + bmd2l\\a-b, or 2l\\a + band24\\a-b. 

Changing the sign of b if necessary, we may assume the first possibility. Then 

b = ±3 r , a + b = ±16 • 3s, a - b = ±2 • 3', r + s + t = - 1 . 

We obtain ±2-3 r = ±16-3*±2-3',so8 = ±3 r- 5±3 5" ' . This implies {r-s,t-s} = {0,2} 
(in some order). Therefore —1 =r + s + t=(r — s) + (t — s) + 3s = 2 + 3s, so s = —1 
and {r, t} = {—1,1}. This yields finitely many possibilities which may be checked 
individually. The solutions are (a,b) = (±7/3, ±3) and (=pl7/3, ±1/3). All of these 
yield x = (a2 + 3b2)/4 = 73/9 and hence y = ±595/27. 

Now suppose b is even. Since a + b is even, so is a. Write a = 2a\, b = 2b\. Then 
4 = 3b\(a\ + b\)(a\ — b\). It is easy to see that b\ must be even and a\ must be odd. 
Therefore 

bx = ±4 • 3r, ax + bx = ±3*, a{ - bx = ±3 ' , r + s +1 = -1. 

Subtracting, we obtain ±8 • 3r = 261 = ±3* ± 3', so 8 = ±3*- r ± 3'~r. Therefore 
{s-r , f-r} = {0,2},and-l = r+s+t = 2+3r. It follows that r = - 1 and{s, t] = {-1,1}. 
The finitely many cases may be checked individually, and yield (a, b) - (± 10/3, ±8/3). 
These yield x-{a2 + 3b2)/4 = 73/9, which is the same as above, 

(ii) u = 1: Equation (13) becomes 

16(y+ 4 v C 3 ) = (-1 + \f-3){a + b\f^3)\ 

Hence 64 = a3 — 3a2b — 9ab2 + 3b3. An analysis of 3-adic valuations, as in the case 
where y is even and u = 1, shows that this equation is impossible. 

(iii) u - 2: The automorphism >/—3 *—> — y/—3 reduces this to the case u = 1. 
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Therefore the only solutions ofy2 + 48 = x3 with x,y e R are 

(JC,JO = (73/9, ±595/27) 

and the integral solutions. From [4], the integral solutions are (4, ±4), and (28, ±148). 
The result could also be deduced from the data in Table 4 in Modular Functions of One 
Variable IV (ed. by B. J. Birch and W. Kuyk), Springer Lecture Notes in Math. 476, 
Springer-Verlag, 1975. This completes the proof of the proposition. 

5. Units and roots of the pn-ûc polynomial. Since p = 2 was treated in [7], we 
assume p is odd. Fix a root 9 ofPn(X; a), and therefore the roots are of the form 

A/*0, 0<k<p\ 

where M = ( j ^ _ ( ~ * 1 }) and e = Ç % 2 - ^ ) / ( l - ^ ) . Let K = Q(e) = 

Q((^)+. Throughout this section, we assume Pn(X;a) is irreducible over K. As shown 
in Theorem 2, this excludes only finitely many a. Then it is easy to see that K(6) is the 
Galois closure of Q(0), and the Galois group Gd\[K{&)/K) = (a) is cyclic of order/?", 
where 

<T*(0) = M*0, 0<k<pn. 

Since the constant term ofP„(X; a) is — 1, these 0^(6) are units in the ring of integers of 
K{0). Obviously, thesepn units are not independent. For instance, we have the following 
lemma. 

LEMMA 2. For odd primes p, we have n ^ 1 oJpn~\d) = 1. 

PROOF. We have 
Mn = \nA-{DnA, 

where \n = e«-i -Ç1,Dn = [^jf1 J ) , and ,4=(J j M . 

Since D%~l = ( ^ °A andMx = \{A'1 ( °~Çl j A, we have 

M%~1 = Mx in PGL2(R). 

CLAIM. njTo1 K (*) =IM all X. 
PROOF OF THE CLAIM. Let Y = AX. Then 

M>i(X)=A-lDfj = A-\<VY) = Çq
l~y J. 

The product clearly equals 1, and hence the claim is true. The lemma follows immediately 
from the claim. 

THEOREM 3. The(p- l)pn~l elements 

{ok~\e)\ l <k<(p-i)P
n-1} 

are independent units in the ring OK(0) of integers of the field K{0), where K = Q(e) = 

QM + . 
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PROOF. Let 0k = tf*_1(0), 1 < k < pn and let m=pn~l. Then 

(14) W i ) * = n ^ forl^*^"1-
7=0 

Suppose we have b\, &2, &3,. . . , b(p-\)m G Z such that 
(p-l)m 

os) n # = i-
Applying cr,.. . , o^_1)m_1 to equation (15) and simplifying by using formula (14), we 
obtain (p — \)m equations. Taking absolute values followed by taking logarithms of these 
(p — \)m equations, we have a system of (p — \)m linear equations in (p — \)m unknowns 
Xk = log \Qk\, 1 < k < (p — \)m. If B is the coefficient matrix, then det(Z?) = 0. 

LEMMA 3. The determinant of the (p — \)m x (p — \)m matrix B is 

(P-Dm 

det(*)= n E ^ • 
^primitive k=\ 

//"-th root of 1 

PROOF. The first row of the matrix B is (b\,..., %-i)m). If (c\,..., C(p-\)m) is the 
y'-th row, the (J + l)-st row is 

(0 ,c i ,c 2 , . . . , C(p_i)w_i) - C(p_i)m(l, 0, . . . , 1 , 0 , . . . ) , 

where the 1 's are in positions 1,1 + m, 1 + 2m, . . . , 1 + (p — 2)m. 
Let £ be any primitive //Mh root of unity and let À = E ^ 1 ) w ^C*_1 • Then we claim 

i • \ 

n = 
y^- i )« - i y 

is an eigenvector of 5 with eigenvalue A. Clearly, the first row times £ yields A. Assume 
the 7-th row times C, is A£y'-1. Then the (/' + l)-st row times ( is 
ClC + CzC2 + • • • +C(p_l)m-,C<p-1)m-1 - C^1)m(l +<" + . . . +^ -2 ) - ) 

= C(ci + c2< + • • • + c ^ , ) ^ , ^ - 1 " " - 2 ) - c ( p_1 ) m(-^-1)m) 

=c(A<r ' - C ( p _ 1 ) m c ( p - , ) m - 1 )+q P - . ) m c < p - 1 ) m 

= ACy. 

Therefore £ is an eigenvector with eigenvalue A. Since £ can take on (p — l)m differ
ent values, we have a full set of eigenvectors. The determinant is the product of the 
eigenvalues. 

By the lemma, we have E^7 b*£k~l = 0> f° r some primitive pn-th root of unity 
(. Since <j)(pn) = (p — l)m, the set {1,£,. . . ^ - O ^ - i } j s linearly independent over 
the rationals, and hence b\ = bi = • • • = b(p-\)m = 0. Therefore the (p — l)pn~l units 
{<7*_1(0) I 1 < k < (p — l)//1"1} are independent. This completes the proof of the 
theorem. 
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REMARK. SO far we have (p — l)pn~l independent units, all of which are roots of 
Pn{X\ a). If the field Q(9) is Galois over the rationals, then the rank of the unit group is 
pn — 1 and we need only pn~l — 1 more units in order to get a set of units which is close 
to being a system of fundamental units. We can reach this goal by the method described 
in the next section. Unfortunately, the field Q(#) is not Galois in general. We know that 
K(9) is the Galois closure of Q(0) so that the rank of the full unit group is (p — 1 )p2n~l — 1 
and we need many more units to reach the same goal. Although the set of the cyclotomic 
units in K = Q((^)+ = Q(e) will be part of them, it doesn't help us enough. In the next 
section we show how to obtain additional units from subfields of K(0), though we still 
do not obtain a maximal set of independent units. 

6. A set of pn — 1 independent units. Define a sequence (uj) of real numbers as 
follows: 

Ri(uj-i) 
uo = 0 and u, = -———- for 1 < / < n. 

S\(uj-i) 

For convenience, we denote the field Q(wy) by Â  for 1 <j <n. Obviously, we have the 
following lemma. 

LEMMA 4. The element Uj^\ satisfies the polynomial 

P\(X;puj)1 for 1 <j < n. 

LEMMA 5. We have the following identities: 

Um+j = c , , , forO<m+j < n. 
Sj(um) 

In particular, un = -^, and therefore Kn = Q. 

(16) 

PROOF. From (2) and (3), we have, for 1 <j <n 

Rj(X) _ RAtïïô) 

w nmr 
Fory = 0 the lemma is trivial, since Ro(X)/So(X) = X. Assuming it is true fory' — 1, we 
easily find from (16) that it is true for j . Letting j = n in the lemma, and using the fact 
that Pn(6; a) = 0, we find that 

_ Rn(0) _ a 
Un Sn(6)~Pn' 

Therefore Kn = Q. This completes the proof of the lemma. 

THEOREM 4. The element uj satisfies the polynomial 

Pn-j(X;a/p>), for\<j<n. 

Furthermore, the field Kj is a simplest pn~J-tic field, if p divides a. In this case, the 
element uj is also a unit in the ring OK{0) of the integers ofK(6). 

https://doi.org/10.4153/CJM-1995-034-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1995-034-4


A FAMILY OF REAL pn-TlC FIELDS 669 

PROOF. Lemma 5 tells us that the element Uj satisfies the polynomial 

which is in fact the polynomial 

P J P 

This completes the proof of the theorem. 

REMARK. More generally, we see that um is a root of Pj(X; pi um+j), so each interme
diate extension Km/Km+j could be regarded as being "of simplest type." 

From the previous theorem, we have for each 0 < j < n that the element Uj is a unit 
in the ring OK(0) if P divides a. Theorem 3 gives us (p — \)pn~J~l independentfunits, 
namely 

{(/{k-l\uj) \l<k<(p- lf-J-1} 

in the ring OK{UJ) of integers of the field K{uj). Putting all these units together, we have in 
total 

(p - \)pn~x +(p - \)pn-2 +--+(p-l)p2 + (p-l)pl+(p- \)p° =pn - 1 

units in the field K(6). Are these units independent? The answer is yes, and we will prove 
this in the following theorem. 

THEOREM 5. Let a e Z[(^ + Ç 1 ] and letpn\a. Then thepn — 1 elements 

{(/{k-l\uj) \\<k<(p- l)pn-J-{ andO <j < n} 

are independent units in the ring OK{&) of algebraic integers of the field K(6), where 
K = Q(e) = Q(&)+. 

PROOF. We will prove the theorem by induction on n. The result is trivial for n = 1. 
Assume the theorem is true for n — 1. If there is a relation, then we have rational integers 
bfçj such that 

en) n= n (^-Vo))"'0 = n n {^-\Uj))
b\ 

k=\ y=l k=\ 

The right side is in K(u\). Since the field K(u\) is fixed by the automorphisms 

K " " ' ; 0 < y < / 7 } , 

the element ry is invariant under these automorphisms. Therefore, we have 

n ^-'(o*-\uo))
bt°=v, 

k=\ 
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and hence 

P-\(P-\)P"-1 , 

rf=U n ^ ' ( o * - 1 ^ ) ) ^ 
7-0 k=\ 
(P-\)P"-1 ,P-\ .bk0 

= n o*-1 n ^ («o) • 
k=\ 7=0 ' 

From Lemma 2, the above gives us if - 1 and so 77 = 1. We have 

n (^-w)^ = i. 
Theorem 3 tells us that ^,0 = 0> for all k. Now, the relation in (17) becomes 

nIPn'K^>)(My))^ = i-

From the induction hypothesis, the//*-1 — 1 units 

{(/{k-l\uj) I 1 < k<pn-j~x and 1 <y < n} 

are independent, and so 

bkJ = 0, for 1 < k < pn~j~x and 1 <j < n. 

Therefore all b^j are 0, and this completes the proof of the theorem. 

7. Fields of composite degree. To conclude our study of the real fields arising from 
matrices in PGL2(R), we make a brief observation on the fields of composite degree but 
not a prime power. Real cyclic sextic fields are studied in [2] and [3] by M.-N. Gras. The 

corresponding matrix is . Fields of degree 10 and 12 have been studied by 
J 2 x 

C. Levesque. We can obtain these fields by a slight variation of our methods used above. 
In Section 2, our/? was restricted to be a prime integer and n could be any positive 

integer. Now, we let n = 1 and consider an even integer p > 2. It is easy to see the 

matrix Mp = I x is similar to Dp = ^ x , and hence is of order p/2 in 

PGL2(Q(<^)). Therefore, what we want is a square root Mip ofMp so that M2P has the 
correct order. One way to do this is as follows: We know that 

Mp=A~lDpA, forA=(l
l M . 

Replacing the matrix Dp by the matrix Dïp - \ ? x\ gives us a square root of Mp. 

T&[\ 1+$,+£-'J" 

Let M2p = A~iDlpA. Then 

M2p = -
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This turns out to be a good choice. Firstly, when/? = 6 the matrix M2P is the matrix of 
M.-N. Gras. Secondly, as we show below, a result similar to Theorem 1 remains true. 

As before, we consider the polynomial (X+Çf and write it in the form 

where R(X) and S(X) are polynomials over the ring O = Z[^ + Ç1 ]. The polynomials in 
which we are interested are 

P(X; a) = R(X) - -S(X), where a G O. 
P 

LEMMA 6. For evenp > 2, the number (1 + (pfl2 is purely imaginary, and (1 + C^f 
is real and negative. Moreover, (1 +Cpf = R(l) < 0. 

PROOF. We have 

Since & - i and C^} + (zP is real, the first and second statements hold. Since (1 + Çpf = 
tf(l) + <pS(l), we must have 5(1) = 0 andfl(l) = (1 +Ç,f. 

THEOREM 6. For a E Z[<^ + Ç"1], the polynomial P(X; a) has p distinct real roots. 
Moreover, the matrix 

-(! .A-') 
/zas orderp in PGL2(R), and the transformation 

a e9~l 

0 i—> — 

8 + t-^+Ç1) 
permutes cyclically the roots ofP(X\ a). 

PROOF. The polynomial P(X; a) has at least one real root, since Lemma 6 gives us 
P(l ; a) = R(\) < 0 and it is easy to see P(0; a) = R(0) = 1 > 0. Suppose 0 is any root of 
P(X;a) and let a = 6 + Ç,, j5 = M6 + <£,. Then 

Lemma 6 implies that the number (1 + (pf is real and so is the number 

_( i+Cp y 
c Ke + i+^+çi)-

As in the proof of Theorem 1, we have 

R(M6) = cR(0) and S(M6) = cS(0). 

Therefore, the transformation M permutes the roots. 
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Since M has two distinct eigenvalues 1 + Cp and 1 + Ç\ it must be similar to the 
diagonal matrix 

D { o l + c ' J -
Because the matrices M and D have the same order, it suffices to show that D is of 
order p. Now for any z 

Dz=TT^z = ^ 

and so D is of order/? and this completes the proof as in Theorem 1. 
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