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Abstract  Let {2 be a convex, open subset of R™ and let D’({2) be the space of distributions on 2. It is
shown that there exist linear embeddings of D’({2) into a differential algebra that commute with partial
derivatives and that embed C°°(f2) as a subalgebra. This embedding appears to be the first one after
Colombeau’s to possess these properties. We show that many nonlinear operations on distributions can
be defined that are not definable in the Colombeau setting.
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1. Introduction

Throughout this paper, 2 will be a convex, open subset of R™. Let A := (COO(Q))(O’OO) be
the algebra of all families of C*°(£2)-functions, indexed by elements of (0,00). Let I :=
{(ue)eso € A : for all compact K C 2 there is g9 > 0 such that u.(z) = 0 for all ¢ <
go and z € K}. This ideal was introduced by Egorov in [3]. It is derivative invariant
(i.e. 0;(Ig) C Ig for all partial derivatives 0;), and therefore A/Ig is a differential
algebra.

We will embed D’(§2) in the differential algebra A/Ig. As described in [5, Chapter 6],
it is well known how to construct embeddings in this algebra that ensure consistency
with distributional derivatives or with products of C*°(2)-functions, but not both at the
same time. Our embedding will be optimal in the sense that it has all these consistency
properties.

Our construction starts from an embedding @ of T' € D'({2) into A/Ig that commutes
with partial derivatives. We modify & by inserting a map F : D'(2) — C>(2), i.e. we
embed T as the class of F(T)+®(T — F(T)) in A/Ig. It is not hard to see that, in order
to embed C*°(f2) as a subalgebra without disturbing the consistency with distributional
derivatives of @, it suffices that F' is linear, commutes with partial derivatives and induces
the identity on C*°(£2). In the next section, we will show the existence of such maps F
by algebraic arguments. We conclude by exhibiting some properties of this embedding
that are lacking in Colombeau’s embedding.
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We have tried to make the proofs in this article self-contained, avoiding the need
for prior knowledge of either module theory or Rosinger’s general theory of embedding
distributions. The connections with these theories are added as remarks. Although the
embedding was originally constructed in a non-standard setting, we have avoided the use
of non-standard terminology.

2. Smooth-part maps

The first aim is to prove the existence of (non-injective) linear maps F' : D'(£2) — C>°(2)
that commute with all partial derivatives 0; and that leave elements of C*°({2) invariant.
We will call such F' a smooth-part map.

In this section, we work in a more general context: let V' be a vector space over a field
K and let W be a subspace of V' (notation: W < V). Let dy,...,d, : V — V be linear
maps which commute mutually (i.e. d; o d; = d; o d;, Vi, j). Then in this setting we call

any linear map F' : V — W that commutes with di,...,d, and that leaves elements of
W invariant a smooth-part map.
Since dj,...,d, commute mutually, it makes sense to consider polynomials p(d) :=

p(di,...,dn) € D:=K[dy,...,d,] (ie. in the variables d; and with coefficients in K).

Definition. Consider systems of the form p;(d)u = v; (j = 1,...,m), with p; € D
and v; € V. Such a system is called compatible if and only if

Vg,;(d) € D: qu(d)pj(d) =0 = qu(d)vj =0.

Compatibility is clearly a necessary condition for solvability of the system. V is called
an injective D-module if any compatible system has a solution u € V.

Lemma 2.1 (‘induction’ step). Suppose that d;(W) < W for each i, and that W
is an injective D-module. Let W < A<V and d;(A) < A. Let F : A — W be a smooth-
part map. Let x € V' \ A. Then there exists B <V with A< B, x € B and d;(B) < B
on which F can be extended into a smooth-part map G : B — W.

Proof. We call I := {p(d) € D : p(d)x € A}. Since A is a linear subspace and
d;(A) < A, I is easily seen to be an ideal of D. Since polynomial rings in a finite number
of variables over a field are Noetherian, there exists a finite number of generators for I, say
D1, ..., Pm. I G exists, G(x) must certainly satisfy p;(d)G(z) = F(p;(d)z) (j =1,...,m).
Since W is supposed to be an injective D-module, this system has a solution in W as
soon as the compatibility condition is satisfied. This is the case, indeed

if Y q;(d)p;j(d) =0, then > g¢;(d)F(p;(d)z) = F (Z qj(d)pj(d)x) =0.

We show that it is also sufficient to choose G(z) as an arbitrary solution of this system.
Let B := {p(d)x + v : v € A, p(d) € D}. Then B clearly satisfies the properties of the
statement of this lemma. With G(z) already defined, there is no other choice for G than

G(p(d)x +v) := p(d)G(z) + F(v).
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Let us check that this definition is independent of the representation of the element in
B. So, suppose that p(d)x +v = 0. Then p(d)z = —v € A and p(d) € I. Therefore, there
exist q1(d), ..., qm(d) € D such that p(d) = 37", ¢;(d)p;(d). Then

Pd)C() = 3 (s (DC(x) = 3 4;(d)F (s (d)2)
Jj=1 j=1
_ F(Z qj<d>pj<d>x) — Fp(d)a) = F(—v).
j=1

So p(d)G(z)+F(v) = 0 and G is well defined. It is now easy to see that G is a smooth-part
map B — W extending F'. O

Theorem 2.2. Suppose that d;(W) < W for each i, and that W is an injective
D-module. Then there exist smooth-part maps V. — W.

Proof. Let F be the set of all smooth-part maps A — W, where A <V with d;(A) <
A, Vi. We want to apply Zorn’s Lemma on F provided with the following natural ordering:
for F,G € F, we say that F' < G if and only if G is an extension of F. The identity on
W belongs to F, so F is not empty. Furthermore, if (F))xca is a chain of elements of F,
there exists an upper bound in F, namely the function which has as a graph the union
of the graphs of all F. So, by Zorn’s Lemma, there exists a maximal element Fi,.x € F.
By the previous lemma, it must be defined on the whole of V. O

Corollary 2.3. There exist smooth-part maps D'(£2) — C*(2).

Proof. Let V := D'(2), W := C®(2), d; := 0; and K := C. Clearly, 0;,(C>*(£2)) <
C*>(£2), Vi. From the theory of overdetermined systems of partial differential equations
with constant coefficients by Ehrenpreis [4], it follows that C°>°(f2) is an injective D-
module (recall that (2 is still supposed to be open and convex). Therefore, the theorem
can be applied. O

Remark. The term injective D-module, which is introduced in this article as a prop-
erty about systems of equations, is a more general algebraic concept (cf. [1]). We can
consider a vector space W on which mutually commutative maps d; are defined as a
module over the ring D, where the scalar multiplication p(d) - w is nothing else than
p(d)(w) € W. A D-module homomorphism is then a K-linear map which commutes with
each d;. Since, in our case, the ring D is a commutative, Noetherian ring, one can see
that the property of solvability of compatible systems (over W) can be formulated in an
abstract way as follows:

for each ideal I of D and each D-module homomorphism f: 1 — W,
there exists u € W such that f(p) =p-u, Vp € I.
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It is a classical result in the theory of injective modules that this condition is equivalent
to the following property:
for each D-module M and each sub-module N of M,
each D-module homomorphism w : N — W can be
extended into a D-module homomorphism M — W.
The existence of smooth-part maps can be considered to be a special case of this result
(both using Zorn’s Lemma in their proof).

Remark. Let W < V be such that d;(W) < W for each i. A smooth-part map V- — W
exists if and only if W has an algebraic complement U in V for which d;(U) < U, Vi.

Indeed, suppose F' : V — W is a smooth-part map. Then W = {v € V : F(v) = v},
and U := {v — F(v) : v € V} does the job. On the other hand, suppose U is as in the
statement, then the unique decomposition v = u + w (v € V arbitrarily, u € U, w € W)
defines a map F : V — W : F(v) := w, which is a smooth-part map.

3. The new embedding

Let A/Ig be the differential algebra introduced in §1. Let F be a smooth-part map
D'(2) — C=(02). Let (¢:)es0 € D) be a strict delta net, i.e.

supp(¢:) — 0, ase — 0,
/qﬁg =1, Ve>0,
/ |¢<| is bounded independently of €,

and let (x)eso € (D(£2))©) be a unit net, i.e. for each compact K C §2, there is g¢
such that x. =1 on K for 0 < £ < gg. Then we define an embedding ¢ : D'(2) — A/Ig
as follows:

UT) = (F(T) + [(T = F(T))Xel * ¢e)e>0 + 1k,
where * denotes the convolution on R™.

Theorem 3.1. ¢ is a linear embedding that commutes with partial derivatives and
that embeds C*°({2) as a subalgebra.

Proof. As F is linear, so is ¢. Next, we prove injectivity. Let «(T") = 0, so (U;) :=
(F(T)+ (T — F(T))xc] * ¢ )e>0 € Ig and, in particular, it converges to 0 in D’(£2). But
YV eD'(2): (Vxe)*x¢pe =V in D'(§2), 80 U = T in D'(2) and T = 0.

For T € C>*(£2), F(T) = T and so «(T') is the constant family (T").»o. Therefore,
C>°(42) is embedded as a subalgebra. Finally, we have for each ¢

Ou(T) = (O:F(T) + Oi[(T — F(T))xe] * b=)e>0 + I
= (F(O.T) + [(0(T = F(T)))Xel * c)e0 + Iw = 1(0T),

since F' commutes with partial derivatives and ([(T — F(T))0;Xe] * ¢c)eso isin Ig. O
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Remark. The embedding can be interpreted in the general framework of Rosinger.
We then obtain the following commutative diagram (cf. [5,6]):

Ip A

| T

Igp——=oc(C®)@e K& Ig<—d(C™)

| |

VOO > SOO

where
(i) o(C*) is the space of constant sequences (u)c>g € A,

)
(if) 8 = {(ue)e>0 € A : u. converges in D'(£2)},
(iii) V*° = {(ue)es0 € A: ue. — 0 in D'(£2)}, and
(iv) K = {((wxe) * ¢e)eso € (C=(£2))%®) 1w € U}, with U an algebraic complement
of C(£2) in D'(£2) for which 9;(U) < U, Vi.

4. Comparison with Colombeau’s embedding

This new embedding appears to be the first one after Colombeau’s which unifies both the
commutation with partial derivatives and the embedding of C*°(2) as a subalgebra. Both
embeddings allow nonlinear operations on distributions to be defined. But in contrast
with the Colombeau algebras, operators can be defined on A/Ig that do not preserve the
moderate character or the nullness of the elements in the sense of Colombeau, e.g. for
any C*-map f: C™ — C and any u; := (ujc)es0 +Ig € A/Ig (j=1,...,m),

f(uh e 7Um) = (f(ul,sa s aum,s))s>0 +1Ig

is a well-defined element of A/Ig, so any such f gives rise to a well-defined map
(A/Ig)™ — A/Ig. This means that, by means of our embedding, the composition of
f with an m-tuple of distributions is defined in .A/Ig. In the Colombeau setting, growth
conditions on f are necessary (cf. [2]).
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