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No area of law and policy is more central to our well-being than housing, yet research on
the topic is too often produced in disciplinary or methodological silos that fail to connect
to policy on the ground. This pathbreaking book, which features leading scholars from
a range of academic fields, cuts across disciplines to forge new connections in the
discourse. In accessible prose filled with cutting-edge ideas, these scholars address topics
ranging from the recent financial crisis to discrimination and gentrification and show
how housing law and policy impacts household wealth, financial markets, urban land-
scapes, and local communities. Together, they harness evidence and theory to capture
the “state of play” in housing, generating insights that will be relevant to academics and
policy makers alike. This title is also available as Open Access on Cambridge Core at
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Introduction

Lee Anne Fennell and Benjamin J. Keys

No area of law and policy presents more important and pressing questions, or ones
more central to human well-being, than that of housing. Yet academic discourse
around housing is too often siloed into separate topical areas and disciplinary
approaches, while remaining distanced from the contentious housing policy debates
unfolding in communities across the nation. In June 2016, the Kreisman Initiative
on Housing Law and Policy at the University of Chicago Law School convened a
conference in downtown Chicago with the goal of breaking down these barriers and
forging new connections – between different facets of housing law and policy,
between different disciplinary approaches to housing issues, between academic
inquiry and applied policy, and between the lessons of the past and adaptations for
the future.

This volume is the product of that conference and the dialogue it provoked among
academics, practitioners, and policy makers. Its baker’s dozen of contributions
comprises cutting-edge interdisciplinary work on housing and housing finance
from leading scholars in law, economics, and policy. The pieces individually and
collectively showcase how research and policy can come together in the housing
arena. We hope the end result will have lasting relevance in setting the course – and
identifying the obstacles – for housing law and policy going forward.

This book is organized around two interlocking roles that housing serves: as a
vehicle for building community, and as a vehicle for building wealth. These facets of
housing carry implications both for the households who consume residential ser-
vices and for the larger economic, political, and spatial domains in which housing
plays such a primary and contentious role. Cumulatively, the pieces here confront,
and respond innovatively to, the dilemmas that these two facets of housing create for
law and policy at different scales of analysis.

Part I takes a wide-lensed look at how housing fits into the larger metropolis and
the communities and spatial structures contained within it. The contributions in this
part consider the ways in which decisions about land use controls, transportation,
and housing affordability shape where and how people live. Zoning regulations
heavily influence the quantity and location of different kinds of housing stock

1
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throughout the urban landscape, and their restrictiveness plays a key role in inflating
home prices. William Fischel’s chapter pushes beyond these well-documented
findings to interrogate the causal mechanisms at play. Restrictive zoning policies
are not just the cause of rising home prices, he posits; they are also the result of rising
home prices. In his view, escalating home prices in the 1970s turned homeowners,
who had previously seen the home as just a place to live, into a powerful interest
group – “homevoters” – bent on employing local politics to protect the value of what
they now saw as a growth stock.

Homeowners thus became intensely motivated to mobilize against development,
which they perceived as a threat to the value of the household’s single largest asset,
the home. One way they did so, Fischel explains, was by allying themselves with the
then-nascent environmental movement, which provided protective cover for their
less-than-selfless goals. This account underscores the connections between different
land use agendas and interest groups, as well as between different elements of
housing policy. Fischel argues that tax breaks for homeownership help fuel a cycle
of overinvestment in housing that contributes to overprotective land use policies and
higher housing prices, which in turn reinforce a vision of the home as a household’s
primary growth asset. His analysis also emphasizes path dependence, as home-
owners sort into communities that feature the restrictive land use policies that they
favor, further entrenching the political will to preserve or tighten those restrictions.
In this way, housing policy begets housing policy, and breaking the cycle requires
rethinking the forces – including tax policy – that contribute to this entrenchment.

Interconnectedness and path dependence also feature heavily in David
Schleicher’s contribution, which examines interactions between land use controls
and transportation innovations – from the now-familiar GPS systems for cars, to
popular ride-hailing services like Uber and Lyft, to emerging developments in
autonomous vehicles. These and other transportation innovations might make
one’s existing commute easier, but, as Schleicher explains, their real power lies in
their capacity to transform where housing can be located relative to workplaces and
other points of interest. Schleicher argues that innovative shifts in transit could make
useful new forms of “distributed density” possible. But if the real estate development
that would produce these patterns is prohibited by existing land use controls and
cannot be readily changed – and Fischel’s analysis suggests some reasons why
this might be the case – transportation technologies may be unable to fulfill
their potential in contributing to more functional urban agglomerations. In fact,
Schleicher suggests, we might see new transit technologies used in the service of
increased sprawl as autonomous vehicles and similar innovations enable longer
commutes by rendering them less tedious and unproductive.

Whether one urban pattern is to be preferred over another is of course a normative
question, one that raises broader questions of what makes for a good city or a good
way of life. While land use controls can thwart the realization of preferences, they
can also at times solve collective action problems and address costly externalities.

2 Lee Anne Fennell and Benjamin J. Keys
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What is certain is that the future placement of housing stock within the metropolis
will depend not just on the possibilities that transportation innovations open up, but
also on the avenues that land use controls shut down – for better or worse. Schleicher’s
work prompts thoughtful attention to transportation policy as an element in housing
policy (and vice versa), and highlights land use law as foundational to both.

The third chapter in Part I examines another facet of land use policy as it relates to
housing: “inclusionary zoning” laws that require housing developers to set aside a
certain percentage of units in their projects for affordable housing. Although the
details of these laws vary widely, they have in common the goal of enhancing
housing affordability in areas that are undergoing new residential development,
typically by requiring the in-kind provision of affordable units or the payment of an
“in lieu of” fee for the development of affordable housing offsite. Using the recent
California Supreme Court case California Building Industry Association v. City of
San Jose (2015) as a springboard, Richard Epstein argues that such laws are counter-
productive as a matter of economics, and should be impermissible as a matter of
constitutional law.

Epstein’s economic argument is straightforward. If the business of residential
development is made more expensive by a requirement to provide affordable
units, we would expect to see less residential development – something that would
reduce supply and be bad for housing affordability. What complicates the picture,
however, is the fact that these inclusionary zoning mandates are enacted against a
backdrop of pervasive regulation of housing stock – the zoning restrictions that were
the subject of Fischel’s chapter and that featured prominently in Schleicher’s.
Under a typical inclusionary zoning ordinance, developers are permitted to build
more housing or build it at higher densities than would otherwise be allowed if they
provide the required number of affordable units. What, then, is the appropriate
baseline when assessing the impact of such an ordinance on housing supply: a world
without any other restrictions on developing housing, or the already heavily
restricted world in which developers seek to build?

Answering this question leads us to Epstein’s legal analysis. His interpretation of
the takings clause eschews the distinctions that the Supreme Court uses to deter-
mine when a regulation is so invasive or confiscatory as to require just compensation.
In Epstein’s view, every diminution in the value of property is a taking that must be
accompanied by just compensation, whether in cash or in kind. Thus, although
Epstein focuses his critique in this chapter on affordable housingmandates, his legal
and economic critiques extend broadly to a range of land use controls that constrain
owners and restrict housing supply – including those that provide the backdrop
against which affordable housing mandates operate. Given the capacity of the
government to set these background conditions, the deal extended to developers
through inclusionary zoning ordinances is, in Epstein’s view, an impermissible land
use exaction. Epstein’s chapter thus prompts readers not only to investigate when
well-intentioned laws might have unintended consequences, but also to consider
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how the burdens associated with achieving housing policy goals should be distrib-
uted among members of society.

Part II zooms in to consider how community identity and resident perceptions
shape the housing consumption experience. A recurring theme is the interplay
between stability and change in residential neighborhoods. One tool for managing
these tensions is through historical preservation initiatives, through which indivi-
dual landmarks or entire neighborhoods are protected from redevelopment. In their
chapter, Ingrid Gould Ellen and Brian McCabe argue for more explicit and
balanced assessments of the costs and benefits of historic preservation. They offer
a compelling approach to estimating development constraints imposed by preserva-
tion initiatives in historic districts. By estimating the amount of unbuilt floor area
within a district, and comparing the density of historic districts to their undesignated
but nearby counterparts, Ellen and McCabe provide a clear methodology for
measuring the direct costs of preservation.

Their evidence from New York City suggests that supply restrictions in historic
districts reduce density, increase prices and rents, and likely exacerbate economic
segregation. Ellen and McCabe conclude by recommending a restructuring of the
preservation decision-making process in New York City, highlighting the need for
independent assessments beyond the Landmarks Preservation Commission, a for-
mal comment from the City Planning Commission, an “as of right” framework for
construction on vacant and non-contributing sites, and a direct estimated impact on
housing supply. Their analysis highlights the fact that historic preservation is at its
core land use regulation, with development-suppressing effects that echo those
identified by Fischel, Schleicher, and Epstein in Part I. While the countervailing
benefits of neighborhood stability and landmark preservation are acutely difficult to
measure, this chapter provides a necessary rethinking of the costs of historic district
designation.

Historical preservation is, of course, a central way in which communities con-
struct and preserve their identities – and, in so doing, influence the composition of
their populations. Lior Strahilevitz’s chapter raises pointed questions about this
process by focusing on a setting where history is literally manufactured out of thin
air. The Villages, a set of retirement communities in Florida, seeds its walkable and
golf-cartable “downtown” areas with dozens of plaques recounting fictitious histor-
ical events, and pairs them with suitably themed and distressed buildings featuring
peeling signs from a nonexistent past. While this overlay of artifice strikes some
observers as rather creepy on its own terms, more troubling is the uncanny degree of
racial homogeneity that exists in The Villages – despite its location in a diverse
region, its residents are overwhelmingly white. Strahilevitz raises the possibility that
contrived history could serve as a kind of “exclusionary amenity” that induces
residential sorting along racial lines. But he does much more than this: he provoca-
tively suggests that “real” history is nearly as inauthentic, and fully capable of
operating in an equally exclusionary fashion.
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The kind of history that gets preserved through land use law, Strahilevitz observes,
is always highly selective. If preservationists were serious about preserving the past,
he suggests, choosing random buildings from particular eras would do a better job,
and at less social cost. Recognizing that all history is consciously constructed and
curated should weaken any reflexive normative deference to preserving the past in
setting land use policy. Strahilevitz’s contribution pushes us not only to examine
carefully the sorts of costs that Ellen and McCabe explore, but also to question the
benefit side of the equation as well. Counterintuitively, false histories may serve just
as well – or just as poorly – as anchors for community identity. And if historical truth
is not necessary for establishing a community’s identity, neither is it sufficient, as
Strahilevitz’s randomization thought experiment emphasizes.

Ultimately, the case for preserving or redeveloping the past must turn on its
impacts on the residents – present and potential – who stand to gain or lose. That
community change brings losers as well as winners comes through clearly in
Georgette Phillips’s contribution, which examines the repurposing of churches for
secular ends, including upscale condominiums and lofts. Church conversions
typically follow dramatic attrition in church membership in particular areas and
offer the potential both to generate funds for the church (through the sale of
valuable, well-positioned real estate) and to inject new development into a founder-
ing area. But because churches serve as more than worship centers and play a crucial
role in delivering services to the communities in which they are located, the
conversion process may have ripple effects that undermine the viability of the
remaining community and accelerate community change. Phillips considers a
variety of approaches to this dilemma, which is sharpened by the fact that land use
restrictions may often limit the introduction of stand-alone community service
providers, and suggests the use of impact fees to induce decision makers – whether
developers or churches – to internalize the effects of their choices on the
community.

Church conversions to condominiums may be largely a symptom rather than a
cause of the decline in the community for which the church served as anchor and
mainstay, and could even be a marker of a shift to a more diverse community that is
no longer centered around a single faith tradition. Nonetheless, the phenomenon
could exacerbate a trend toward gentrification in the area, spurring fears of involun-
tary displacement or a diminished neighborhood experience. Even though housing
is being added to themix, a fact that should advance housing affordability, theremay
be concerns that the new housing stock will be configured and priced in a way that
would place it out of reach for the original residents who are simultaneously losing
services.

Some of the more subtle and pernicious effects of involuntary displacement from
one’s home are explored in Matthew Desmond’s chapter. Desmond finds that
renters who arrived in their neighborhood through “forced moves” (via eviction,
foreclosure, or building condemnation) were half as likely to trust their neighbors
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relative to other renters, and far more likely to perceive suffering in their neighbor-
hood. Such perceptions of the neighborhood will have a key impact on residents’
willingness to strengthen neighborhood ties, improve local public goods like schools
and parks, and participate in local government. Desmond explores the role of
housing dynamics and neighborhood perceptions using data from a survey of renters
in Milwaukee, Wisconsin. The survey both measured the degree to which renters
trusted their neighbors, and asked a series of questions regarding the perception of
social problems in the neighborhood.

Crucially, the analysis accounts for neighborhood quality and housing character-
istics, so this comparison isolates a difference in perceptions about their current
neighborhood between renters with and without a forced relocation. Renters who
found their housing through government or nonprofit agencies also held a more
negative view of their neighborhood. Desmond’s work raises new questions regard-
ing the importance of housing dynamics in determining a resident’s outlook on her
community. The results from this timely and ambitious study should encourage
policy makers to revisit the eviction process, temporary housing alternatives, and
source-of-income discrimination laws to help low-income families improve their
level of trust in community. It also carries implications for the ways in which housing
policy assists homeseekers.

Housing is not only central to residents’ sense of community, it is also critical to
their financial well-being. Part III thus turns to the wealth-building facet of housing
policy, considered from the perspective of the housing consumer. Homeownership
is often viewed as virtually the only viable path to significant wealth building for
most Americans. It offers both a highly leveraged stake in a large asset and an
automatic vehicle for regular savings, while at the same time controlling housing
expenditures over time. There are some problems with this vision of homeowner-
ship, however. Not only is the home an undiversified asset that is highly vulnerable
to risks that lie out of the homeowner’s control, as the recent foreclosure crisis
dramatically demonstrated, it may also prompt the sorts of risk-averse defensive
behaviors that Fischel identifies, which raise the costs of housing by limiting
development. Moreover, discrimination in housing finance can derail a household’s
wealth-building plans and produce devastating setbacks by making mortgages unne-
cessarily expensive and risky. The chapters in this part take on these challenges from
a number of perspectives.

Variations on homeownership that would reduce the amount of housing market
risk that households must bear have received some attention, but the potential for a
variation on the rental model to deliver some of the wealth-building benefits of
homeownership has been almost entirely ignored. Stephanie Stern takes up this
topic in her chapter by examining some emerging models of “renter equity” that
enable tenants to build up savings for undertaking particular behaviors. While these
models do not extend a true equity stake to renters, they do provide an automatic
savings vehicle with vesting rules that encourage staying put in one’s residence – and
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leaving the money in place to grow – as well as an incentive structure that rewards
the kinds of behaviors, including maintenance and upkeep, in which homeowners
often engage. Selection effects make evaluating this form of tenancy tricky, however,
and the fact that existing models bundle multiple features together makes tracing
causal mechanisms difficult. Stern’s contribution highlights the importance of
parsing these effects and queues up a set of empirically testable questions for future
researchers to pursue. It also emphasizes the importance of taking into account the
findings of behavioral law and economics about human cognition, willpower, and
precommitment in setting housing policy.

Homeownership has traditionally enabled wealth accumulation through self-
amortizing mortgages that represent a form of automatic or forced savings. As the
baby boomers reach retirement, a crucial source of wealth and opportunity is tied up
in their homes.More than 75 percent of retirees own (and have substantial equity in)
their homes. In his chapter, Christopher Mayer explores the relationship between
homeownership and retirement stability, connecting a number of disparate datasets
and measures of financial health. Mayer documents that over the past two decades
mortgage debt has increased substantially among older cohorts, especially those
nearing retirement age. Furthermore, more households are entering retirement
without fully paying off their mortgages. Thus, mortgage debt will serve as a greater
burden on consumption in retirement years. Mayer also finds that few households
pay down debt by selling their homes, keeping much of their equity in their homes
until very late in life. The results suggest that baby boomers’ decisions on how and
when to extract equity from their homes, either through downsizing or reverse
mortgages, will determine much of their financial health during their retirement
years. This analysis carries important legal and policy implications, as it bears on the
choice sets and protections that will be most useful to housing consumers over the
life cycle.

The capacity of households to build wealth through homeownership can be
thoroughly undermined by invidious discrimination, as the contribution of Ian
Ayres, Gary Klein, and Jeffrey West demonstrates. Ayres and his coauthors show
how discretion granted to mortgage brokers led to higher-cost mortgages for African
American and Hispanic borrowers for reasons unrelated to the substantive measures
of creditworthiness built into lenders’ underwriting algorithms. Not only do these
more costly mortgages undercut efforts to accumulate equity, they also increase the
risk of foreclosure. Moreover, because of entrenched residential segregation, the
prevalence of high-cost loans in communities of color – “reverse redlining” –
produces a negative synergy of heightened risk as proximate foreclosures cause
property values to fall, making further foreclosures more likely. The resulting
involuntary moves can be personally as well as financially devastating for
households.

Disparate impact analysis might seem to provide a promising avenue for redress,
especially in the wake of the Supreme Court’s recent decision in Texas Department
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of Housing &Community Affairs v. The Inclusive Communities Project (2015), which
recognized the validity of the disparate impact cause of action under the Fair
Housing Act. But as Ayres and his coauthors show, there are significant legal road-
blocks in the path. In Inclusive Communities itself, the Supreme Court articulated
tight causation requirements that may be difficult for litigants to meet. Another
hurdle is found in another Supreme Court decision, Wal-Mart Stores v. Dukes
(2011), that suggests individual discretion of the type exercised by mortgage brokers
might not constitute the sort of unified policy that could be subject to legal attack
through a class action lawsuit. As a result, Ayres, Klein, and West suggest that
meaningful relief may depend on the choices of government actors such as the
Consumer Financial Protection Bureau. The evidence that this chapter marshals
showing the costs to minority households from inappropriate and excessively expen-
sive mortgage products provides an important input for future legal and policy
initiatives.

Part IV examines housing finance’s role from a broader economic perspective. In
a series of influential papers, Atif Mian and Amir Sufi have investigated the relation-
ship between credit supply and the recent housing bubble. In their chapter in this
volume, the authors provide additional new evidence that supports the “credit
supply view” of the boom and bust. Their chapter establishes four key facts about
the boom and bust. First, mortgage credit grew independently from economic
conditions. Second, this credit growth directly increased house prices. Third,
home equity extraction was a common response to house price growth. Fourth
and finally, the default of homeowners with lower credit scores precipitated the
broader default crisis.

Using a range of data sources, Mian and Sufi carefully document these four facts,
and conclude that the financial sector played a crucial role in explaining the boom
and bust. The centrality of the financial sector suggests a role for macro-prudential
regulation, such as countercyclical loan-to-value restrictions. The credit supply view
also supports the need for innovation in mortgage contracts to spread risk more
broadly, reduce leverage, and infuse more equity into a highly levered system that
amplifies housing cycles.

A key element of the modern mortgage system is the transformation of mortgage
debt from an asset on the originator’s balance sheet to a tradable security through
securitization. However, securitization passes nearly all mortgage risk from the
originator to the securities market. Contractual obligations, such as legal representa-
tions and warranties regarding the quality of the mortgage loans being sold, are
supposed to assure investors that underwriting standards are kept at a high level.

In their chapter, Patricia McCoy and Susan Wachter examine why representa-
tions and warranties failed to protect the securitization system. They argue that, prior
to 2008, the representations gave investors false assurance, which led to overinvest-
ment in mortgage-backed securities (MBS). However, after the bust and massive
losses on these securities, the securitization system has been hampered by
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excessively restrictive representations and warranties, and the enforcement of those
provisions, leading to underinvestment in MBS and an underprovision of mortgage
credit. McCoy and Wachter conclude that lenders should have been required to
build up reserves to cover representation and warranty enforcement; they propose
stricter capital standards to ensure that lenders have more ability to withstand the
inevitable housing cycles of the future.

In this book’s final chapter, Raphael Bostic and Anthony Orlando examine three
causes of the housing crisis that have received little scrutiny from regulators thus far.
First, the authors argue that nothing has been done to prevent firm owners and
managers from “looting” their firms at the expense of long-run profitability for
shareholders. This disconnect between short-run and long-run incentives may be
best addressed by reforms in executive compensation and increased penalties for
over-weighting the short-run financial gains over the long-run viability of the firm.
Next, the authors examine why the credit ratings agencies failed to impose market
discipline on mortgage lending. They outline the problematic agency–investor
conflicts of interest inherent in the “issuer pays” model of credit ratings, and propose
a structure to mitigate these issues. Third and finally, the authors shed new light on
the tradeoff between access to credit and risk exposure in consumer credit markets.
They emphasize the potential for greater financial literacy, as well as the possibility
of creating subsidies for lending to creditworthy low-income borrowers.

With a colorful set of historical examples, Bostic and Orlando’s chapter creatively
charts out a series of reform proposals for making the financial system smarter and
safer. Although it is not possible to anticipate the novel problems that the future will
bring, some of the long-standing tensions and incentive mismatches that emerged in
the recent crisis had deep roots in the past, and deserve continued attention going
forward. There are recurring tensions between access to credit and vulnerability to
risk, and between financial innovation and concerns for stability. And, as other
chapters in this book emphasize in a variety of ways, the stakes could not be higher.
People’s lives are deeply bound up in the places that they live, both financially and
experientially. Housing policy also carries repercussions for, and is impacted by,
everything that affects the spatial structure of our urban areas and the soundness of
our financial systems.

In all, this book’s broad-ranging scope and mix of methodologies provide an
unprecedented, holistic look at how these facets of the housing puzzle interact. At
the same time, the contributions we bring together here are only the start of a series
of important and necessary conversations around housing. We look forward to
continuing the dialogue.
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1

The Rise of the Homevoters: How the Growth Machine
Was Subverted by OPEC and Earth Day

William A. Fischel

1.1 introduction

In the 1970s, unprecedented peacetime inflation, touched off by the oil cartel
OPEC, combined with long-standing federal tax privileges to transform owner-
occupied homes into growth stocks in the eyes of their owners. The inability to
insure their homes’ newfound value converted homeowners into “homevoters,”
whose local political behavior focused on preventing development that might
hinder the rise in their home values. Homevoters seized on the nascent national
environmental movement, epitomized by Earth Day, and modified its agenda to
serve local demands. The coalition of homeowners and environmentalists thereby
eroded the power of the pro-development coalition called the “growth machine,”
which had formerly moderated zoning. As this chapter shows, these changes in the
meaning of homeownership and in the political behavior of homeowners explain
why local zoning has become so restrictive.

Zoning is not a new institution. Housing in the United States has been the subject
of comprehensive local government regulation since 1916, when New York adopted
the nation’s first zoning laws. Zoning spread rapidly to other cities, and now almost
all cities and towns in urban areas have zoning and a host of related land use
regulations (Fischel 2015). It is now well established that in certain areas of the
nation – the Northeast and West Coast especially – local land use regulation is
associated with unusually high housing prices. The excessive housing prices retard
mobility of labor, reduce national productivity, and worsen income inequality
(Ganong and Shoag 2013). Some have also argued that the inelastic supply of
housing contributed to the 2000s housing bubble and the financial crisis that
resulted when it burst (Jansen and Mills 2013).

This chapter seeks to establish that the restrictive zoning policies that contributed
to the housing crisis arose at a particular time – the 1970s – in conjunction with
worldwide inflation and American political movements that undermined the trans-
actional relationship between local governments and developers. Evidence
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presented here establishes that the 1970s represented a sharp break with the past. It is
important to understand both the history and probable causes of growth controls in
order to shape reasonable responses to excessive land use regulation.

My empirical contribution in this chapter is something called Ngrams. Not
shown are some other trends that are important but hardly novel. The first is that
the time trend of real housing prices (that is, adjusted for inflation) in the post–
World War II era was flat or gradually falling up to about 1970 (Shiller 2015, 20).
In the early 1970s, real housing prices rose rapidly for several years, fell during the
recessions of 1981 and 1991, and then rose at an accelerated rate until the financial
crash of 2007. Up to about 1970, owning a house was not a good investment relative
to stocks and bonds. After 1970, it became a major portion of middle-class financial
portfolios and thus subject to macroeconomic and local risks (Skinner 1994, 191).

My major thesis is that homeowners once looked on their houses as places to live,
but now look at them as growth stocks. This is not a new claim. In Irrational
Exuberance, Robert Shiller wrote, “Life was simpler once; one saved and then
bought a home when the time was right. One expected to buy a home as part of
normal living and didn’t think to worry what would happen to the price of homes.
The increasingly large role of speculative markets for homes, as well as of other
markets, has fundamentally changed our lives” (2015, 35). My contribution is to
point out that one of the fundamental changes has been to make homeowners
acutely defensive about new developments that might possibly affect their homes’
value.My theory inverts, or at least complicates, the claim that growth controls cause
higher housing prices. It is possible that growth controls themselves are caused by
inflating housing prices, which goad homeowners to organize more effectively
against developers. It might be better for all concerned if homeowners could again
see their homes as steady investments and good places to live rather than a way to get
rich.

1.2 ngrams and the origins of growth controls

Google has a free on-line feature called the Ngram Viewer. It graphs the annual
frequency of uses of a word or phrase in Google’s digitized collection of millions of
books, scanned mostly from university libraries. (It does not include newspapers or
periodicals.) The word or phrase can be used in any context, and simply being
mentioned more or less frequently can be a measure of its salience in public
discourse.

Ngrams may offer clues about why zoning was adopted in the United States. I had
written an article that argued that zoning’s rapid rise and spread in the 1910 to 1930

era was caused by the spread of low-cost automobiles and, more particularly, their
adaptations as freight trucks and inexpensive passenger buses, the latter popularly
called jitneys (Fischel 2004). Motorized trucks and jitneys enabled industry and
apartment houses to relocate from ports, railheads, and central cities to the suburbs.
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In an early planning publication, a zoning advocate complained, “The motor-truck
has enabled the indifferent or the blackmailing industrial concern to threaten to
locate its factory in the heart of the loveliest of lawn-decorated suburbs. Formerly
a factory had to be near a railroad, but that is no longer necessary. It is, indeed, more
desirable for a factory to locate near a labor supply – that is, near a district where
labor lives – than to be near a railroad” (L. Purdy et al. 1920, 6). Homebuyers’
reluctance to commit to a large purchase that might be devalued by subsequent
development was the main reason responsible developer organizations sought to
promote zoning (Weiss 1987).

In Figure 1.1, an Ngram for the terms “jitney,” “motor truck,” and “zoning”
illustrates a rapid take-off of their use in books during the 1910s. (Both “jitney” and
“motor truck” decline after 1925 as the jitney was replaced by the conventional bus
and the motor truck became so common as to just be called a truck.) The jitney’s
booming popularity caused concerns among real estate developers, who had for-
merly depended on managing the location of streetcar lines to keep apartment
developers out of single-family home areas (Cappel 1991). An article in the
New York Times Magazine (1915) noted that opposition to the free-wheeling service
was not just from streetcar interests: “Realty associations are backing up the protests
of the traction [streetcar] people on the ground that the prosperity and extension of
the streetcar service go hand in hand with the development of real estate, which is
not fostered by these jitney men.”

But it appears that land use regulation became notably more restrictive during the
1970s. This is suggested by the Ngrams for terms related to those restrictions: “growth
management,” “NIMBY,” and “exclusionary zoning” (Figure 1.2). (“Growth man-
agement” is used in the Ngram rather than “growth control” because the latter
phrase includes many scientific applications.)

These terms were statistically nonexistent before 1970. The late-century decline in
mentions of the pejorative “exclusionary zoning” seems to be roughly offset by the
more acceptable means of exclusion embodied by the terms illustrated in Figure 1.3:
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figure 1. 1 Ngram for “jitney, motor truck, zoning”
Source: Author’s Ngram. Courtesy of http:books.google.com/ngrams
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“farmland preservation,” “gated communities,” and “historic districts,” the last being
the subject of Chapter 4 in the present volume by Ellen and McCabe. Similar
Ngram patterns, not shown here, can be seen for terms such as “wetland protection,”
“downzoning,” “regulatory takings,” and “urban growth boundary.” Land use reg-
ulation after 1970 involved a major change from the immediate past, a change that
invoked a new vocabulary that is now so pervasive that we may have forgotten that
mid-century planners and scholars were unfamiliar with it.

The Ngram that encapsulates the thesis I advance in this chapter is Figure 1.4,
which juxtaposes “stock market prices” with “housing prices.” Before the 1970s,
mentions in the general literature of housing prices were few relative to stock market
prices. People talked and wrote about the stock market, but not much about housing
prices. In the early 1970s (the data are smoothed by three-year shoulder intervals),
discussion of housing prices zoomed both in an absolute sense and relative to stock
market prices. (The Ngram for the more general term “stock prices” is so large as to
dwarf the frequency of “housing prices.” Generally speaking, Ngram analysis is most
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revealing with phrases of comparable frequency, and “stock prices” can refer to
cattle and inventories as well as equities.)

A similar story is told by the quantitative data on the growth of housing prices and
capital gains from homeownership. According to my colleague Jon Skinner, “Between
1955 and 1970, the share of owner occupied housing in total household net wealth
hovered around 21 percent. In the nine years between 1970 and 1979, housing wealth
climbed to 30 percent of net wealth” (1994, 191). This shift in the composition of
wealth portfolios corresponds closely with a fundamental shift in land use regulation.
(The rise from 21 percent to 30 percent may not sound enormous, but it should be
understood that, as with housing prices, capital gains from home values were much
larger in the urban areas of the Northeast and West Coast, as discussed presently.)

My theory holds that inflation in the 1970s, driven initially by the rise in world oil
prices by OPEC, made owner-occupied housing a highly desirable asset. The benefit
of the tax-favored status of homeownership rises relative to other assets during inflation
(Poterba 1984). But this asset has a large downside that was the fundamental premise
of my 2001 book, The Homevoter Hypothesis: as an asset, an owner-occupied home is
almost impossible to diversify and is subject to risk from changes in the neighborhood
and the community in which it is located. Unlike fire and theft, adverse community
and neighborhood effects cannot be insured against by homeowners. Homeowners
had since the 1910s cared about keeping footloose industry and apartment houses
separate from their neighborhoods, but they lacked the organizational ability to
forestall community and regional growth that would threaten the upward growth of
their home values in the 1970s. The unprecedented rise in housing prices gave
homeowners additional reasons to care about public land use decisions (Taylor 2013).

1.3 the “growth machine” prevailed before 1970

Yet homeowners who wanted to control the development process were at a political
disadvantage. Conventional public choice theory predicts that organized interest
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groups will tend to capture the regulatory authority, and housing should be no
different. Housing developers had the advantage of being well organized and
strongly motivated to control the development process. Sociologist Harvey
Molotch (1976) invented a term for this political control, “the growth machine.”
Developers in the early twentieth century were originally in favor of zoning because
it served as a kind of insurance policy for prospective homebuyers (Fogelson 2005;
Weiss 1987). With zoning in place, homebuyers could be assured that subsequent
neighborhood changes would be less likely to adversely affect their large investment.

Developers did not promote zoning with a starry-eyed faith in regulation. They
knew that letting this particular genie out of the bottle could be hazardous.
J. C. Nichols, a pioneer in developing (privately) planned suburban communities
in Kansas City, also advocated zoning, but, as his biographer points out, “Real estate
operatives slowly came to realize that by accepting zoning and getting themselves
appointed to zoning boards and commissions, they could influence governmental
and public decisions in their favor to an even greater degree than before” (Worley
1990, 90 [my emphasis]). Marina Moskowitz describes how 1920s land use commis-
sions were dominated by a pro-development “professional-managerial class” (1998,
311). Developers were willing to cater to homeowners’ desire to avoid localized
external costs, but they did not want established homeowners to control zoning.

In the pre-1970 era, established homeowners sometimes did oppose development,
but they were usually unsuccessful. In his lengthy history of the planning profession,
Mel Scott describes two instances of suburban homeowners opposing apartment
developments (1969, 458) and public housing (p. 418), but the mentions are surpris-
ingly few, and the opposition did not halt all development. Growth controls and
similar constraints are not mentioned at all, even though Scott was influential in the
movement to preserve San Francisco Bay. His history laments that planners had
little to do with zoning, and his wide-ranging examples could have been taken by
Molotch as evidence in support of the dominance of the developer-dominated
growth machine. (Molotch in his original paper was more concerned with exploring
the implications of his idea than testing it against alternative hypotheses. A later
elaboration of the theory with John Logan did discuss some contrary evidence about
the effect of growth controls, but Logan and Molotch [1987] dismiss it as a minor
issue, a conclusion they reaffirmed in the preface of the 2007 reissue of their book.)

There is little doubt that zoning regulations were relatively permissive before the
1970s. This is not to say that developer interests always got what they wanted. But
they were able to manage opposition through negotiation with local authorities.
A well-known example was the development of the original Levittown (as it became
known) housing tract in Hempstead, Long Island (Kelly 1993). The Levitt company
acquired experience building wartime housing for workers and adapted its mass
production techniques for suburban houses. The company needed Hempstead to
change its zoning laws to accommodate its construction methods, particularly the
town’s requirement that units have basements rather than the concrete slab
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foundations that Levitt wanted to use. There was some opposition to the project from
neighbors, but the town council and planning authorities gave the builders almost
all of the changes they requested. Levitt packed one town hearing with recent World
War II veterans who were looking for housing. The fledgling suburban newspaper
Newsday was eager to expand its subscriber base and wrote numerous articles and
editorials in support of Levitt. The newspaper’s occasional screeds against unnamed
“elitists” in nearby communities who opposed expansion of Levittown indicate both
that there was opposition and that it was ineffective.

1.4 homevoters joined and sustained

the environmental movement

After 1970s inflation caused homeowners to demand more protection of their assets,
they needed to break the hold of the pro-development forces on zoning regulation.
The increasing value of their homes created a common interest among home-
owners, but they needed access to institutions to control growth. Part of the access
came from the local political process. In smaller governments, such as those of the
suburbs, homeowners simply elected officials who were more attuned to their
interests. In a series of nuanced histories of regulation by suburbs in the Boston
area, Alex von Hoffman found that in the 1970s, developer-friendly zoning was
displaced by procedures that reduced total homebuilding. One long-time developer
whose family had been local farmers lamented the unexpected popular opposition
to further development, “Paradoxically, I sell to people who become my enemies”
(von Hoffman 2010, 17).

Where the “growth machine” was better entrenched, homeowners needed to
adopt devices that could do an end run around zoning or add layers of review so
that the local government’s decision to rezone or otherwise accommodate new
development would not be the final word. In political affairs, homeowners became
an interest group that I have labeled “homevoters.” They use their local votes and
other political activities to protect and promote the value of their owner-occupied
homes.

The environmental movement in 1970 provided the main vehicle for home-
owners to add the layers of regulatory review to gum up the growth machine.
The environmental laws themselves were not obviously designed for this purpose.
They were largely motivated by concerns that were either nonurban – wilderness
preservation and public lands management – or were applicable to urban develop-
ment only in an indirect way, such as water quality and air pollution (Sax and
Conner 1972).

Environmental organizations had always been at a disadvantage when they were
opposed by development organizations. Even with new laws that offered themmore
leverage, they suffered from the fact that what they were seeking was the provision of
a widely shared public good that represented a small fraction of the public’s
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consumption budget. But they did have institutions organized around outdoor
activities, and this offered a mutually advantageous merger of interests with home-
voters. Homeowners had a rising demand to control development in their neighbor-
hoods, but not an effective antigrowth organization. Environmental groups provided
the organization, and they were willing, even eager, to extend their goals to include
protection of suburban open space as well as that of non-farming rural areas. Bernard
Frieden (1979) was one of the first to systematically describe the new use of
environmental standards to retard housing development in the San Francisco Bay
Area.

This deal – largely unconsciously entered into – created an offset to the growth
machine. Membership and contributions grew as environmental organizations
allied themselves with homeowner interests. (Adam Rome [1994] describes the
early history of this alliance, and Richard Walker [2007] offers a largely admiring
view of its early evolution in Northern California.) The new antigrowth machine
passed state laws mandating second review of local zoning decisions (Bosselman and
Callies 1971), expanded the legal standing of objectors to growth both within the
community and to outsiders (Sterk 2011), and, somewhat paradoxically, embraced
preservation of farmland on the edges of urban areas. (Paradoxical because in truly
rural areas, environmental interests in water quality especially have often been at
odds with the interests of commercial farmers and ranchers.)

One might ask whether the newfound power of homevoters was simply an
extension of previous trends, amplified by a new environmental consciousness of
the 1970s. It is difficult to prove a negative, but histories of environmental thought
indicate that the tension between industrialization and the pastoral ideal began in
the early nineteenth century (L. Marx 1964). It was if anything disdainful of things
urban. As a political movement, what became environmentalism was often the
domain of patrician elites, who often as not expressed a general contempt for the
lower classes through a sometimes painful-to-read eugenics argument (J. Purdy
2015). Environmentalism for the first two-thirds of the twentieth century was con-
cerned mainly with nonurban areas.

Christopher Sellers argues that populist environmentalism took root in the sub-
urbs in the 1960s, and that provided an opportunity for new directions: “As national
conservation groups watched the many local and regional groups singling out
pollution and other suburban issues, they realized that this new environmental
agenda had recruitment potential” (2012, 272). The Sierra Club’s membership
grew from about 113,000 in 1970 to almost a million by 2000. In 1969, its former
director, David Brower, founded a more activist organization, Friends of the Earth,
whose motto brilliantly summarized the merger of environmental and homeowner
interests: “Think globally, act locally” (Walker 2007, ix). Other organizations formed
specifically to “act locally” included San Francisco’s People for Open Space (now
the Greenbelt Alliance), and they have been quite successful. By 2006, the nine Bay
Area counties had more than a million acres (of about 4.4million total) perpetually
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protected from development, an area that exceeded the existing urban and suburban
land area (Walker 2007, 108).

One reason for the success of the marriage of environmentalism and suburban
concerns was that environmentalism offered a unifying ideology that allowed home-
voters to avoid talking about home values directly. Growth controls are the product
of collective action at the local level, and establishing collective action requires
a unifying public discourse (Ellickson 1991). Declaring that the goal of preserving
local open space is to maximize voters’ property values is actually somewhat divisive.
It also seems selfish in a public setting. It invites invidious comparisons among
residents. (“Oh, your home is somuchmore important thanmine?”) Environmental
justification for policies that just happen to increase existing home values is a shield
against outside criticism of exclusion and a source of unification among home-
owners with otherwise unequal interest in the policies. It serves the same function as
the “hearth and home” ideology that brought homeowners together to support
zoning in the early twentieth century (Fischler 1998; Lees 1994).

1.5 sources of national variation: shifts in industry

and differences in local government

My explanation for the rise of growth controls, then, is that they were the interaction
of a shift in demand for home value protection in the 1970s and an increase in the
supply of regulatory devices that operated outside the traditional growth-machine
framework. These political and social forces displaced pro-development forces in
local governments. But this deals with only one part of the puzzle. The now-
conventional wisdom among urban economists is that stringent land use regulations
account for the excessively high housing prices in Northeast and West Coast urban
areas compared to those in the rest of the United States.

Peter Ganong and Daniel Shoag (2013) have shown that states that now have the
highest housing prices and the most land use litigation (an indicator of land use
regulation) had not, before 1970, led in either of those categories. Their model
demonstrates that the regional regulations have had important effects on internal
migration, significantly reducing the ability of Americans in poor states to better
their lot by moving to richer areas. Numerous other studies confirm the unusual
differential between housing prices on the coasts and elsewhere in the nation.
As Karl Case observed, “Prior to 1970, house prices moved slowly at about the rate
of inflation or slightly below, and regional differences, while they existed, were
relatively modest by current standards” (1994, 29).

But what caused land use regulations to ramp up so much more in those states
after 1970? My answer is that exogenous forces shifted the national demand for labor
in ways that made the metropolitan areas of the West Coast and, soon after, the
Northeast more attractive to high-income, college-educated people. I approach this
explanation by introducing the dog that did not bark. The energy crisis of the 1970s
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induced a substantial relocation of manufacturing employment from the Rust Belt –
the cities of the Great Lakes and the Ohio Valley – to the Sun Belt. States of the
South and Southwest experienced substantial population growth from internal
migration. But this migration did not result in an unusual increase in housing
prices. Developers responded to the higher immigration by building more housing,
which kept new and existing home prices from rising unduly (Glaeser and Tobio
2008). Demand for housing shifted out, and supply responded fairly quickly.

Another internal industrial shift occurred at almost the same time. The largest
cities of theWest Coast and (a decade later) the Northeast were at the forefront of the
shift from manufacturing to high-tech-driven services (Glaeser and Gottlieb 2009).
The introduction of computer technology reduced the demand for lower-skilled
manufacturing jobs. Manufacturing was replaced in cities by high-skilled service
jobs such as finance and computer software development. Global forces such as the
reduction in trade barriers and the rise of Asian manufacturing capacity further
accelerated the American shift from manufacturing to knowledge-based services,
which played to the historical advantages of the large, trade-oriented cities on the
West Coast and in the Northeast. Such shifts in regional advantage have long been
a part of American economic growth, as historical geographer Daniel Meinig (1995)
has shown.

The growth of West Coast computer industries, for example, increased their
demand for highly educated workers in the 1970s and 1980s. The workers bought
housing at a time when national inflation fueled the demand for owner-occupied
housing. As its value rose, homeowners on the West Coast demanded even more
protection. As described previously, organizations such as the Sierra Club and
People for Open Space were available to offset growth-machine politics.
The judiciary in California and later Oregon and Washington became more hospi-
table to growth controls (DiMento et al. 1980; Galvan 2005).

In the Northeast, the fragmented structure of local government and traditions of
local democracymade it possible for local homevoters to take the reins of zoning and
planning. The knowledge classes of workers started in the suburbs to adopt growth
control, and their state representatives and the judges they appointed soon under-
mined the growth machine (von Hoffman 2010). Towns formerly hospitable to
apartment house development reversed course, largely in response to local voters’
demands (Schuetz 2008). Even larger central cities such as Washington, DC and
New York have turned from their formerly enthusiastic embrace of development as
they have become repopulated with affluent homeowners (Schleicher 2013).
The supply reduction in the metropolitan West Coast and Northeast was further
facilitated by the fact that the new workers were high income and highly educated,
just the stratum most eager to protect the value of their owner-occupied homes.
In contrast, the migrants from the Rust Belt to the Sun Belt were typically lower
income. Both political participation and demand for environmental quality tend to
rise with personal income.
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The Sun Belt had another historical quality that made it less hospitable to growth
controls. Local government in the old South was historically weak compared to the
North. The reason, I have argued, is because of slavery and its legacy, racial
discrimination (Fischel 2009, chap. 5). Blacks and whites were not evenly distrib-
uted across the South, and so there would inevitably be localities where a large
majority would be African American. Despite voter disfranchisement efforts, some
blacks could vote, and they could thus influence the outcomes of local elections.
This would not just create pressure for integrated schools. It would, even in the
absence of integration, divert resources from white institutions. Thus Southern state
legislatures were loath to grant localities much leeway to provide schools and other
local public goods (Bond 1934; Key 1949).

The county, with its largely state-appointed officials, was the primary unit of local
government in the old South. The county was maintained as the primary unit for
school districts and thus the focus of other local government after the civil rights laws
undermined racial segregation. Subsequent local demand to create smaller units in
the South was largely frustrated by the Voting Rights Act of 1965, which required the
approval – rarely given – of the U.S. Justice Department for local government
reorganizations (Motomura 1983). Thus both racial segregation and desegregation
made the county the default unit of government in the South. Exurban counties
tend to be more pro-development in their politics (Anderson 2012), and this appears
to apply especially to the South.

The other institution that the South generally lacks is the voter initiative
(www.iandrinstitute.org). The larger units of government in the West, where
counties rather than cities often governed the exurban land, might be dominated
by developer interests. But county and city land use policies are hemmed in by
the use of the voter initiative. Homeowners and environmental organizations can
thus bypass the influence of the growth machine with ballot initiatives to create
open space and even stop individual projects. The county governments of the old
South remain in the grip of the growth machine because their voters lack the
initiative. Even where land use issues are resolved by sub-county governments, as
in Texas, the use of the initiative in land use issues in highly constrained by the
state’s courts (Callies, Neuffer, and Caliboso 1991, 75).

1.6 the importance of irreversibility

and a note on renters

The catalytic event in my account of the rise of the homevoters and growth controls
is unprecedented peacetime inflation in the 1970s. Inflation has since dropped, and
it might reasonably be asked why this has not led to a reversion to the growth-
machinemodel of zoning that prevailed before the 1970s. The growth-control model
has weathered disinflation and three serious recessions in which housing values
declined, especially in 2008, but also in 1981 and 1991. What processes keep the
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growth-control regime afloat when home values are actually declining and inflation
is moot?

One was the deliberate attempt to make growth controls irreversible. From an
economic point of view, irreversibility makes a lot of sense for homevoters. They
need to convince buyers that the rules that make their homes valuable – the rules
that create future scarcity – will not be easily changed. (The classic article on the
need to create irreversible commitments to establish monopolies over durable assets
is Ronald Coase [1972].) Ordinary zoning laws from the start were intended not to be
easily changed. Minor exceptions administered by zoning and planning boards are
subject to rules of procedure such as written notice to neighbors and demanding
criteria about unique characteristics of the property in question (Reynolds 1999).
Major rezonings are likewise subject to more rules than most other changes in
police-power regulations. One example is the “twenty percent protest clause,” which
empowers nearby property owners to demand that changes in zoning be adopted by
a supermajority of the governing body (Bartley 1953, 370).

These forces of stability have been supplemented since 1970 by both procedural
and substantive changes in land use law. In some states (New York and California),
rezoning often involves a state-required environmental impact statement, whose
adequacy can be challenged by citizen groups (Sterk 2011). In other states, like
Vermont, a state or regional review body can review and veto pro-development
decisions. Some states have taken more seriously the requirement for conformity
with the master plan (although this can also protect developers from downzonings),
and hostility to small-scale rezonings is embodied in the pejorative term “spot
zoning.”

A more innovative device is the use of conservation easements. These convey the
right to develop unused land to a conservation organization, which promises to
prevent development, usually in perpetuity. This resolves the anxiety of prospective
buyers that the nearby cornfield or stand of trees might someday be rezoned and
used for more homes to compete with the existing homes or at least sully their view.
Conservation easements have been made financially attractive to donors in many
states through the use of tax deductions and even tax credits (Pidot 2005). Some local
governments have seized on them as a way of tying the hands of future officials
(Serkin 2010). Conservation easements have been widely used in farmland preserva-
tion near cities. Historic districts (rather than just single monuments) have also
added to the transaction costs of redeveloping older areas for more intensive “infill
development.”

The persistence of growth controls is also due to evolving community values.
Once open space and large-lot zoning districts are established, the homebuyers who
most care about them are apt to end up in communities that establish them. This
sorting by preference is part of the well-known model of Charles Tiebout (1956).
Even if the original growth controls were created solely to protect home values (and
not from preference for open space), the later homebuyers who bought with the
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expectation of open space as part of their purchase are more likely to want existing
land uses to persist. An implication of the institutionalization of growth control
devices is that the regulatory framework becomes easier to use by citizens who do not
have as intense an interest as homeowners. The transformation of land use regula-
tion was undertaken, I submit, by homeowners, but, once transformed, land use
regulation became more accessible to all.

Vicki Been, who is a professor at NYU Law School and Commissioner of Housing
Preservation and Development in New York City, emphasized in her comments on
this chapter the need to account for what in her experience is the homevoter-like
behavior of urban renters. New York’s renters seem as active in policing neighbor-
hood change as suburban homeowners. In the homevoter model, renters should
have less interest in land use change because they cannot capitalize on the benefits
of neighborhood quality. If local conditions get better and the tenants move away,
their landlord gets the benefit of neighborhood improvement in the form of higher
rents. Even if the leaseholder does not move, higher rents would offset to a large
extent the benefits of neighborhood improvement.

Both of these mechanisms are attenuated by the existence of rent control (Fischel
1991). Improved neighborhood conditions do not result in higher rents under rent
control, and renters protected from rent increases are less likely to move and thus can
enjoy the improved neighborhood quality. In these conditions, renters should behave
much like homeowners in the political realm, even though they cannot fully
capitalize on the benefits of neighborhood improvements. New York City renters
are also an especially well-organized group – they regularly battle landlords in the
political realm – and should benefit from the wide availability of growth controls.

It is important to understand, however, that New York City’s conditions are
relatively rare. Two-thirds of the city’s housing is renter occupied, among the highest
in the nation, and it should not be surprising that renters rather than homeowners
get themost political attention. It is one of the few cities that has had rent control and
related tenant protections for almost a century. When economists make models of
local government, they usually want to capture the experience of amajority. Outliers
like New York are always interesting to test the limits of the homevoter model (as
Been, Madar, and McDonnell [2014] have done), but confirmations of the home-
voter theory in the nation’s second-largest city, Los Angeles (Gabbe 2016; Morrow
2013), as well as smaller cities such San Jose (Holian 2011) and various municipalities
in Canada (McGregor and Spicer 2016), suggest that projecting the political influ-
ence of New York’s renters to other places may not be warranted.

1.7 alternative explanations for the 1970S

growth controls

The two alternative – or supplemental – explanations for the rise of growth controls
in the 1970s are (a) the rapid completion of the interstate highway system and the
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suburbanization it facilitated and (b) the civil rights movement and the accompany-
ing unrest in central cities and the political response to it. Both of these surely
contributed to some of the demand for growth controls.

The interstate highway system was an enormous undertaking and was special in
two important ways (Swift 2011). One is that it was built within a relatively short
period of time, between 1956 and 1972. The other was that it was almost entirely
financed and directed by the federal government. Limited-access highways are
highly disruptive to the cities and neighborhoods through which they are built.
Locations immediately adjacent to them have their neighbors displaced or effec-
tively cut off from everyday commercial and personal connections. Railroad con-
struction did that in the nineteenth century, too, but they were different in several
ways. Grade crossings were more feasible for railroads, and the location of their
routes was subject to some degree of local control because the railroads needed local
facilities (terminals and stations) to be integrated with the through lines.
The railroad builders could be high-handed bullies, but their need for continuing
local cooperation in the indefinite future stayed some of their excesses.

The builders of the interstate highway were almost entirely federal and state
agencies. Their need for local input and cooperation was much less than that of
the railroad builders. As an engineering-based group, the highway designers were
short of models of behavioral response. The designers expected that the highways
would promote urban growth, but they did not anticipate the suburbanization that it
caused. The decision to run many of them through central cities was based on the
belief that doing so would reduce traffic congestion in those places. Federal planners
had contemplated – and rejected – using tolls to finance the system, but no thought
was given to using tolls to manage the inevitable congestion that an urban freeway is
subject to.

The heavy-handed tactics of the highway builders generated a species of protest in
the 1960s called freeway revolts (Mohl 2004). These ad hoc organizations were
precursors to the antigrowth coalitions of the 1970s, and many of them continued
their lives long after the highways were built – or not built, if the organization was
successful. They are important for my argument that growth controls were a bottom-
up movement because they did overcome the torpor of local residents – what
economists call the free rider problem – in combatting local change that threatens
their home values. A proposed new highway was large enough and adverse enough
that it got homeowners out from in front of their TV sets to attend hearings and
protest meetings.

Thus the interstate highway system could have contributed to the growth-control
movement in two distinct ways. One was by increasing suburbanization bymaking it
easier to live farther from the city (Baum-Snow 2007), and the other was by generat-
ing opposition groups that became part of the nucleus of antigrowth organizations in
the 1970s. The difficulty with the suburbanization argument is that most of the
evidence does not point to any special increase in the measured rate of
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suburbanization in this period (Mieszkowski and Mills 1993). The way that most
economists measure suburbanization is through population density and price gra-
dients, the rate at which density of population or price of housing declines as one
moves away from the center of the city. These measures began to decline (in
absolute value) in the late nineteenth century with the invention of electric-powered
street railroads, and they have kept declining more or less continuously ever since.
Suburbanization does not seem to have accelerated during the period 1956 to 1972,
when the interstate highways were built.

Local resistance to major highway development was indeed an occasion for
citizen action, but its underlying concern was home values. Louise Dyble details
the galvanizing effect on local politics of proposals to build new bridges and freeways
in Marin County, north of San Francisco, in the 1960s. This antigrowth coalition
was successful in stopping most new highway development and making Marin
County a pioneer in the growth-control movement. Dyble concluded, “A close
look at the dynamics of regime change in Marin reveals that power in the county
shifted only when the real value of exclusivity, open space, and natural beauty
became clear to property owners. Marin’s celebrated environmentalism was
founded on the value of real estate” (2007, 59).

The other phenomenon that may have made the 1970s land use policies different
was the product of the civil rights movement. Desegregation of central city schools
often pushedmiddle-class whites to the suburbs (Boustan 2010; 2012). Even if the rate
of suburbanization was not much changed by that, it is possible that the nature of
suburban zoning was altered by it. A population increase in a developing suburb in
the 1950s was not difficult to accommodate with new public facilities. More families
meant towns had to build more schools, but the expanded tax base more or less
covered the cost. An important offshoot of the civil rights movement, however,
insisted that suburbs had to accommodate low-income people and minorities
along with market-rate development (Downs 1973; Sager 1969).

In the past, allowing more growth brought more of the same sort of people to the
suburbs. After political and legal pressure began to be applied to accommodate
a variety of housing, general population growth looked less attractive to suburban
voters. The thinking by homevoters might have been, if we have to take blacks and
the poor along with everyone else, maybe we would prefer to have no growth at all.
Of course, public expressions of such ideas was unacceptable, so an alternative
rationale for stopping growth was necessary. Preservation of the environment by
preserving open space – even environmentally problematical open space like com-
mercial farmland – began to be especially popular (Schmidt and Paulsen 2009).

As evidence for this, I would note that the two states that have imposed a long-
standing obligation on communities to accommodate the construction of low-
income housing, Massachusetts and New Jersey, are also the states with by far the
largest number of local initiatives to preserve farmland and other open space
(Banzhaf et al. 2006). The primary means by which communities discharge their
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state-imposed obligations is a tax on developers of market-rate housing, called
“inclusionary zoning.” Such a tax depends on making market-rate housing scarce,
which is what growth controls do (Schuetz, Meltzer, and Been 2011).

On the whole, however, it seems difficult to pin too much on the civil rights
backlash as a cause of growth controls. Real pressure to accommodate low- and
moderate-income housing exists in only a few states. Politically liberal communities,
which one would expect to be sympathetic to civil rights concerns, seem actually
more inclined to limit housing growth than others (Kahn 2011). And I have argued
that a suburban majority is not all that opposed to them even there (Fischel 2015,
chap. 4). A Massachusetts initiative that would have eliminated the obligation to
accommodate low-income housing was easily defeated in 2010. Substantial majo-
rities opposed it in all but one of the suburban counties of Boston, which faced the
most pressure from the state law that required inclusionary zoning.

1.8 reflections on reform: regionalism and takings

A substantial number of economists now believe that regional housing supply in
productive areas has been adversely affected by growth controls and that the exces-
sively high housing prices have reduced American productivity and promoted
inequality (Ganong and Shoag 2013; Hsieh and Moretti 2015). Relatively few of
these studies have addressed what to do about it. The usual idea is that some higher-
level government – the federal or state governments, sometimes a regional body –
should intervene to override unreasonable local behavior. Economists typically
commend devices such as “a simple system of fees, much like congestion tolls,
that cover whatever social costs there are from taller buildings and other conse-
quences of increasing urban density” (Glaeser 2011, 161). Developers willing to pay
for their social cost should not be stopped by local governments or NIMBY forces.
The higher government, able to internalize both the political benefits as well as the
costs of development, would override parochial interests.

Bob Ellickson suggested a different approach to the problem (1977). He pres-
ciently identified the burgeoning growth-control movement as at least partly a legal
problem. Voters in local government who wanted to control growth by downzoning
available land could do so without having to face much of an opportunity cost.
Police-power regulations are generally not compensable, and rational governments –
a concept embraced by the “median voter” model in public economics – are apt to
respond to the low cost by doing too much regulation. Ellickson advocated using the
regulatory takings doctrine to make local officials (and presumably local voters) raise
taxes to compensate development-minded landowners if the local government
wanted to unreasonably downzone land to prevent development.

Neither of these approaches has worked. Land use policies of the state and federal
governments have more often worked against development than for it (Fischel 2015,
chap. 2). The multiple layers of review have generally been of the double veto
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variety: only in rare instances do they allow developers to go from a local “no” to
a state or regional “yes.” The expansion of legal entitlements and their wide and
indefinite distribution has greatly extended the time that development takes, when it
can be done at all.

The underlying reason for state governments’ reinforcement of local preferences
is the geographic basis for representation in state legislatures. Americans do not
select their legislatures from statewide party lists, as parliamentary systems do.
Americans elect legislators from local districts whose boundaries usually correspond
to some set or subset of municipalities. The saying “all politics is local” is an
Americanism – Ngram frequency three times that of British English – because it
really is local in the United States. State legislatures remain amalgams of local
governments even after the 1960s reapportionment decisions declared that theymust
be selected according to the principle of one person, one vote. It is possible that the
reason American judges feel the need to declare that localities are formally “crea-
tures of the state” is that so many other institutional arrangements work to make the
state the creature of localities.

The viability of the takings doctrine is confounded by the numerous parties, most
of them not a government that could incur constitutional liability, that contribute to
stalling development. James Krier and Stewart Sterk (2016) find that the modern
takings litigation has had remarkably little success for complaining landowners and
developers.Moreover, local land use regulation is so popular that court efforts to rein
it in have led to state constitutional amendments and threatened supreme court
reappointments. New Jersey voters adopted a state constitutional amendment in
1927 to authorize zoning after its courts had struck it down (National Municipal
Review 1927).

The economic-historical account of the rise of growth controls suggests a different
approach to reform. It is surely true that growth controls cause housing prices to rise.
But it is equally true, I argue, that growing housing prices cause homeowners to
demand more regulation to protect their asset. They don’t care whether the addi-
tional regulation is more stringent zoning, private covenants, or environmental
lawsuits. Home value inflation begets a demand for more regulation, which begets
more home value inflation.

The large metropolitan areas of the Northeast and the West Coast are historically
unusual in that the demand for housing in these regions increased at a time – the
1970s and 1980s – when the balance of power in land use regulation shifted away
from development-minded parties toward seated homeowners who wanted to pro-
tect the value of their largest and largely uninsurable asset. I point this out again to
suggest that growth control policies are not usefully parsed by region. The states and
cities of the Northeast and West Coast do not have fundamentally different legal
frameworks from those in other states. Land use laws are sufficiently similar that law
professors can put together casebooks and courses that can realistically prepare
students to practice (after bar exam study) land use in any state. This suggests that
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if economic shifts occur that make Chicago and St. Louis the favorite destinations of
high-skilled, college-educated workers, the cities of the Midwest will become the
centers of growth controls and rising housing prices.

1.9 demand-dampening policies to mitigate

growth controls

The purpose of this exercise in recent economic history is to understand what types
of policies might work to make housing supply more elastic in regions that are now
repelling firms and lower-income immigrants by their high housing prices.
Accommodating growth in the Boston-to-Washington corridor and in the larger
cities of the West Coast is important for national economic growth and for reducing
the level of income inequality in the United States. It is clear from experience that
the courts are not able or inclined to protect the interests of development-minded
landowners. Federal and state policies that attempt to increase supply or lower local
barriers are inevitably frustrated by the political power of the locals and the NIMBY
alliance with high-minded environmental goals.

I have argued here that the primary reason people participate in stopping devel-
opment is their concern with their home values. The policies that I mention next are
designed to undercut excessive concerns, but it might reasonably be asked at the
outset whether institutional change is actually possible even if homeowners were no
longer excessively touchy about nearby development. I mentioned earlier that one
reason for the persistence of growth controls in the absence of home value inflation
is that the original institutions were designed to be difficult to undo. There is a built-
in hysteresis to growth controls that may warrant just leaving them alone.

The evidence that we have about the growth of growth controls suggests that voters
make them more stringent as their home values rise (Lutz 2015). Surveys in
California show that voters are less inclined to adopt growth controls when home
values are no longer rising (Baldassare andWilson 1996). My own informal evidence
is consistent with this. During the housing boom of 2001 to 2007, a new layer of local
regulation was developed to provide additional protection for urban neighborhoods.
They are called “neighborhood conservation districts,” which give neighborhoods
the right to review local development independent of citywide zoning (Fischel 2013;
Lovelady 2008).

What is conserved by the “conservation districts” is the value of existing homes,
especially in high-demand areas where city authorities might be inclined to shoe-
horn some unwelcome development or where existing zoning is not tight enough to
prevent an unlovely renovation next door. They differ from historic districts in that
the neighborhood does not have to be historic, and they differ from private covenants
in that consent of all property owners is not necessary to establish the district.
I undertook an online survey of neighborhood conservation districts to see what
they were doing, but I noticed an interesting break. After the housing crash of 2007,
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almost no new districts were formed. Once housing values stopped rising, I infer,
residents became less interested in going to the trouble of forming districts.

So perhaps the best that can be expected from demand-dampening policies is
to slow down the growth of growth controls, not reverse them. This may be too
pessimistic, however. There are signs that the centers of large cities are no
longer repelling middle- and high-income people. Indeed, one of the manifesta-
tions of the back-to-the-city movement is that the affluent newcomers demand
neighborhood growth controls to protect their investments. Unlike the suburbs,
though, big cities have an array of other interest groups to offset the growth of
the homevoter population. If the homevoter population in the bigger cities can
be made less frantic about its assets, it is possible that creative reforms supported
by developers, planners, and other stakeholders would have a chance (Hills and
Schleicher 2014).

The demand-dampening reforms themselves are mainly to reduce the tax advan-
tages of homeownership. The two big advantages of owning this asset as opposed to
most others is the lack of taxation of the implicit rent that owners “pay” to themselves
and the explicit exemption of the first $500,000 of realized capital gains for homes of
a married couple (Follain and Melamed 1998). The first advantage – the lack of
recognition of imputed rent – would largely be undermined by eliminating the
mortgage interest deduction from federal and most state income taxes. This is an
imperfect way to tax implicit rent, since it leaves untaxed all the implicit rent for
people who have no mortgage – usually the elderly and the very rich. But actually
taxing implicit net rent is administratively daunting. Doing so would require all
homeowners to file their taxes as if they were small business owners, listing an
invisible-to-them hypothetical annual rent and keeping track of maintenance and
depreciation costs as well as local taxes and mortgage payments.

The mortgage deduction is sometimes regarded as inconsequential because only
a small fraction of taxpayers – those in high brackets – find it worthwhile to itemize
their deductions. If you don’t itemize and instead take the standard deduction, goes
the story, you don’t get any benefit from the mortgage deduction. This is probably
wrong. The standard deduction was conceived as a device to save administrative
hassle on the part of taxpayers. The amount of the standard deduction is based on
what typical taxpayers in that income bracket could have deducted (Brooks 2011).
Reducing one of the usual itemized deductions – mortgage interest paid – should in
principle result in a similarly reduced standard deduction.Whether Congress would
actually do this is not clear, but doing so would be consistent with the original
function of the standard deduction.

More important in my mind is to equalize the tax treatment of capital gains from
housing with that of other assets. This is probably a larger source of political
distortion than the mortgage subsidy. Homeowners through the 1970s enjoyed the
mortgage deduction, but faced a heavily constrained capital gains exemption in that
a home of equal or greater value had to be purchased. Homeowners’ excessive
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attention to the value of their home began, I submit, when they started to think of
their homes as a growth stock rather than a steady investment.

A modest, income-contingent subsidy to homeownership in the form of
a mortgage deduction (or a tax credit) would serve the national interest in
promoting a homeowner society (Glaeser and Shapiro 2002). The more reason-
able and practical reform would be to treat capital gains on homes the same as
capital gains on other assets. It may be that we want to tax capital gains more
lightly than ordinary income, but equalizing the tax rates among all assets would
have both economic and political advantages. Land use regulation could pro-
ceed more rationally and humanely if homeowners were encouraged to hold
other assets besides their homes.

Practical people may argue that the tax subsidies to homeownership are too well
entrenched to be modified significantly. Homebuilder organizations and the multi-
tude of homeowners themselves create a formidable political barrier to reform. This
may be too pessimistic. Homeowners are powerful at the local level, but their
interests are too diffuse at the national level to form a strong lobby. Homebuilders
are well organized and formidable at the national level, but perhaps they would
support some moderate reforms if they were persuaded by the arguments of this
chapter. The subsidies to homeownership stimulate the demand for housing – good
for homebuilders – but cause a political response – growth controls – that restrict
supply. Homebuilders might have fewer regulatory problems, of which they com-
plain often, if homes were not regarded as a major source of capital gains for their
owners.

author’s note

I thank without implicating Vicki Been, Lee Anne Fennell, John Logan, and Harvey
Molotch for helpful comments.
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2

How Land Use Law Impedes Transportation Innovation

David Schleicher

Necessity, it is said, is the mother of invention.1 This wonderful volume studies
innovation in housing policy. This chapter asks why we need innovation in our
housing policy, or rather what is changing to make our current housing policy
inappropriate, to the extent that it made sense in the first place. I argue that changing
transportation technologies have created opportunities for economic growth, but
that land use regulations and other housing policies reduce the gains from these
technological improvements. In order to capture the gains from new transportation
technologies, and to help reverse the slow economic growth we have seen in the
United States in most of the period since 1970, we need a housing policy that
matches our current (and future) transportation system.

* * *
In discussions of the American economy, the transportation industry and transporta-
tion innovation plays a central role. Politicians regularly point to the health of the
transportation industry as an indicator of the economy’s broader well-being. Think
of Charles Wilson’s famous (mis)quote that “what’s good for General Motors is good
for the United States.” Or of President Obama’s argument that, as a result of a federal
bailout, the auto industry is now “leading the way” toward a type of economic growth
that benefits middle-class Americans (Miller 2015; Patterson 2013).

Similarly, scholars attempting to project economic growth often focus on trans-
portation innovation. Techno-optimists like Erik Brynjolfsson and Andrew McAfee
point to innovations like self-driving cars and drones and predict rates of growth on
par with the Industrial Revolution (Brynjolfsson and McAfee 2014, 1–12). Skeptics
like Robert Gordon argue that growth has been slow since 1970 and will continue to
be so based on their assessment of the likely effects of the same technologies
(Gordon 2014).

But transportation innovation does not create economic growth in the same way
as innovation in other sectors.2 For themost part, people do not directly consume the
benefits of innovative transportation technology, nor is its direct use a major factor in
determining whether businesses can produce goods more cheaply or more
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efficiently. Most of the benefits of transportation innovation do not come from faster
and easier travel to existing homes, offices, and businesses.

Instead, transportation innovations allow us to move our homes, offices,
factories, and stores into more pleasing and efficient patterns. Early automobiles,
for example, were not much more effective than streetcars or even horses at
navigating the crowded and pockmarked streets of dense, urban cores (Foster
1981, 9–24; Norton 2011). But cars allowed people and firms to spread outward
across a region, creating new opportunities for suburban life, particularly follow-
ing substantial public investment in roads designed for automobiles (Mohl and
Biles 2012, 204–06). Likewise, the elevator, on its own, would not have provided
many benefits to residents of cities; elevators are not that much better than stairs
in existing low-rise buildings.3 But elevators make the use of taller buildings
possible, increasing a city’s capacity for density. While transportation innova-
tions provide some benefits to people making their existing commutes, the bulk
of the economic gains from transportation innovations comes from changes in
patterns of land use.

Transportation scholars have long known that infrastructure investments both
depend on current land use patterns and spur changes in those patterns. There is a
massive literature built around what are known as Land Use Transport Interaction
(LUTI) models, which analyze the complex interrelationship between infrastruc-
ture investments, land use, and transportation developments (Van Wee 2015;
Wegener 2014).

But the scholars and practitioners in the field (and their increasingly complex
software) almost entirely ignore the ubiquity of legal limitations on land use. In
comprehensively planned cities, market forces do not, on their own, determine the
flow of benefits to the broader economy from transportation innovations or invest-
ments. If one wants to know how a road or light rail line will affect land uses in a
comprehensively regulated city or region, one must understand both the content of
zoning and other regulations – rules governing what can be built, where, and how it
can be used – and the politics of changing these regulations. New housing, for
instance, will not simply emerge around new highways or rail lines. Governments
must allow the market to work by revising zoning and subdivision ordinances that
accommodate construction.

The same logic applies to new transportation technologies. The kinds and
amounts of gains from advances in transportation technology depend heavily on
how land use law reacts (or, sometimes, overreacts) to their presence.

This chapter will assess how well modern land use law has or might accommodate
three major recent or soon-to-arrive transportation innovations: (1) global position-
ing systems (GPS), mobile mapping, and real-time traffic information services (like
Google Maps, Apple Maps, TomTom, Garmin, and Waze); (2) e-hailing apps for
taxis, shared rides, and shuttles (like Uber, Lyft, and their competitors);4 and (3) still-
developing self-driving autonomous cars.
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These technological innovations should allow two separate types of changes to
land use patterns.

First, they will allow what I will call “distributed density” within urban areas.
Each technology should allow for more overall density in cities. To varying degrees,
they make travel through dense areas easier, allow for more efficient use of existing
infrastructure, and reduce the costs of congestion (and need for parking spaces) for a
given density of people and businesses. Further, the advantages of these develop-
ments do not depend on extreme density. Nodes of heavy density (e.g., stores along a
high street, or apartments within a quarter of a mile of a train station) may spread a
bit further outward without losing the gains of agglomeration. Regions will max-
imize the economic gains from these technologies if they allow dense and diverse
development – if buyers can choose townhouses or apartments in towers.

Second, the innovations will allow development to spread around cities, as they –
particularly GPS and potentially autonomous cars – reduce the costs of traveling
substantial distances, both in time and in effort (Anderson et al. 2014).

But modern land use law does not equally allow both of these types of develop-
ment. Land use law and politics are particularly ill-equipped to produce distributed
density. Its deep procedural rules and the multiple ways current residents can block
new construction make incremental housing growth particularly difficult (Hills and
Schleicher 2011, 81–89). While massive new projects sometimes can run the gauntlet
of the zoning amendment process, environmental review and Not In My Backyard
(NIMBY) political opposition, developers and homeowners proposing incremental
changes in existing neighborhoods often cannot afford the lawyers and lobbyists
necessary to do so (Platt 2004, 317–20).

These limitations on “distributed density” precede transportation innovations like
Uber and GPS. Housing advocates have started discussing the “missing middle” of
the housing market – townhouses, two-tops, triple deckers, etc. – that flourished
beforemodern zoning rules, but that are now almost impossible to construct (Hurley
2016; Schleicher 2013). Similarly, U.S. land use regulations excessively keep retail
out of residential zones, separating land uses more than any other advanced econ-
omy (Hirt 2013). Finally, and most pressingly, land use regulations substantially
harm the regional and national economies by limiting overall density in many rich
regions and cities, a trend that really took off in the 1970s and 1980s, as Bill Fischel
details in Chapter 1 of this volume (Hsieh and Moretti 2015; Schleicher 2013). In
contrast, the fringes of metropolitan areas are less regulated, so these transportation
innovations should allow our metropolitan areas to spread further.

This leads to two basic predictions. In downtowns and heavily zonedmetropolitan
areas, the land usages that zoning regulations allow will fall even shorter of what is
economically ideal. Today’s urban and inner-ring suburban zoning politics will
undercut future opportunities to restructure housing and retail. Innovations in
transportation will increase the cost of our dysfunctional land use law regime.
Further, land use law will hinder further transportation innovation. The incentive
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to develop, say, autonomous taxis will be lower in less dense cities. If we hope to
maximize the gains from transportation innovation and avoid biasing future tech-
nology innovations,5 we must reform land use regimes, particularly in the richest
metropolitan areas.

2.1 an introduction to transportation

and agglomeration economies

To discuss new transportation technologies, I lay out a simple model of how
transportation technologies interact with land usage generally. This section will
discuss (a) the interaction between transportation technology and urban economic
activity, and (b) how the study of the economic effect of zoning on regional
economies can tell us how to study the economic impact of transportation
technologies.

2.1.A Transportation Technologies and Agglomeration Economies

All analyses of urban economies start with the same basic question: why do people
and firms move to cities? (Glaeser 2008a). Economists usually describe three basic
types of “agglomeration economies,” or gains from density (Marshall 1890;
Schleicher 2010, 1517–28).

The first kind of agglomeration economies deal with shipping costs for goods.
Intermediate goods manufacturers can save on shipping costs by moving closer to
one another. Much of the history of American urban development turns on deci-
sions by firms to reduce shipping costs by moving to cities (Glaeser and Kohlhase
2004, 198–99; Glaeser and Ponzetto 2007). Almost every major urban center in the
United States developed around a major port or rail transport hub. As innovative
transportation technologies (like the combustion engine or the shipping container)
have driven transportation costs downward, though, manufacturing firms have less
and less reason to move to urban areas (Schleicher 2013, 1551–52). Other factors
better explain modern urbanization.

The second major category of agglomeration economies includes the benefits
of deep markets. Workers in a particular metropolitan region can often partici-
pate in a deeper labor market (Rodriguez and Schleicher 2012, 640–47). Think
of actors moving to Los Angeles. They can specialize (perhaps becoming an
expert in one type of role), match more easily (find a studio that needs their
specialty), invest in human capital development (acting school or private les-
sons), and insure themselves against firm-specific risk. These benefits do not
accrue to similarly talented workers in rural areas or regions with less labor
market depth.

Further, transportation technologies and infrastructure define the depth of a given
labor market. Workers must be able to reach employers in order to work for them, a
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point clear to those who advocate that we give cars to the poor to increase their labor
market opportunities (Logan and Molotch 1987, 262).

Depth matters in markets besides labor and in areas smaller than metropolitan
ones, too. Retail markets benefit from market depth. Perhaps the most traditional
form of retail development is the “high street,” where various stores cluster along a
single strip. By locating along one strip instead of spreading out through a neighbor-
hood, stores can specialize (Schleicher 2010, 1522). Consider, for example, a stretch
of restaurants and bars. They form “restaurant rows” because consumers can go to
the street knowing that there will be lots of different options and that, if one place is
too crowded, another place will have seats (Rodriguez and Schleicher 2012).

The third big category of agglomeration benefits is information spillovers.
People learn from others, and so population density leads to more productive
workers. As Alfred Marshall famously noted, in cities, “the mysteries of the trade
become no mystery but are, as it were, in the air” (1890). Software developers
and entrepreneurs move to Silicon Valley for more than just the deep labor
markets and the California sun; they move to learn from other tech people over
coffee or drinks (Rodriguez and Schleicher 2012, 651). Indeed, those who move
to urban areas see faster wage growth as a result of learning (Glaeser and Mare
2001; Rodriguez and Schleicher 2012). Patent applications are much more likely
to cite other research done in the same place (Jaffee 1993). Chance interactions
between residents provide such substantial benefits that firms sometimes design
their office space to generate “random” encounters. When Steve Jobs was at
Pixar, he placed bathrooms in a central location in order to get different kinds of
people to run into one another (Silverman 2013).

The key insight for this chapter is that people move to cities because being close to
other people provides economic and social benefits that offset the higher costs for
property (and congestion) in cities.6 As Edward Glaeser notes, “conceptually, a city
is just the absence of space between people and firms” (2008b, 4). This “absence of
space between people” is not mere physical space, but rather the ease of communal
interaction, either intentionally or by chance. Two people on different sides of a wall
are physically proximate, but will find it difficult to interact.7 Similarly, cultural
differences can make even physically proximate people quite distant.

The central factors that translate proximity into interactions are the ease of travel
and information. Before the invention of the automobile, people living in what are
now suburbs of major cities could not participate in regional labor markets. Land
that was quite physically proximate to downtown was used for low-intensity purposes
like farming because there was no easy way to commute (Mohl and Biles 2012, 204–
05). Only those places attached to downtown by omnibuses and streetcars developed
into suburbs, because they made commuting and thus participation in urban labor
markets possible (Mohl and Biles 2012, 87–88). Information plays a similar role. On
high streets, for example, stores benefit from colocation because shoppers can easily
see nearby retailers. A physically close shop on a side street would not capture
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agglomeration benefits from being part of a deep market, since shoppers would
never see it or know about it.

Urban economic models have always relied heavily on transportation costs to
explain land use patterns. Starting with Von Thunen and going through Alonso and
Mills in the 1970s, economists developed “mono-centric models” assuming that
business would be done in the city center (Glaeser 2008a, 15–17; Schleicher 2010,
1516–17). Distance from the city center predicted the kind of economic activity of the
land, be it farmland or housing; the longer it took to travel downtown, the less
intense the land usage. Trade theorists like Masahira Fujita, Paul Krugman, and
Tony Venables use shipping costs to predict where firms will locate (Fujita,
Krugman, and Venables 1999; Krugman 1995). Transportation technologies deter-
mine urban fates.

This is true across types of agglomeration economies. The depth and quality of
urban labor markets turn on the quality of urban transportation networks. Alain
Bertaud writes: “The potential economic advantages of large cities are reaped only if
workers, consumers, and suppliers are able to exchange labor, goods, and ideas with
minimum friction and to multiply face-to-face contacts with minimum time com-
mitments and cost. The productivity of a city with a growing population can increase
only if travel between residential areas and firms and among firms’ locations remains
fast and cheap” (Bertaud 2014, 7; 2004). Studies across countries show that worker
productivity correlates with the number of jobs reachable within 20minutes and 60

minutes (Bertaud 2014, 10). Labor market depth depends on both housing density
and ease of transportation.

Further, patterns of development are highly dependent on transportation tech-
nologies. As mentioned previously, suburbs developed first around horse-drawn
omnibus stops, then near electric streetcar stops; most of these developments were
within walking distance from the commuter stops (Foster 1981, 18–20; McShane and
Tarr 2007). Cities, for good and ill, invested heavily in remaking streets for auto-
mobile traffic. These investments created much more distributed development
across metropolitan regions (Foster 1981, 10). The automobile now allows suburban
residents to participate in regional labor markets without paying for expensive urban
real estate.

Of course, many people want to live in urban areas and are willing to make
tradeoffs against housing prices (per square foot) to do so. And labor markets are not
purely regional. People who work heavy-hour, high-pay jobs in finance, law, and
technology frequently want to live in cities and do not want to commute, meaning
firms have incentives to do so (Edlund, Machado, and Syiatschi 2015). And cities
retain many agglomerative advantages due to information spillovers and market
depth in other areas, from retail to dating markets. But the rise of the car is associated
with spreading out in all directions around urban areas.

Implicit in this well-known insight that the car enabled “sprawl” lies an important
concept. Descriptive accounts of transportation innovation must integrate land use.
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The importance of a new road or rail line depends on how this new infrastructure
will change demand for homes and offices, and how, in turn, those changes will
affect the use of the infrastructure.

All (good) modern transportation planning focuses on the endogeneity of land
uses and transportation. Land Use Transport Interaction (LUTI) models study the
effect of new transportation infrastructure on traffic and land usage (Aditjandra 2013;
Wegener 2013). These studies recognize that causality points in all directions. To
address these difficulties, these models have become unbelievably sophisticated,
built around “activity-based and agent-based or microsimulation models working
with high-resolution parcel or grid-cell data” and individualized to particular urban
areas, making them costly and requiring lots of data and computing power (Wegener
2013).

Their basic idea, however, applies to transportation innovation. All transportation
technologies decrease the transaction costs of travel and therefore interaction,
allowing firms and people to better capture agglomeration economies. Elevators
make possible taller buildings, allowing more firms to be closer together, and
commuter rails allow more people to access the regional labor market.

But people cannot just relocate wherever new transportation makes it possible.
First, transportation decisions themselves largely depend on state investment in
roads, railroads, traffic controls, etc. Second, and more importantly for our purposes
here, land use law constrains relocation choice.

Modern LUTI models do little to acknowledge that law and politics – not just
market forces – determine land uses. In contemporary American cities, local govern-
ments restrict the height, place, and uses of buildings through zoning, subdivision
laws, parking requirements, building codes, historic preservation laws, andmore. U.S.
urban development has been caused not only by the car, but also by regulations that
limited denser development and therefore made sprawl necessary (Barron 2003).
Compared to Europe, U.S. policies encourage (and even require) more sprawl, and
both Europe and the United States encouragemore sprawl than technological change
alone would (Lewyn 2008). It is law and not just the market that determines how
transportation technologies affect land usage.

While LUTI models and software have grown ever more sophisticated, they fail to
take into consideration the content (and the pathologies) of land use law. AsMichael
Wegener has found, the most popular LUTI models are “are not prepared to model
policies” (2013).

This failure bakes in a particular (and wrongheaded) assumption about politics.
Burt van Wee reports that there is a saying among LUTI scholars that “in the long
term, every light rail line is located correctly. That is, the new light rail line, and in
particular its stations, will fuel land-use changes in the vicinity of stations” (2015).
This assumes that land use planners will permit denser land use near train stations.
There is no reason to believe that this will always be the case, at least in the United
States. Just look at the lack of density around stations on one of the oldest (and the

44 David Schleicher

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


second busiest) commuter rail lines in the United States, the Metro-North that runs
through Westchester and Connecticut. Even in the long run, density does not
necessarily follow train construction. By ignoring politics, LUTI models effectively
assume that land use regulation will not bias development. This is deeply wrong.

2.1.B How Should We Think about Land Use Law and New
Transportation Technologies?

Over the past 30 or so years, there has been a rise of restrictive zoning in the richest
metropolitan regions in the United States, as Bill Fischel shows forcefully in
Chapter 1. Starting in the 1970s and 1980s, zoning restrictions (along with other
land use regulations, like the historic preservation zones Lior Strahelivitz discusses
in Chapter 5) began substantially limiting the construction of housing at the
regional level (Fischel 2015; Ganong and Shoag 2014; Schleicher 2013). These
land use restrictions have become increasingly strict and inefficient. Edward
Glaeser, Joseph Gyourko, and Raven Saks have shown that land use regimes in
major American urban areas have caused housing costs to rise far higher than the
cost of constructing housing (2005).

These local inefficiencies harm the national economy. Enrico Moretti and
Chang-Tai Hsieh, for example, analyze how local land use inefficiencies affect
the national labor market. They use regional demand for labor, as expressed by
the price of labor, to determine howmany people would move to rich regions if they
were not barred by restrictive land use regimes. They find that lifting land use
restrictions and thus allowing labor to move to its optimal location would increase
GDP by 13.5 percent (Hsieh and Moretti 2015, 3)!

Peter Ganong and Daniel Shoag have shown that a long-term trend of conver-
gence in average wages and per-capita GDP between states slowed in the 1980s and
then stopped entirely. The reason is that a number of rich states and regions made it
harder for people to move there (Ganong and Shoag 2014). People want to move to
San Francisco or southern Connecticut, but can’t; land use regimes make housing
construction difficult and thus drive up costs. When people move to less-rich places
with cheaper housing, they indirectly harm the economy. As Glaeser notes: “[I]t’s a
bad thing for the country that so much growth is heading to Houston and Sunbelt
sister cities Dallas and Atlanta. These places aren’t as economically vibrant or as
nourishing of human capital as New York or Silicon Valley. When Americans move
from New York to Houston, the national economy simply becomes less productive”
(2008c).8

The same idea applies within regions. People badly want to live in Silicon Valley
towns like Cupertino or Mountain View, since they house the richest companies in
the country. But limits on housing construction in these towns mean that people
move to less desirable but cheaper locales.9 This displacement creates losses. As
Daniel Rodriguez and I have argued, the micro-displacements created by excessive
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or inapt zoning generate deadweight losses as people are forced to move from the
locations where their labor or leisure would be most valuable (Rodriguez and
Schleicher 2012, 638). This is true even if there is, in aggregate, enough housing in
a region. A lobbyist forced to move from Capitol Hill to Shirlington, VA, will learn
less through information spillovers during chance dinners where legislative proce-
dure is discussed. She will network and learn less, even if she keeps the same job.10

We can use a similar concept to understand the degree to which economies take
advantage of transportation technologies. New transportation innovations will affect
optimal land use patterns. But laws might not allow the changes that would max-
imize these gains. The difference between what is allowed and what should follow
from the technology should be understood as lost potential output.

This is the basic strategy this chapter will employ. It will first ask what types of land
use changes new technologies will encourage. It will then ask whether our land use
law system is likely to allow such changes.

One caveat is worth mentioning: while land use regimes can undermine the
potential of transportation technologies, the opposite is true as well. If our goal is to
have certain types of land uses, we need to engineer (or limit) transportation systems
to support them. Governments can use zoning to permit substantial density, but if
there is no mass transit, it can be hard to support. Or governments can legislate for
spread-out country living through regulations requiring largeminimum-lot sizes and
other zoning tools, but if locations are attractive enough because of access to
transportation, people will cheat, moving more people into a house than are legally
allowed, or secretly subdividing lots. For the purposes of this chapter, I will analyze
land use policies for their effect on potential economic output created by transporta-
tion technologies. But to the extent that the goal of policy is not output or economic
growth, but rather something else – the maintenance of traditional modes of living
or some such – the question would be whether we should ban transportation
technologies that undermine the land use regime, rather than the reverse.

2.2 today’s transportation innovation

and distributed density

This section will look at three major advances in transportation technology and ask
what effects they should have on land use and why we might imagine that they
have not.

2.2.A Mapping and Location Technologies and Land Use: Where Should
Retail Locate in a World with GPS, Mobile Maps, Mobile Phones, and Waze?

While satellite-based vehicle tracking dates back to the late 1950s, the military
developed the Global Positioning System (GPS) in the 1970s and 1980s (Brownell
2014; Pace 1995). In the mid-1980s, the federal government made GPS technology
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available for civilian use. In 1989, the Magellan Company developed a handheld
navigation device, and in 1995, General Motors began including GPS devices in
new cars. But these early devices were expensive and not particularly accurate.
When President Clinton signed an order making “precision GPS” data available,
the modern GPS was born. Standalone GPS devices from companies like Garmin,
Mio, Navigon, Magellan, and TomTom flooded the market. Today, cell phones
combine GPS technology with advanced mapping software, making it unbelievably
easy to navigate a city or search for local shops.

There are three central interactions between these technologies and land uses.
First, they alter traffic patterns. Services like Google Maps make finding shortcuts
that circumvent traditional highways or through-roads much easier. Traffic on
nontraditional roads therefore increases. Technologies like Waze (now owned by
Google) enhance this effect. Waze incorporates traffic reports from drivers on the
road into its mapping software, redirecting drivers away from delayed highways and
onto side streets. Both ordinary mapping and social directions have disrupted the
quiet lives of homeowners on residential streets (Vanderbilt n.d.). For instance, in
fancy neighborhoods off the 405 in LA (like Brentwood), residents have falsely
reported accidents on Waze to prevent the program from directing drivers to their
streets (Wallace-Wells 2015).

From a broader perspective, the problem with mapping technologies sending
people down residential streets is not that this disrupts existing patterns of land use.
The problem is that zoning regulations distort the way the property market should
respond to new technologies. For example, right now, retail locates along highways
and major thoroughfares (think strip malls) because of the high amount of traffic. If
new technologies spread traffic out,11 then the demand for retail should increase
along the now-residential streets that serve as the alternative routes Google Maps or
Waze prescribe. The highest value use of property along these streets would change
from low-intensity uses like single-family homes into higher-intensity uses like retail
and multifamily developments.

Thus, mapping and location technologies open more locations to more intense
land uses. This constitutes a real economic gain. More properties can provide retail
and hence lower costs for consumers. Mapping and location technologies ought to
increase the density of retail in a given shopping area, but also distribute that density
along more roads. But it can only produce these gains if land use law allows retail to
emerge on these once-residential streets.

The second way mapping technologies can change retail locations is by reducing
search costs for consumers. Recall the discussion about high streets. Retail fre-
quently locates along an avenue, often for many blocks, but not on side streets.
Why? In order for stores to be part of the same market, and thus benefit from market
depth, consumers must be able to find one store from another. Stores arrayed along
an avenue present shoppers with information – which stores sell what, how deep the
market is, etc. Stores on side streets provide no such information.
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Enter mobile maps. Today, to find a shop or bar, consumers pull out a phone and
look at Google Maps. Stores need not locate within sight of one another. In a world
with mobile maps and searches, stores should locate in a neighborhood – not just
along an avenue – effectively increasing the size of the “high street.” Again, this is an
economic gain. More properties participate in the agglomeration gains. Overall,
retail density should increase, but the density should be more distributed along now-
residential side streets.

But Euclidean zoning is famously protective of residential zones. Zoning for retail
is permitted along avenues, but largely barred on residential streets, even right next
to major thoroughfares. The blocks between 5th Avenue andMadison Avenue in the
60s, for example, are almost entirely zoned residential.12 Similarly, while retail
might emerge on the roads in Brentwood that have seen Waze-induced traffic
increases, zoning laws do not allow it.13

Third, GPS, mobile mapping and Waze make finding and getting to far-flung
places much easier. Shortcuts to avoid traffic matter more the further you travel.
These technologies should make living further away from work or stores more
attractive, as they reduce travel time by providing better directions. Again, the effect
is twofold. Mapping technologies should increase the overall size of metropolitan
regions, as more people can commute to jobs, but also should spread that develop-
ment out.

2.2.B Transportation Network Companies and Residential Density

Perhaps the most debated current innovation in transportation in recent years has
been the rise of so-called transportation network companies (TNCs), or ride-hailing
services, like Uber and Lyft (Rauch and Schleicher 2015). These companies create a
two-sidedmarket. On one side are riders, who press a button on their cell phones and
hail a ride. On the other are drivers, either professionals or just people with cars, who
agree through the service to drive a rider somewhere. The TNCs provide the
mechanism for payment, reputational ranking of drivers and riders, and the tech-
nological backbone through which these transactions take place.

These services are both a technological advance and a regulatory “hack.” The
services use mobile technology to track the location of both parties, to connect them,
and get one where she wants to go and the other some cash. This is an important
technological innovation.

But the success of TNCs is also due to their capacity to overcome outdated
regulation. Governments have traditionally limited taxi supply with something
like a “medallion” system, and then regulated prices too (Wyman 2013). The result
was undersupply and prices that were usually too high and sometimes too low
(during periods of high demand). Uber and Lyft overcame local regulations by
simply not complying with them, then using their political influence and vast
customer base to push cities to normalize and legalize their product (Rauch and
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Schleicher 2015). Backed by incumbent taxi drivers, cities and states across the
United States attempted to limit the entry of these firms. But they largely failed.
With few exceptions, Uber and Lyft services are available in every major metropo-
litan area.

Uber and Lyft both provide new drivers with access to the taxi market and create
variable “surge” pricing when there are fewer drivers than riders. Because Uber/Lyft
drivers are not limited by traditional regulations, they can provide surge services.
Many drivers only work during peak demand hours – like early morning or late
afternoon, for example – because Uber is for them a part-time job (Hall and Krueger
2015). Drivers also provide specialized services like child seats or oversized cars for
added prices in ways that traditional cabs could not (Uber 2016). Most importantly,
they increase supply generally by making cars more available.

The effect of Uber and Lyft on the cab market has been profound. In a comparison
between April and June in 2014 and 2015, Uber rides in New York City increased by 6
million and the number of yellow cab rides decreased by 4million. The price of New
York City taxi medallions has fallen from $1.32million to $600,000. In San Francisco,
since the introduction of Uber and Lyft, the number of taxi rides has fallen by more
than half. Both Uber and Lyft now have extremely high market valuations – $62.5
billion for Uber and $5.5 billion for Lyft (Barro 2014; Newcomer 2016).

Along with a number of other firms like Via and Bridj, Uber and Lyft have moved
into the jitney business as well. UberPool and LyftLine combine riders into cars,
driving down prices further. Uber and Lyft say that their real goal is allowing people
to live in cities without owning cars (Manjoo 2014). Travis Kalanick, the CEO of
Uber, recently said, “Every car should be Uber” (Wagner 2015).

Despite these changes, few cities or regional planning agencies haves taken TNCs
into account when creating long-run transportation and land use plans (Dupuis,
Martin, and Rainwater 2015). This is a mistake.

To start, consider transit-oriented development. Cities frequently (and reason-
ably) seek to promote development next to new subway or light-rail locations, for
both economic and environmental reasons. They want people to take the train and
not drive. But valuable land right next to a given train station frequently gets turned
into a parking lot since people have to get to the station somehow. This transforms
some of the most valuable land – land right next to a station – into low-value parking
spaces, where cars sit useless for the day.

TNCs can ameliorate this problem. Around 25 percent of Uber and Lyft rides are
to and from mass transit stops (Higgs 2015; Holmes 2014). There have always been
taxis at train stations, but the increased supply at peak hours and the ease of finding a
driver make it much easier to get a cab to the station. Thus, TNCs mean more
people can get to a train station without driving and parking a car. Further, these
companies have increasingly partnered with the agencies that run rail lines to
provide an integrated commuting product (Jaffe 2015).
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TNCs should allow greater density near train stations. More people living in more
properties can use the station without driving there. Properties right next to stations
will not need to be as tall; developers can build lower-rise but still-dense housing
units, rather than parking lots, nearby. These can be transit-oriented since residents
will not have to drive their own car to the train. Of course, the limiting factor is the
cost of a taxi traveling a substantial distance, but TNCs should mean that for every
train station, there are more carless developments – or rather, fewer cars per property.

This is somewhat generalizable. TNCs decrease the cost of trips longer than
walking distance. Where buildings in cities used to have to be very dense if people
weremeant to travel between themwithout driving (or takingmass transit), now they
can spread a bit further. This should produce the kind of “distributed density” that I
mentioned earlier.

People writing about TNCs frequently ask whether they reduce car trips (Bialek,
Fischer-Baum, andMehta 2015). Surely they have both increased trips (when people
take an Uber instead of walking or taking mass transit) and decreased trips (because
people who use them for some trips instead of owning cars make fewer other trips).
More important for land use purposes, though, is their effect on demand for parking
and dense land uses.

TNCs should reduce demand for parking and increase demand for density
generally.14 TNC cars – like taxis – are either constantly in motion, and thus not
parked, or are largely parked outside dense areas. As parking needs decrease,
repurposing parking lots and garages could be a tremendous economic gain.

A shocking amount of urban land is devoted to parking; in many cities, surface
parking and garages constitute more than 20 percent of all property (Gardner 2011),
but not just because the market demands it. Zoning and subdivision laws require
parking in unbelievable ways. New housing, for example, frequently has to provide
at least one parking space per bedroom, which is substantially more than developers
who do not have to comply with minimums provide (McDonnell 2011, Shoup 2005

130–50). These requirements can have huge effects. Donald Shoup has shown they
add 18 percent to the cost of construction and reduce land value by 33 percent of the
cost of apartments in Oakland. For other uses, the effects are even greater. For
instance, the “Golden Rule” for local zoning ordinances for office buildings is four
spaces per 1,000 square feet of rentable office space. As long as such rules exist, the
country will not see all of the economic gains from TNCs.

Similarly, TNC should increase demand for urban property generally, as it makes
it easier to get around in cities. But to the extent land use laws limit urban density,
the benefits of TNCs are wasted.

2.2.C Autonomous Cars

Technologists are getting closer and closer to developing autonomous, or self-
driving, cars.15 The idea is intoxicatingly futuristic. Riders will input an address,
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and a car without a driver will take them there far more safely than any human driver
could. Google has developed and road tested autonomous cars in several cities,
logging a combined 1 million miles. Google claims that such cars will be generally
available by 2020 (Korosec 2016; Lee 2015b). Similarly, Uber has spent millions and
partnered with Carnegie Mellon University’s robotics department to develop auton-
omous cars (and ultimately hired away most of CMU’s team) (Thompson 2015). Not
to be outdone, Tesla has invested in self-driving cars, and CEO ElonMusk declared
that fully autonomous cars are only a “few years away” (Hollister 2015). In its last
year, the Obama administration proposed spending $4 billion over the next 10 years
to study autonomous cars, and promised to develop regulations to enable their use
(Spector and Ramsey 2016). Even traditional automakers have gotten in on the
action, although most of their activity has been in developing partially autonomous
driving features. But General Motors invested $500million in Lyft as part of a joint
project to build autonomous cars. Toyota, Nissan, Ford, and others are investing
heavily in fully autonomous vehicles, some targeting as early as 2020 for commercial
availability (Vanian 2016).

Obviously, challenges to the technology remain. In particular, these cars do not
yet react well to other drivers or to changing weather conditions (Lee 2015b). But if
they can overcome these challenges, autonomous cars will revolutionize transporta-
tion. They should reduce car crashes, the twelfth leading cause of death of
Americans, and make travel easier (National Highway Traffic Safety
Administration 2015). The potential change to the economy presented by autono-
mous cars is on a different scale from the innovations discussed earlier – it might be
truly transformative.

Thus far, governments seem confused about how to regulate them. California is
considering regulations that will require a licensed driver available to take over for
themachine, for instance (Vekshin 2016).More pressing for our purposes here, states
and localities are not sure how to think about the effect of autonomous cars on land
use planning. Although the arrival of autonomous cars seems somewhat imminent,
only 6 percent of long-term regional transit and land use plans mention them, and
government officials around the country have expressed doubts about how they will
respond to developments (Dupuis et al. 2015; Guerra 2015).

This lack of planning follows from two factors: first, uncertainty about when these
cars will be available; second, and more interesting, how they will be used. Scholars
and technologists have suggested two possible models.

The first possibility is that autonomous cars will be used like taxis (Fagnant,
Kockelman, and Bansal 2015; Lee 2015a; Neil 2015). The cars would be constantly
in motion, waiting to be summoned by a rider. If this happens, they will drive down
the cost of taking a cab significantly. Some models suggest that costs could fall by as
much as 80 percent, though other models suggest more modest savings – around 33

percent (Burns, Jordan, and Scarborough 2013; Fagnant et al. 2015). Either way,
many urban dwellers will choose to buy minutes of mobility rather than own their
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own cars. The need for parking would go down massively, as many fewer cars could
provide the same or more rides (Anderson et al. 2014).

This suggests that autonomous cars will have the same type of effect on land uses,
then, as TNCs, but on a far, far greater scale. Autonomous cars will contribute
meaningfully to urban density by making it easier to get around dense areas and by
reducing the space wasted on parked cars. Further, they will expand the area that can
be described as “downtown,” allowing urban density to spread a bit even as it
increases.16

Another possibility exists (Ohnsman 2014; Smith 2015). Autonomous cars may
simply replace driver-operated ones. If this occurs, most people will own an auton-
omous car and leave it parked when they stop to get to their home, office, or stores.
Autonomous cars will surely make regions more spread out. People will be willing to
have longer commutes as they will not need to drive themselves, making commuting
time more productive (or more fun) (Anderson et al. 2014). Under this model, self-
driving cars will result in more sprawling metropolitan areas.

Which model will win out? Perhaps some combination of both. The cost of
producing self-driving cars and the path technological innovation takes will both
be factors. But so too will land use law. Taxis make sense in dense places, where most
rides are short. In spread-out exurbs, however, taxi services make less sense. If people
are spread out, cars cannot be nearby when requested. While self-driving cars will
permit greater (but distributed) densities, they also need such densities to be useful
as taxis. If such density is not permitted, there will be little incentive to build cars to
fit that use. That is, land use laws will partially drive technological development.

2.3 the problem of creating distributed density with existing

land use procedures and politics

If we hope to maximize the economic gains from transportation technologies
that techno-optimists predict, we must overcome certain pathologies in our land
use policy and politics. These pathologies persist most strongly in urban cores,
so those areas will see the most limited economic growth from transportation
innovation. In this section, I plan to outline these pathologies and their effects
on economic growth.

To start, American law confines land to certain uses quite stringently. As Sonia
Hirt argues, the central goal of the creation of American zoning law was the
protection of exclusively residential neighborhoods (2013). Today, we restrict land
to residential uses – and particularly, detached single-family homes – to a far greater
degree than any other country. Even on blocks right next to commercial high streets,
it is common to find exclusively residential zones. This prevents stores from locating
on side streets that intersect a given high street. American land use law’s emphasis on
separation frustrates the potential benefits of GPS and mobile mapping for broad-
ening the potential places in which retail exists.
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Further, modern land use law prevents “distributed density” in many of our
biggest, richest cities. For instance, Glaeser, Gyourko, and Saks estimate the “zoning
tax” – the difference between the price of housing and the cost of building housing –
to be more than 50 percent in Manhattan (2005).

Regulations that disfavor the “missing middle” of housing account for much of
this loss (Hurley 2016; MissingMiddle 2016). While older cities have lots of midsized
housing, newer-built cities depend largely on either single-family homes or multi-
unit apartment buildings (Badger and Ingraham 2015). For instance, the most
common form of housing in Boston is the “triple-decker,” a three-unit, small
apartment building. But almost none of them have been built in the past 50 years
(Cloutier 2015). This is not because of a lack of demand – prices are soaring on units
in triple-deckers in much of the Boston area – but rather because it is illegal to build
them in many places.

This is a product of deeply embedded aspects of land use procedure and law, as I
have outlined in a series of articles that I will summarize here (Hills and
Schleicher 2011, 2015; Schleicher 2013). Most zoning changes happen through
neighborhood-specific amendments, rather than as the product of citywide deals.
In currently low-rise areas, this often leads to zoning amendments – “downzonings” in
the parlance – that prevent any or much as-of-right development. In the absence of
citywide partisan competition (something most big cities lack), city councils fre-
quently give members “councilmanic privilege” – the exclusive capacity to make
decisions about land use changes in their district. Downzonings succeed because
there are no real opponents (no developer has yet made an investment), and nearby
homeowners support them as tools to cartelize the housing stock and to avoid
externalities from new construction. Even cities with political leaders publicly com-
mitted to housing growth, like New York City under Mayor Michael Bloomberg,
approve many such downzonings.

As a result, in desirable areas in many cities, there is little or no as-of-right
development. Of course, this does not mean that there is no new development.
Cities can and do approve new zoning amendments to allow growth. But they only
do so either when they can charge high fees – through impact fees, affordable
housing requirements, or indirectly through things like community benefits agree-
ments – or when a big developer has the political wherewithal to push a project
through the difficult land use review process and subsequent litigation. Or both.

Because of this political, administrative, and legal thicket, the only types of
amendments that will succeed are those that provide massive gains to their propo-
nents. Repeat-player developers proposing big new buildings may have the resources
and political sophistication to overcomeNIMBY opposition and convince the city to
approve a zoning amendment. But incremental housing growth becomes nearly
impossible. While big developers in theory could develop lots of mid-rise housing
(and sometimes do), the problems of lot assembly are severe. The result is the
“missing middle” – towers but not triple-deckers.
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But there is much less regulation on the urban fringe. There, underdeveloped
local governments generally allow growth. Further, many Southern and Sun Belt
cities – like Atlanta and Houston – have much less strict land use restrictions.
Transportation technologies therefore will create the most economic gains on the
urban fringe and in less regulated urban areas. In the richest and most productive
parts of the country, in contrast, these gains will be largely squandered.

2.4 conclusion: fixing land use to get the most out

of transportation innovation

The simplest answer to the question of what can be done is to change our zoning
laws. Allow retail in residential areas. Allow more density generally and more mid-
rise construction specifically. And so forth. But many people like our land use laws,
so they are hard to dislodge. As Richard Babcock noted, “No one is enthusiastic
about zoning except the people” (1966, 17). Rather than simply advocating for
change, reformers should focus on changing the political structure of decision
making or the incentives for homeowners.

First, transit innovators should push for changes in land use procedure. In the
past, I have proposed that cities adopt “zoning budgets” (Hills and Schleicher 2011;
Schleicher 2013). Local government would set a target for the number of new houses
that should be built over a period of time. Until that target is met, no “downzonings”
are allowed; after the target is hit, all downzonings would have to be matched by
comparable rezonings for greater capacity. Nothing about adopting a budget would
directly cause housing growth – a city could choose zero or a negative number. But if
cities decide the amount of growth at the outset, neighborhoods will not shut off
development out of fear that they will become dumping grounds.

“Zoning budgets” offer another benefit. If land use decisions regularly took place at
the citywide level, employers and transportation companies would become interested
in the issue. Currently, no individual zoning amendment affects the housing supply
enough to attract lobbying by general business interests. But employers should want
more supply. Lower housing prices mean greater real value for the wages they offer.

The same goes for TNCs, since greater density should lead to greater profits for
them. If decisions were made citywide, employers would have a strong incentive to
lobby for housing growth against the narrower interests of particular communities.
Adopting zoning budgets or like procedures would allow transportation companies
to become players in land use.

Second, advocates could use transportation benefits to bribe NIMBYs.
Developers have long paid opponents to allow them to build, usually through
exactions or community benefits agreements (Been 2010). These bribes increase
the cost of housing, of course, but transportation companies might be able to
limit this increase. For example, developers often bribe NIMBYs with parking
spaces, so that new neighbors do not take up existing parking. But some cities
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have allowed or required developers to replace these parking-space bribes with
car-sharing contracts, substituting a ZipCar for a few parking spaces (Rauch and
Schleicher 2015). Since these benefits are cheaper than parking spaces, the
transportation company can reduce the “tax” on new housing. The next step
might be doing the same thing with TNCs. Cities could require that developers
provide residents with annual Uber or Lyft gift certificates instead of building
parking. If TNCs played along (with discounts), you might see greater density
instead of more parking (and more demand for TNC use).

These are just a few possible reform ideas. If these technologies are to succeed,
firms like Uber and Lyft, Google and Tesla must begin to fight for these important
land use reforms. Otherwise, the economic benefits of these incredible, innovative
transportation technologies will be squandered.
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Notes

1. First by Plato and then by others (Plato 1931).
2. It is worth asking whether transportation innovation is really distinct in this

respect. Some have argued, for instance, that information technology innova-
tions will have a greater effect on growth in the future as we change things like
the internal organization of firms (Brynjolfsson and Milgrom 2013). Not much
turns on this for this chapter, as transportation more than other innovations
turns on changes in land use.

3. In manufacturing, elevators play a crucial but distinct role.
4. As I will discuss later, a similar logic applies to “car sharing” or short-term car

rental services like ZipCar and Car2Go.
5. I should be careful here. That technological development responds to a reg-

ulatory universe does not mean that it is suboptimal. Regulations may make
things better, after all. But in this case, it seems likely that allowing these
technologies to work well in far-flung areas but not in denser ones will make
existing pathologies (against density, environmental problems) worse.

6. Congestion in this literature consists of the higher rents in urban areas, the
negative externalities of density (traffic, dirt, easily passed germs), and what
I have called in the past “negative agglomerations,” or activities that see agglom-
eration gains but that are socially costly, like crime (Schleicher 2010).

7. Lest you think this is a metaphor, the town of Hamden, CT, built a chain-link
fence that separated it and the public housing projects in NewHaven and kept it
up from the 1950s through 2014 (Mueller 2014).

8. A few commentators at the conference associated with this volume asked
whether, contrary to the arguments made by me, Hsieh and Moretti, and
Glaeser, it might be better to use public policy to spread people out to urban
centers that they would not otherwise choose, as different people will be exposed
to those individuals’ agglomeration externalities. This critique, which is brought
up frequently enough, is not theoretically wrong. Agglomeration economies are
by their very nature, externalities, and therefore it is theoretically possible to use
policy to fix market failures. But, as Daniel Rodriguez and I have argued
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(Rodriguez and Schleicher 2012), the critique is premised on both a deep
distrust of the ability of property markets to function well and a high degree of
faith in the ability of governments to measure and dole out agglomeration
externalities optimally. There is no reason to believe that a real national
governmental social planner can outperform the property market in allocating
people across regions, and even less to reason to believe that the self-interested
behavior of hundreds of local governments will. The optimal land use policy,
Rodriguez and I contend, is to be as neutral as possible about locational choices
at the neighborhood or regional level absent some very strong specific justifica-
tion. The technological innovations discussed here expand the choice set for
individuals about where to move, but do not require much forethought by local
officials about which locational choices are best for specific people.

9. The same force also causes gentrification – if construction in rich areas is
impossible, people who want to live in those areas have to move to other
areas, increasing prices elsewhere (Yglesias 2012).

10. Sorry, Shirlington!
11. They not only spread out existing cars, but they surely increase the number of

cars on the road. This is a product of what transit planners call “induced
demand.” In short, new roads create traffic by reducing the cost of driving,
thus encouraging people to drive more. Usually, people who talk about induced
demand use it as an argument against building new roads, on the grounds that
these new roads are sure to become congested. In extremis, this argument
doesn’t make a whole lot of sense – it applies equally to the first road built as
to the last one. The point of roads is to make it easy to drive places, and we
should judge their utility by whether the increased capacity is worth the costs
(including externalities like carbon emissions). What is true is that new roads
are not likely to get rid of traffic because of induced demand (solving traffic
would require addressing the externality created by your car for all others
behind it, something that can really be addressed only with congestion charges).
So too with Waze. It is not likely to reduce traffic – it will and does induce
demand – but it may allow more cars to use the same number of roads.

12. See ZOLA, New York City’s terrific zoning web application. The zoning along
these streets is largely R8B, or roughly for tall, brownstone houses. www.nyc.gov
/html/dcp/html/zone/zh_r8b.shtml.

13. The reader should search ZIMAS, Los Angeles’ zoning map application: http://
zimas.lacity.org. While there are existing commercial strips on San Vicente in
Brentwood, no new strip could emerge – and those are already totally full.

14. The same point also applies to short-term car rentals like ZipCar and Car2Go.
These services are useful only in relatively dense areas, as the rentals have to be
returned to a permissible parking place. And as they are used by many rather
than individually, they cut down on overall parking used.

15. To be a bit more technical, the National Highway Traffic Safety Administration
has announced five categories of “automation” – Level 0 (fully driver-operated);
Level 1 (“function-specific automation” like electronic stability control); Level 2
(“combined function automation” like adaptive cruise control combined with

62 David Schleicher

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

http://www.nyc.gov/html/dcp/html/zone/zh_r8b.shtml
http://www.nyc.gov/html/dcp/html/zone/zh_r8b.shtml
http://zimas.lacity.org
http://zimas.lacity.org
https://doi.org/10.1017/CBO9781316691335


lane centering); Level 3 (“limited self-driving” or mixed driver control and
autonomous driving); and Level 4 (“fully autonomous”) (Aldana 2013; “Why
Autonomous and Self-Driving Cars Are Not the Same” 2015). For the purposes
here, I am talking about Level 4.

16. Unlike TNCs, it is pretty clear they will increase vehicle miles traveled (Smith
2013).
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3

The Unassailable Case against Affordable
Housing Mandates

Richard A. Epstein

Current disquiet about the shape of housing markets in the United States has
brought forth systematic proposals for their reform. Some of these move in a pro-
market direction. These include removing zoning restrictions on new construction
in order to increase supply. They also include direct public subsidies for specific
classes of housing paid from general public revenues, such as Section 8 Housing,
which offers rental housing assistance to private landlords on behalf of low-income
tenants (Housing Act of 1937, 42 U.S.C. § 1437f). As between these two, I prefer the
market liberalization because only it can produce the double benefit of lower
administrative costs and the expansion of supply. In contrast, direct public subsidies
require higher taxes of unknown incidence and severity that generate political
controversy and deadweight social losses. This chapter, however, bypasses both
these programs to exclusively critique affordable housingmandates for “inclusionary
zoning.” These mandates have gained in popularity in recent years, precisely
because they do not require any direct appropriation of public funds. In June 2015,
a unanimous California Supreme Court, speaking through Chief Justice Tani
Cantil-Sakauye in California Building Industry Association v. City of San Jose (61
Cal. 4th. 435 (2015)) (CBIA), rebuffed constitutional challenges to the San Jose
affordable housing program that “requires all new residential development projects
of 20 or more units to sell at least 15 percent of the for-sale units at a price that is
affordable to low-or moderate-income households” (CBIA at 442). Those programs
are now operative in more than 170municipalities in California alone (CBIA at 441).

Inclusionary zoning is defended as a way to combat:

within the urban and rural areas of the state a serious shortage of decent, safe, and
sanitary housing which persons and families of low or moderate income . . . can
afford. This situation creates an absolute present and future shortage of supply in
relation to demand . . . and also creates inflation in the cost of housing, by reason of
its scarcity, which tends to decrease the relative affordability of the state’s housing
supply for all its residents. (Cal. Health and Safety Code section 5003, subdivi-
sion (a))
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The statutory finding, however, does not explain why competitive markets are
in permanent disequilibrium. Nonetheless, the California Supreme Court
upheld the statute against a takings challenge that treated this mandate as an
unconstitutional exaction against developers, without explaining how the inclu-
sionary zoning mandate could achieve its intended result. More recently, New
York City in March 2016 adopted an aggressive affordable housing mandate that
requires the developers of new housing to include, on a negotiated basis, two
tiers of affordable housing: one for low-income persons earning between 40 per-
cent and 80 percent of the median income, and a second for people earning
about 115 percent of the median income. Only developers who comply with
both mandates will receive the benefit of rezonings offering them either greater
height or density. The combined number of units under both programs
constitutes about 20 percent of the total units in any project.

In this chapter, I will examine these programs through both an economic and
legal perspective. In so doing, note the vivid contrast between bundled cross-
subsidies on the one hand, and explicit cash subsidies on the other. The difference
is that conditional permits keep these expenditures off the balance sheet, and thus
further away from political scrutiny and public deliberation. If these programs are
desirable, let the state rent or purchase the units at market value, and then re-let or
resell them at below-market prices. As the late Justice Scalia wrote in Pennell v. City
of San Jose (458 U.S. 1 (1988)):

The traditional manner in which American government has met the problem of
those who cannot pay reasonable prices for privately sold necessities – a problem
caused by the society at large – has been the distribution to such persons of funds
raised from the public at large through taxes, either in cash (welfare payments) or in
goods (public housing, publicly subsidized housing, and food stamps). Unless we
are to abandon the guiding principle of the Takings Clause that “public burdens . . .
should be borne by the public as a whole,” Armstrong [v. United States, 364U.S. 40,
49 (1960),] this is the only manner that our Constitution permits.

Ignoring this principle leads to a broad set of unfortunate consequences. In order
to explain why, I shall proceed as follows. Part 3.1 addresses the means-ends question
of whether these programs are capable of achieving their stated goals, or whether, as
seems likely, they exacerbate the current housing shortages, given that any restric-
tion on new entry into housing markets should both constrict supply and raise prices
at all rent levels. But in these cases, it would be a mistake to concentrate attention
solely on the particulars of a program, given its interaction with other housing
market regulations. Thus, in New York City, it seems likely that its strict rent
stabilization law will further reduce effective supply, putting greater stress on
affordable housing programs to make up the slack. The combination of higher
costs and lower benefits can hardly be expected to improve the overall situation in
housing markets.
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Once the economic analysis is complete, I shall turn to the constitutional ques-
tion of whether the effort to force the costs of new housing onto the developers of
future housing projects violates the Takings Clause by imposing an unconstitutional
condition on new real estate development. That position is widely rejected today on
grounds articulated in CBIA, which are that the doctrine of unconstitutional exac-
tions only applies in those cases where the government attaches conditions on the
physical occupation and use of land, as inNollan v. South Carolina Coastal Council
(483U.S. 825 (1987)), in which the state demanded that a homeowner yield a lateral
easement to the public across his beachfront property in order to obtain a building
permit to build a new and large house on his property; or inDolan v. City of Tigard
(512U.S. 374 (1994)), which involved a bike path over and a flowage easement across
the Dolan parking lot. The requirement that some undesignated fraction of units be
reserved for low- and middle-class affordable housing was held not to burden the
occupation of land inCBIA, and thus did not qualify as a per se taking under the rule
in Loretto v. Teleprompter (458 U.S. 419 (1982)). Accordingly, the court upheld its
constitutionality under the far-lower standard of rational basis review articulated in
Penn Central Transportation Co. v. City of New York (438 U.S. 104 (1978)), which
sustainedNew York City’s landmark preservation ordinance. But this classification is
incorrect even under existing law. Without question, the Loretto rule applies when
the state directs a private owner to allow a private person to occupy a specific
property. In principle, it continues to apply even when the property owner is allowed
to decide which unit will be so assigned to an eligible tenant against his will.

3.1 the economics of affordable housing programs

The initial inquiry for inclusionary zoning asks why the law of supply and demand
fails in an unregulated housing market. One claim is that such housing is impacted
by “public actions involving highways, public facilities, and urban renewal projects”
(Cal. Health and Safety Code section 5003, subdivision (a)). Two replies should be
decisive. First, these commonplace actions have not stopped housing markets from
clearing in thousands of settings that do not involve inclusionary zoning. Second, to
the extent that intrusive urban renewal projects do distort housing markets, the first-
best solution is to curtail those innovations, not to heap a second imperfection atop
the first. Less, rather than more, state intervention is required.

Nonetheless, California moves sharply in the opposite direction by creating a
complex regime of positive rights in which “the provision of a decent home and a
suitable living environment for every American family,” is said, without proof, to
depend on inclusionary zoning to create a strong state economy with low levels of
unemployment (Cal. Health and Safety Code section 5001). That system is most
definitely not one “in which the housing consumer may effectively choose within
the free marketplace” (Cal. Health and Safety Code section 5001). Recall that in
normal market settings, supply and demand tend to come into equilibrium through
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entry and exit. Shortages induce new entry until anticipated rates of return are
reduced to a risk-adjusted competitive level. Conversely, market gluts lead the
least efficient suppliers to exit until the market is once again in equilibrium. To
be sure, entry and exit are never costless, even in an unregulated economy, so we can
always expect some deviations from optimal housing levels. But these problems are
only aggravated by stringent zoning and excessive permitting restrictions that ham-
per both entry and exit – who can leave if there is no clear place to go? In contrast,
open markets allow individual players to rely on their specialized knowledge to
decide on entry and exit strategies. The presence of queues in price-regulated
markets, as happens with inclusionary housing, is an unmistakable sign of market
disequilibrium. Affordable housing is in fact a form of rent control that always
creates systematic shortages.

To see the exit point, note that one reason why developers will commit to new
construction of housing is if they know that they (or their buyers) can switch their
end uses if the original plan does not work. This one insight condemns statutes like
the San Francisco Residential Hotel Unit Conversion and Demolition (Ordinance
(S. F. Admin. Code) ch. 41), which requires that any property owner who wants to
replace long-term resident units with short-term units in a tourist hotel must either
supply substitute units of similar housing, or pay an “in lieu” fee to the City in order
to construct new units of low- and moderate-income housing. In sustaining the
ordinance, the California Supreme Court stressed that the legislation reverted to a
rational basis to argue that the City had wide latitude in choice of means to address
the perceived shortage of affordable housing within the City, especially for its most
vulnerable populations (San Remo Hotel v. San Francisco City & Cty, 41 P.3d 87

(2002)).
The Court acknowledged that the San Francisco ordinance recognized both

tourism and housing were essential to the welfare of the City, but then missed the
central point. The Court did not explain how any planning agency could know
which use is more valuable in what location, which owners do best. In addition, the
Court in San Remo thought, incorrectly, that displaced residents had some vested
right to secure substitute housing within the City. That analysis misfires on two
grounds. First, it requires double benefits from a single move, for in addition to the
benefit of the new operations coming in, it becomes critical to supply workable
substitutes for the displaced operations elsewhere. Why burden unregulated trans-
actions that produce net social benefit? Second, these communities might easily
supply residential facilities even if their locational disadvantages make it virtually
impossible to supply short-term rental space for the tourist trade. Needless to say,
San Remo did not exhibit a glimmer of recognition that restraints on exit rights will
necessarily reduce the willingness of developers to engage in new construction.

A similar logic applies to the inclusionary zoning programs that the California
Supreme Court blessed in CBIA. But how these increase housing supply for the
most vulnerable populations is left unclear. On the supply side, any affordable
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housing mandate necessarily increases the administrative costs of running every
aspect of the development process. For starters, inclusionary zoning proposals say
nothing about required quality standards for the various private units and the public
spaces. In practice, it is difficult to find the right level of amenities that meet the
budget and preferences for individuals with gross disparities in income levels and
personal tastes. To close that gap, developers traditionally catered each project to
individuals who shared the same taste in public amenities, which cannot be done
under inclusionary zoning.

A similar dilemma arises in designing the individual units. To build units of
equally low quality will guarantee a sharp decline in the rents for the market-rate
units. To use high-class materials, appliances, and finishes for the affordable units
would increase the loss per unit. Thus it is necessary to figure out three different
classes of appliances, finishes, and designs, for low-, middle-, and market-rate units,
thereby raising costs for all units. Costs further increase when regulations require
that the different types of units be evenly dispersed throughout the larger structure.
Different brokerage teams, marketing strategies, and credit reviews are needed for
the three different types of units, driving up staff size and costs. Qualifying particular
applicants for the low- and middle-income units is a constant headache, given
annual fluctuations in family composition and income. Higher-income or -net
worth individuals cannot be allowed to gobble up the subsidies targeted to lower-
income people. But determining annual eligibility is costly and error ridden when
current tenants and future applicants change jobs from time to time, often work off
the books, or fraudulently conceal income sources. None of these external standards
applies to market leases, where tenants are always free to spend less on housing than
they can afford. Yet what property owner wants to force out tenants who become
better risks when their incomes improve?Much-needed public audits drive costs still
higher.

The situation looks no better from the demand side. This entire edifice rests
on the vagaries of non-quantified cross subsidies. The basic conceit is that the
ability to charge high rents on the market-rate units will offset the mandated
losses on the low- and moderate-rate units, thus allowing the developers to
secure a reasonable rate of return on the overall investment. But new entrants
offer a far better way to constrain developer returns at all market levels. In
contrast, this regulatory system is fraught with risk that tenant resistance in the
market-rate units not offset the losses in regulated units, thus pushing any
comprehensive project into negative territory. The off-book accounting means
that increasing the fraction of affordable units magnifies a future risk, which is
subject to changes in future regulations. No regulator has any a priori way to
determine the level of the net profits needed from the market-rate units or the
prospects of their realization. Traditional rate making for public utilities knew of
this risk and required a reasonable rate of return on each separate project for
each annual period.1
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The situation is made even more difficult because unit values are not just a
function of their location, size, and quality, but also of their immediate neighbor-
hoods. A New York Times story by Nelson Schwartz (2016), ominously titled “In an
Age of Privilege, Not Everyone Is in the Same Boat,”2 attacked the Norwegian Line
for outfitting its luxury cruise ships with a safe “Haven” reserved for premium
passengers who wanted superior accommodations and priority access to common
facilities. The separation improved matters for both groups, by increasing total
revenues available to cover common costs (e.g., the engine room) without driving
away customers in either service tier. Opportunity for gains arises in all forms of
housing. A luxury building with large and small units can work if both groups want
the same kind of public amenities, but it will fail if one group wants doormen and
the other does not. It is just these pressures that drive residential developers to target
discrete groups, not the whole population. They internalize all the soft externalities
and thus tend to get the optimal mix of tenants along multiple dimensions that
outsiders find difficult to identify.

These rules influence the strategic responses of developers to forced inclusion of
different social and economic groups. When forced to include tenants with wildly
different tastes, developers add a “poor door” to separate their customers along class
lines, just as many large, swanky buildings have service elevators to separate main-
tenance and delivery functions. It is easy to denounce this practice by insisting, as
does Manhattan Borough President Gale Brewer, that “[b]uildings that segregate
entrances for lower-income and middle-class tenants are an affront to our values”
(Keil and Danika 2015). And it is equally easy to pass legislation that provides that
“affordable units shall share the same common entrances and common areas as
market rate units.”3 But it is far harder to get people to invest money in buildings
under rules that reduce anticipated returns from marketplace units. Constraints of
this sort will make it far harder for Mayor de Blasio to reach his target of 200,000
affordable units in New York.

The California rules in San Remo are less restrictive because they allow devel-
opers to make “in lieu” payments to an affordable housing fund. But money is
fungible, so the question from Pennell arises anew: why not use an explicit allocation
of general revenues instead of non-monetized cross-subsidies with serious negative
impacts? Under that regime, San Francisco can insist on its SRO replacement
program only if it pays developers cash equal to the lost revenue from having to
include affordable units – including both reduced revenues and higher costs. The
absence of these programs is good evidence that they will fail at the local level.

The effect of this novel regime of price controls through inclusionary zoning is to
contract overall supply – thereby driving out residents and raising rents. Thus in
evaluating San Jose’s affordable housing ordinance in CBIA, Chief Justice Cantil-
Sakauye never addressed Benjamin Powell and Edward Stringham’s findings on the
impact of affordable housing restrictions on housing supply in San Jose (2005). That
information was supplied to the California Supreme Court in explicit form by the
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Amicus Curiae National Association of Homebuilders, which illustrated the nega-
tive effects of the inclusionary zoning system: “A $1,000 increase in home price leads
to about 232,447 households priced out of the market for a median-priced new
home. . .. The priced-out effect is exacerbated through government regulations
and constraints on housing development. Already, regulations imposed by govern-
ment at all levels account for 25 percent of the final price of a new single family
home built for sale.” These numbers suggest that at least in the sales market, the
parties subject to affordable housing mandates cannot recover the revenue lost from
the legal mandates. Clearly, the loss in supply hurts first-time homebuyers, as well as
those who sell one home in order to buy another.

The Powell and Stringham study also demonstrated that the San Jose affordable
housing program fell far short of expectations (2005). In the seven years before the
program’s passage, 28,000 new homes were built in San Jose. In the seven years
afterward, only 11,000 new units were built, of which some 770 were affordable. The
tradeoff could not be clearer: is the community better off with 770 affordable units at
the price of 17,000 fewer aggregate units? This looks like a terrible tradeoff, given that
any supply increase lowers home prices and expands housing stock for all home-
buyers, not just a select few. Fewer homes meant a smaller tax base, which in turn
compromised the ability of San Jose to maintain essential services, while meeting its
onerous pension obligations.4 A stronger tax base could have reduced these
pressures.

The adverse effects of inclusionary zoning programs are compounded by their
interactions with other land use regulations that further erode the tax base. In this
regard, note that the highest rates for unregulated rental housing occur in cities like
New York and San Francisco (City and County of San Francisco: Residential Rent
Stabilization and Arbitration Board 2015). Current rent stabilization programs
privilege sitting tenants, who are locked into a unit, often with ample rights of
inheritance, for indefinite renewals at stabilized prices until the current tenant on
the lease dies or moves.5 Rent stabilization creates a two-tier rental structure without
any pretense of incorporating egalitarian values. It also contributes to the shortage in
affordable housing units.

Thus in New York City at this time, rent stabilization covers about 1million of the
2 million total rental units (Furman Center Fact Brief, Profile of Rent-Stabilized
Units and Tenants in New York City 2014).6 This statistic is incomplete because it
does not separate out the many stabilized units in New York City that currently rent
for prices below the allowable maximums, so that the price constraint does not bind.
However, that proposition is decidedly not true in key areas of Manhattan and
Brooklyn, where the maximum allowable rates fall far below the market rate. In
Manhattan, in 2002, the gap was between $2,285 per month for market-rate housing
and $878 for stabilized or controlled units. By 2011, the respective numbers in
Manhattan were $2,600 for the market-rate units and $1,283 for the stabilized
units. These numbers do not set out apples-to-apples comparisons, because they
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do not try even in Manhattan and Brooklyn to isolate the rent-stabilized units in the
high-rent areas from those elsewhere inManhattan and Brooklyn. However, in 2015,
the Rent Stabilization Board authorized a zero percent rate increase for the area. It is
likely the gap between market rents and stabilized rents has increased under the
influence of progressive politics in the past five or so years. In these settings, the rent
differential will in all likelihood reduce the effective carrying capacity of the current
usable space. An elderly widow or couple who lives in a large, rent-stabilized unit in
one of the premium areas will not move voluntarily, for it is cheaper to hold on to a
large unit than to rent a smaller, unregulated one elsewhere. Under a market-rate
system, that person would think seriously of downsizing in order to save rent,
allowing large families or groups to occupy the larger unit at market rates. The
result is an effective increase in the size of usable housing stock. Opening up only
100,000 currently stabilized units could increase total occupancy by perhaps 200,000
people, just as if new stock had been built for that purpose. Rent stabilization does
more than give huge windfalls to lucky tenants. It also reduces the available spots for
occupation. Phasing out rent stabilization, say by allowing a 10 percent rent increase
every year, will allow a smooth transition to a market-based system that will increase
total supply. This in turn will exert downward pressure on rents throughout the
entire system, at zero cost. Cases like CBIA block this development, but do so under
an unsound theory of unconstitutional conditions, even under current law. The
second half of this chapter analyzes the current legal situation, using CBIA as a
template.

3.2 the unconstitutionality of affordable

housing programs

CBIA sustained the constitutionality of the San Jose affordable housing program by
insisting that it had a legitimate police power justification for its restriction on both
economic liberties and private property. Its opinion marked a reversal of the victory
below for CBIA when the superior court (trial court) held that even if the affordable
housing program was for a public use, nonetheless it “determined that the city had
failed to show that there was evidence in the record ‘demonstrating the constitu-
tionally required reasonable relationships between the deleterious impacts of new
residential developments and the new requirements to build and dedicate the
affordable housing or pay the fees in lieu of such property conveyances’” (61 Cal.
4th 454 (2002)).

The CBIA court relied on San Remo Hotel, LP v. City and County of San
Francisco (27 Cal. 4th 643 (2002)), for the proposition that:

The controlling state and federal constitutional standards governing such exactions
and conditions of development approval, and the requirements applicable to such
housing exactions [and] the conditions imposed by the city’s inclusionary housing
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ordinance would be valid only if the city produced evidence demonstrating that the
requirements were reasonably related to the adverse impact on the city’s affordable
housing problem that was caused by or attributable to the proposed new develop-
ments that are subject to the ordinance’s requirements, and that the materials relied
on by the city in enacting the ordinance did not demonstrate such a relationship.

Under that standard, its argument was that new housing did not displace any
preexisting units, so the exaction was illegal. That argument was rejected in the
Court of Appeal, which was affirmed by the California Supreme Court:

The appropriate legal standard by which the validity of the ordinance is to be judged
is the ordinary standard that past California decisions have uniformly applied in
evaluating claims that an ordinance regulating the use of land exceeds a munici-
pality’s police power authority, namely, whether the ordinance bears a real and
substantial relationship to a legitimate public interest. (61 Cal. 4th 443 (2002))

The California Supreme Court then explained that the traditional test survived
because the doctrine of unconstitutional conditions developed in Nollan v.
California Coastal Commission (483 U.S. 825 (1987)) and Dolan v. City of Tigard
(512 U.S. 374 (1994)) only applied to cases of “physical takings,” where a property
owner was required to dedicate some portion of his property to public use. It did not
apply to a mere regulation under the lax Penn Central test. The restriction ofNollan
and Dolan to possessory interests flowed easily from the Supreme Court’s earlier
decision in Loretto v. Teleprompter (458 U.S. 419 (1982)), which involved the
permanent occupation of a small space on the roof of Loretto’s apartment house
on which Teleprompter located its cable box. Justice Marshall announced: “We
conclude that a permanent physical occupation authorized by government is a
taking without regard to the public interests that it may serve” (Loretto at 426
(1982)). In CBIA, the California Supreme Court refused to apply Loretto because,
in its view, “the unconstitutional conditions doctrine underNollan andDolan [does
not] apply where the government simply restricts the use of property without
demanding the conveyance of some identifiable protected property interest (a
dedication of property or the payment of money) as a condition of approval.”

In essence, the same distinction that applies generally applies to cases of permit
application. That extension is incorrect on both grounds. First, the purported line
between physical and regulatory takings cannot withstand analysis. The two areas
must be treated under a single unified conceptual frame. Second, even if that is
accepted, the inclusionary zoning mandates fall on the possessory side of the line.

3.2.A The Unity of Physical and Regulatory Takings

The great conceptual challenge in takings laws is to deal with partial takings, that is,
those situations where the original owner is stripped of only some, but not all the
rights associated with normal outright ownership. Just that happened in bothNollan
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and Dolan. In Nollan, the physical taking came from the requirement that the
Nollans dedicate a lateral public easement across their property in order to receive in
exchange an ordinary building permit. In Dolan, the physical taking took place
when the city required the Dolans to allow both a bike path and a flowage easement
across the Dolans’ property in exchange for their building permit. Assume for the
sake of argument that this distinction can be drawn, so that physical takings involve
situations where the government either enters into the possession of private property
or authorizes private individuals to do so. The question is whether the distinction
matters here.

To see why it does not, it is critical to note why the unconstitutional conditions
doctrine applies to physical takings cases in the first place – a point on whichCBIA
is silent. The explanation is that it is intended to prevent against widespread
government abuse, akin to the situation where one private individual takes some-
thing of value from its owner and agrees to return it only upon payment of ransom
money. The second transaction looked at in isolation leaves both parties better off.
I prefer to regain custody of my child or my keepsake. The kidnapper or the thief
prefers to keep the ransom money. But the full analysis notes that allowing the
second transaction in either case will necessarily increase the likelihood of the
initial kidnapping or theft – with adverse social consequences.

The same dynamic is at work in permit situations. The government could first
announce that no one could build without a permit, and then agree to sell back that
right to build in exchange for some fraction of the property or some easement over
the whole. That process leads to widespread abuse because if the two transactions are
stepped together, the government now acquires the possessory interest for itself or for
some preferred private party at zero cost, a massive circumvention of the prohibition
against takings without just compensation. The social distortion arises because the
government now has an antisocial incentive to take private property for public use
even when its value is greater in private hands.7Thus assume that the permit to build
is worth $100,000 to the landowner, while surrendering the easement will cause the
owner only $20,000worth of loss. The temptation to surrender is overwhelming, given
the potential gain of $80,000 to the landowner. Yet if the easement in the hands of its
recipient is only $10,000, the transaction generates a social loss of $10,000, which
could be avoided if the two transactions were unbundled, so that the case for a
permit had to stand on its own, separate from the condemnation of the easement.

At this point, it is critical to note the two key limitations on the permit power are
“nexus” and “rough proportionality” – the public law analogs to the private law
requirements of legitimate ends and appropriate means. On the first point, the state
must show some justification for the restriction it imposes, for which its own benefit
is never sufficient. In practice, there are only two ends that justify this state use of its
monopoly permit power. The first is to prevent the commission of a nuisance or
other tort. At this point, the state only asserts the same powers available to private
parties who likewise can enjoin the commission of the nuisance, typically without
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paying compensation. This line of argument folds into the traditional police-
power justification for the protection of health and safety. Alternatively, the state
can impose the restriction if it can demonstrate that it has compensated the owner
in kind for the loss that it has imposed, at which point the social losses that arise
from bundling do not occur. In neither of these two cases is there the risk of the
types of abuse that can flow from the power to improperly reduce the returns to
investment in new housing.

For all public acquisitions that do not fall into these two classes, the government
has to pay for them out of general revenues. Thus it is one thing to require a
landowner to take precautions to prevent pollution run-off from his own lands. It
is quite another to insist, as inDolan, that he grant the easement to control the run-
off from the land of some independent third party, where the state action is no more
legitimate than a revised tort rule that makes A pay for the wrongs of an unrelated B.
Indeed, just this distinction is routinely developed and applied under state law cases
that allow for impact fees to control potential nuisances, but not to fund various
activities like new schools that should be paid for out of general revenues.8

Once the legitimate ends are specified for takings cases, the next inquiry asks
whether there is “rough proportionality” between the means and the ends, in order
to ensure that common improvements are paid for from common funds. Thus in
Koontz, it was improper for the state to condition its permit on the willingness of
Koontz to either fix or pay for fixing a broken culvert located upstream along the
river. Those expenditures belong on the public books to ensure public officials
properly weigh all the relevant benefits and burdens to prevent the overproduction
of asserted public goods by an implicit in-kind subsidy levied on one party.

The political risks with implicit subsidies are not confined to possessory interests,
but apply to any and all land use restrictions. Thus the same set of considerations
applies with equal force to height or setback restrictions. They also apply to the
various in lieu fees used in San Remo and in Koontz.Covering all forms of exactions
by the same two-part test eliminates the gamesmanship that arises when the govern-
ment attempts to circumvent important restrictions by using one technique instead
of another.9 The endless fragmentation of government strategies to evade this
mandate opens the door to massive political abuse. Is there any meaningful differ-
ence between the government asking for the lateral easement or for $20,000 that it
turns around to buy that easement? Or in using that money to condemn a restrictive
covenant that restricts the height of the Nollans’ new house to 10 feet? The private
law has long regarded both easements and restrictive covenants as part of the unified
branch of servitudes, and there is no reason to deny them like protection under the
takings law. Paying cash is an important revelation device that establishes that
the easement, or the restrictive covenant, is worth more to the state than to its private
owner. Unbundling the easement or restrictive covenant from the permit stops the
potential government abuse cold, because the property interest will only be taken if
its perceived value is greater than its cost.10
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Accordingly, it is easy to see the danger from any switch to the laxer standard
that asks about “the real and substantial relations to the public welfare.”
Historically, this standard draws on Nebbia v. New York (291 U.S. 502, 539

(1934)), which enshrined the rational basis test in cases of economic liberty.
Under that test, San Jose’s preexisting conditions do not matter at all. So long as
the legislature thinks it has taken steps to expand the supply of some class of
affordable housing, it has met the constitutional standard. Under CBIA, the
simple observation that the chosen standard is likely to prove counterproductive
is irrelevant to the current system of constitutional law. It is for the legislature to
decide on the merits of the means–ends connections, so it is perfectly proper for
the Court to bypass without so much as a single word of comment the earlier
study by Powell and Stringham, because there is no constitutional issue to which
the demonstration of major economic dislocation is directed.

A closer analysis shows how using the lower level of judicial scrutiny led the
California Supreme Court badly astray in both San Remo and CBIA. In San Remo,
the Court used this test to uphold the requirement that the developer either build
similar units at some other (undetermined) location within the city, or alternatively,
that he contribute money into an “in lieu” fund that the City thereafter would use
exclusively for the purpose of developing long-term housing. The new requirement
was regarded as “reasonably related to mitigating the impact that the landowner’s
proposed conversion would have on the preservation of long-term rental housing in
the city” (San Remo Hotel at 87 (2002)). The use of the term “mitigating” says it all.
Where is the wrong that needs to be mitigated? Normally mitigation is required to
offset some prior wrong. But here the tenant has no property interest that is violated
by any action of the landlord, for the refusal to renew any short-term lease is not a
wrong to the tenant, but the exercise of the retained right of the landlord, who may
exercise its common law right to regain possession of the property at the end of the
lease, on the ground that the holdover tenant is a trespasser who gains no rights by his
wrong against the landlord, as holder of the reversion.11 The attitude toward dis-
placement thus explains all forms of rent stabilization and rent control laws, whether
they operate on the wholesale or retail basis. In order to close that gap, New York law,
consistent with the California approach, requires that all new projects consider “the
potential displacement of local residents and businesses, [which count] as an effect
on population patterns and neighborhood character.”12

This huge expansion in the definition of harm has literally zero connection
to the nuisance prevention rationale applied under the traditional police-power
justifications. Under this definition, the question is never whether there are
externalities justifying the triggering of public force. It is a virtual certainty that
any reduction in existing stock will produce some changes in quantity and
price that count as a deleterious effect. Accordingly, the San Remo ordinance is
necessarily valid, because the displacement of any long-term resident counts as
an adverse effect sufficient to trigger administrative relief, at least if the state is
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prepared to supply it. There is no way that this requirement satisfies either the
“nexus” or “rough proportionality” tests of the Nollan/Dolan line of cases,
which is why resort to the Penn Central test is so critical.

At this point, the element of choice between the replacement units and the in lieu
fee is quite irrelevant. As Justice Holmes said long ago: “It always is for the interest of
a party under duress to choose the lesser of two evils. But the fact that a choice was
made according to interest does not exclude duress. It is the characteristic of duress
properly so called” (Union Pac. R.R. Co. v. Pub. Serv. Comm’n of Mo., 248 U.S. 67,
70 (1918)). Of course the in lieu fee is, ceteris paribus, likely to be far more attractive
to the developer than requirement of new construction, which requires the devel-
oper to run the gauntlet of the many zoning and other ordinances that stand in the
path of new construction throughout San Francisco. No wonder the developer in
San Remo first paid a $567,000 in lieu fee, which he properly sought to recover as a
payment made under duress.

From a social point of view, moreover, the San Remo ordinance does not
produce any social gains that justify its massive administrative costs. In San
Remo, no one doubted that the increase in available short-term housing for
tourists was essential for the continued growth of one of San Francisco’s key
industries. So this is not a case of property going from a higher- to a lower-
value use. Quite the contrary, the set of suitable locations for tourists is much
more restricted than the space for long-term housing. Wholly apart from any
long-term tenant protection, the shift in land use should generate net social
gains.

It is equally clear, however, that this change will not generate a Pareto improve-
ment because the displacement of sitting tenants produces large losses for multiple
reasons. First, these tenants have locational benefits that are difficult to duplicate
elsewhere, including a wide array of support services and social relationships that are
location-bound. Second, finding accommodations in other neighborhoods is no
easy feat when housing markets are uncommonly tight because San Francisco’s
baroque land use regulations block the new construction that could ease the loss, not
only for tenants who are displaced by tourist housing, but also to any and all tenants
who are displaced at all. So the San Remo standard compounds the blunder by
blocking the landlord’s right to reclaim premises at the end of any lease. In so doing,
it takes the law in the wrong direction. The only structural solution to the problem of
displaced tenants requires San Francisco to remove the restrictions on supply by
allowing freer entry of new housing, including the conversion of other kinds of units,
if appropriate, into rental housing. The sad truth is that dislocation losses are
compounded by giving inordinate protection to sitting tenants elsewhere. Yet this
added round of restrictions will in the end lead to the decline of tourist housing and a
shortage of new rental units, accounting in part for the sky-high rentals found
throughout San Francisco. No effort to constrain housing supply will produce
distributional gains sufficient to offset the allocative losses.
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With this said, the superior court was probably right in holding that the San Jose
ordinance went too far under the San Remo test. That standard was tailored to meet
the situation at hand, i.e., one in which individual tenants had been displaced. The
San Jose ordinance did not apply to existing tenants, but only to new housing,
removing the displacement of existing tenants from the equation. Filling in of
vacant land presents an easier social problem than displacing tenants. So the
ordinance in CBIA went beyond what was decided in San Remo by requiring
affordable housing concessions from developers undertaking the construction of
new units even when no old ones were removed from the marketplace. That rule
applies even for projects that only increase, as noted, the long-term supply of housing
that is so critical to improving the overall situation.

3.2.B The Higher Scrutiny of Nollan and Dolan

At this point, the only challenge left to the California Supreme Court in CBIA was to
justify its unwillingness to applyNollan andDolan. Inmy view, ignoring those two cases
was improper because its overall analysis depended on it giving an indefensibly narrow
reading of the Loretto test that requires per se compensation when there is a permanent
loss of possession. According to CBIA, that test does not apply whenever the state
“simply restricts the use of property without demanding the conveyance of some
identifiable protected property interest (a dedication of property or the payment of
money) as a condition of approval.”

The key mistake here is that the court misdefines a land use restriction as that term
was used in PennCentral.Correctly understood, the government in those cases does not
change the party in possession but only limits the way in which that party can use what
he possesses. Hence the restriction of new construction in Penn Central. But the
inclusionary zoning cases are not just restrictions on how the property is used. They
are also explicit restrictions on who can use the property. In the Loretto situation, the
government told Loretto that she had to allow Teleprompter onto its premises. In the
inclusionary housing cases, the government does not identify who shall go into any
affordable housing unit. And it does not indicate which units shall be open to some
member of the protected class. But it does make very clear that it authorizes some
individuals to enter some units at below-market rates. The fact that the government
gives the developer the option to decide which unit shall be turned over to a particular
tenant does not convert that mandated occupation into a simple restriction on land use.
It is still the possessory taking of a particular unit that will be specified not at the time the
project starts, but when it is completed. The additional element of choice does not
convert a physical taking into a regulatory one. It only allows the landowner to mitigate
losses, and thus to reduce the level of compensation owed by the state.

The key mistake inCBIA derives from the confused concurring opinion of Justice
Kennedy in Eastern Enterprises v. Apfel (524 U.S. 498, 540 (1998)), which insisted
that the Takings Clause does not apply because the Coal Act “does not appropriate,
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transfer, or encumber an estate in land (e.g., a lien on a particular piece of property).
[It] simply imposes an obligation to perform an act, the payment of benefits.” He
therefore concluded that the retroactive imposition of huge taxes to fund health care
benefits for retirees in the coal industry “must be invalidated as contrary to essential
due process principles, without regard to the Takings Clause of the Fifth
Amendment” (Eastern Enterprises at 539 (1998)). Note that the word “property” is
not used in this capsule summary of the due process claim, because Justice Kennedy
believed a general charge on the revenues of certain energy companies called for a
higher level of due process scrutiny, because it singled out unpopular groups or
individuals. The conclusion is sound. The argument is not.

First, the Due Process Clause requires that the claimant be asked to surrender “life,
liberty or property.” It follows therefore that the absence of any property interest
removes the protection of the Due Process Clause. But if the want of an identifiable
interest does not block the application of the Due Process Clause, it cannot block the
application of the Takings Clause either. The retroactivity concern applies equally to
both, which in turn requires asking the two questions about the police power and
implicit-in-kind compensation relevant in all takings cases. The former does not apply
in Eastern Enterprises given that the forced contributions to the black lung disease
programs were imposed on firms that had long been out of the coal business. Yet while
they were in business, they had complied with all their legal obligations. Similarly, that
program generated no return benefit to these firms. Hence we have the pure net loss
that the Takings Clause prohibits. General revenues, not special assessments, should
cover these expenses if they are to be covered at all. The prohibition against retroactive
liability blocks the impermissible burdens on private firms for public benefits. The
analysis is identical under both the Takings and Due Process Clauses.

Second, as a matter of private law, the want of identifiable property interests is no
obstacle to the protection of property interests.Many businesses commonly use floating
liens that allow the borrower to use property freely, especially inventory, until some
default occurs, after which the lien attaches to the assets that remain in the possession
of the debtor up to the amount of the lien.13 This device increases the value of the
business and thereby reduces the likelihood of default – a win/win situation. But on
default that lien is possessory and should be fully protected under Loretto.

A similar strategy is involved with taxation. The government identifies the total tax
base and then lets the taxpayer pick whatever assets it wants to satisfy the bill – a
floating lien. But once the taxes are not paid, the government can attach its tax lien to
whatever property it chooses in order to discharge the debt. Taxes and takings do not
fall into different worlds, for there is no conceptual gap between them.14 The key
difference comes in on the benefit side, where the taxes are justified by the in-kind
benefits in the form of public goods.

Indeed, the logic of Loretto also covers any case where government forces the owner
off the land that it then declines to occupy, which is what it did in Penn Centralwhen it
kept the owner from using the air rights, without using them itself. It is
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incomprehensible that the government should be allowed to avoid paying any com-
pensation at all if it chooses to leave the air space empty, butmust pay full compensation
if it develops it in some modest way. Conservation easements often leave land undeve-
loped. In this case, the difference, if any, goes to the issue of valuation, where the loss to
the owner is somewhat smaller (because of the preservation of view and light) if the
government leaves the air rights empty than if it builds (Epstein 2013). But there is no on-
off switch that tracks the requirement of compensation, or not in such a minute
difference.

As has been hinted before, Loretto also applies with full force to all rent control
and rent stabilization statutes. In the majority opinion in Yee v. Village of Escondido
(503 U.S. 519 (1992)), Justice O’Connor claimed that the typical rent control statute
involved only a regulatory taking, not a physical taking under the Loretto rule. Her
argument was: “On their face, the state and local laws at issue here merely regulate
petitioners’ use of their land by regulating the relationship between landlord and
tenant” (Yee at 528 (1992)). But her logic is a transparent misuse of the word “use.”
She thus manages in a single sentence to upend 1,000 years of property law. Clearly
the tenant in Yee has possession of the premises, and his entry was authorized by the
government under Loretto: after all, the basic rent control law found it “is necessary
that the owners of mobile homes occupied within mobile home parks be provided
with the unique protection from actual or constructive eviction afforded by the
provisions of this chapter” (Mobilehome Residency Law, Cal. Civ. Code Ann. § 798

(West 1982 and Supp. 1991), § 798.55(a)). Justice O’Connor cannot deny that a rent
control tenant, any more than an affordable housing tenant, is in possession, so she
shifts grounds to insist that landlords “voluntarily rented their land to mobile home
owners” (Yee at 527 (1992)). But the lease was for a year, not in perpetuity, so that
the tenant is, as noted earlier, a holdover tenant who can be evicted as of right. It
follows therefore that the affordable housing program, by forcing landowners to set
aside given property for tenants or buyers, results in a possessory taking as that term
was used in Loretto. The huge loss in capital value is not compensated in kind by
the supposed right to evict a tenant, so long as the landlord is prepared to convert
the property to some lower-valued use when the applicable constitutional standard
under Monongahela Nav. Co. v. United States, 148 U.S. 312, 325 (1893) requires “a
full and just equivalent” for the property surrendered. The simple point is that the
rent control statutes and the affordable housing legislation are both possessory
takings, and hence out from under the Penn Central rule.

conclusion

In this chapter, I have explored both the economic and constitutional rationales for
inclusionary zoning programs. The economics of this area show that the perverse
incentives created by the various set-aside programs have a negative effect on overall
welfare. For the gain of a few affordable units, the entire housing system is thrown
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into major forms of disarray that result in fewer housing units available at all levels of
income. The takings analysis starts with an abstract commitment to the protection of
private property against expropriation, but it too marches off in the same direction.

Once the Takings Clause is understood to cover all takings of partial interests, the
inquiry then turns to sensible justifications for takings, of which the control of
nuisances is the major one in land use contexts. Nothing of this sort is at issue in
the affordable housing set-asides. The next question is whether compensation is
provided for the losses in question, to which the answer is always negative. Once
these connections are established, the inability to find either cash or in-kind com-
pensation in affordable housing cases should be their constitutional death knell.
Why allow any program to go forward that promises losses in excess of gains? But if
the economic analysis is clear, the constitutional analysis in both federal and state
courts is a hopeless tangle of transient distinctions and pained rationalizations of
confiscatory programs that give little help to their intended beneficiaries but cause
much social dislocation for everyone else. They are strictly dominated by a program
that either removes entry barriers to new housing, or uses direct subsidies to support
it. The popularity of these programs proves that their political salience is inversely
correlated with their social welfare. They should be terminated forthwith.

author’s note

My thanks to Connor Haynes, NYU School of Law, Class of 2017 and Mala
Chatterjee, NYU School of Law, Class of 2018 for their excellent research
assistance.

references

Epstein, Richard A. 2016. “The Hidden Virtues of Income Inequality, Defining
Ideas.” May 2, available at www.hoover.org/research/hidden-virtues-income-
inequality.

2015a. “The Bundling Problem in Takings Law:Where the Exaction Process Goes
Off the Rails.” Brigham-Kanner Property Rights Conference Journal 4: 133–49.

2015b. “The Upside-Down Law of Property and Contract: Of Fannie Mae,
Freddie Mac, and San Jose.” Nebraska Law Review 93: 869–900.

2014. The Classical Liberal Constitution. Cambridge, MA: Harvard University
Press.

2013. “The Takings Clause and Partial Interests in Land: On Sharp Boundaries
and Continuous Distributions.” Brook. Law Review 78: 589–623.

1995. “TheHarms and Benefits ofNollan andDolan.”Northern Illinois University
Law Review 15: 479–92.

1985. Takings: Private Property and the Power of Eminent Domain. Cambridge,
MA: Harvard University Press.

80 Richard A. Epstein

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

http://www.hoover.org/research/hidden-virtues-income-inequality
http://www.hoover.org/research/hidden-virtues-income-inequality
https://doi.org/10.1017/CBO9781316691335


Harrington, Arthur J. 1980. “Insecurity for Secured Creditors: The Floating Lien,
and Section 547 of the Bankruptcy Act.” Marquette Law Review 63: 447–88.

Keil, Jennifer Gould and Danika Fears, 2015. “‘Poor Doors’ Are No More Thanks to
Rent-Regulation Bill.” New York Post. June 28.

Powell, Benjamin and Edward Stringham. 2005. “The Economics of Inclusionary
Zoning Reclaimed: How Effective Are Price Controls?” Florida State
University Law Review 33: 471–99.

Schwartz, Nelson. 2016. “In an Age of Privilege, Not Everyone Is in the Same Boat.”
New York Times Magazine. April 24.

Thompson on Real Property. Vol. 3. 1959.

Cases

Board of Public Utility Commissioners v. New York Telephone Co., 271U.S. 23 (1926)
Brooks-Scanlon Co. v. Railroad Commission, 251 U.S. 396 (1920)
California Building Industry Association v. City of San Jose, 61Cal. 4th. 435, 351 P.3d

974 (2015).
Crechale & Polles, Inc. v. Smith, 295 So. 2d 275 (Miss. 1974)
Daniels v. Borough of Point Pleasant, 129 A.2d 265 (N.J. 1957)
Dolan v. City of Tigard, 512 U.S. 374 (1994)
Drees Company v. Hamilton Township, 970 N.E.2d 916 (Ohio 2012)
Eastern Enterprises v. Apfel, 524 U.S. 498 (1998)
Katz v. United States, 389 U.S. 347 (1967)
Kern v. City of Long Beach, 179 P.2d 799, 801 (Cal 1947)
Koontz v. St. Johns River Water Mgmt. Dist., 133 S. Ct. 2586, 570 U.S. [] (2013)
Loretto v. Teleprompter, 458 U.S. 419 (1982)
Monongahela Nav. Co. v. United States, 148 U.S. 312, 325 (1893)
Nebbia v. New York, 291 U.S. 502, 539 (1934)
New York Times v. Sullivan, 376 U.S. 254 (1964)
Nollan v. California Coastal Commission, 483 U.S. 825 (1987)
Penn Central Transportation Co. v. City of New York, 438 U.S. 104 (1978)
Pumpelly v. Green Bay Co., 80 U.S. 166 (1872)
San Jose Police Officers’ Association v. City of San Jose, No. 1–12-CV 225926

(Consolidated with Nos. 1–12-CV 225928, 1–12, CV-226570, 1–12-CV 226574,
1–12-CV 227864 & 1–12-CV-233660) (Super. Ct. Santa Clara Cnty. Dec. 20,
2013) (unreported tentative decision)

San Remo Hotel, LP v. City and County of San Francisco, 41 P.3d 87, 117 Cal. Rptr.
2d 269, 27 Cal. 4th 643 (2002), aff’d on unrelated procedural grounds, 545 U.S.
323 (2005).

State ex rel. Petroleum Underground Storage Tank Release Comp. Bd. v. Withrow,
579 N.E.2d 705 (Ohio 1991)

Union Pac. R.R. Co. v. Pub. Serv. Comm’n of Mo., 248 U.S. 67, 70 (1918)
Yee v. Village of Escondido, 503 U.S. 519 (1992)

The Case against Affordable Housing Mandates 81

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


Statutes

California Health and Safety Code sections 5001, 5003
Housing Act of 1937, 42 U.S.C. § 1437f
Mobilehome Residency Law, Cal. Civ. Code Ann. § 798 (West 1982 and Supp.

1991), § 798.55(a)
N.Y. Envtl. Conserv. Law §8–0105
N.Y. Real Property Tax Law Section 421-a, amended by Chapter 20 of the Laws

of 2015, available at www1.nyc.gov/site/hpd/developers/tax-incentives-421a
-main.page

Ordinance (S. F. Admin. Code) ch. 41

Miscellaneous

City and County of San Francisco: Residential Rent Stabilization and Arbitration
Board, Allowable Annual Rent Increases (December 4, 2015), available at
http://sfrb.org/sites/default/files/Document/Form/571%20Allowable%20Annual
%20Increases%2016–17%20FINAL_0.pdf

Furman Center Fact Brief, Profile of Rent-Stabilized Units and Tenants in New York
City, Table C for various areas, available at http://furmancenter.org/files
/FurmanCenter_FactBrief_RentStabilization_June2014.pdf

Investopedia, www.investopedia.com/terms/f/floating-lien.asp#ixzz48CX0KlnC
NYC Rent Guidelines Board, Succession Rights FAX, available at www.nycrgb.org

/html/resources/faq/succession.html

Notes

1. See Brooks-Scanlon Co. v. Railroad Commission, 251U.S. 396 (1920) (holding that
gains from nonregulated activities cannot be used to offset shortfalls from regu-
lated businesses); Board of Public Utility Commissioners v. New York Telephone
Co, 271 U.S. 23 (1926) (holding it impermissible to allow losses in the current
period to be offset by the promise of future profits).

2. I have critiqued this article in Epstein (2016).
3. Chapter 20 of the Laws of 2015, amending New York Real Property Tax Law

Section 421-a, www1.nyc.gov/site/hpd/developers/tax-incentives-421a-main.page.
4. Note that San Jose’s sensible pension reform ordinance was struck down in

San Jose Police Officers’ Association v. City of San Jose, No. 1–12-CV 225926

(Consolidated with Nos. 1–12-CV 225928, 1–12, CV-226570, 1–12-CV 226574, 1–
12-CV 227864 & 1–12-CV-233660) (Super. Ct. Santa Clara Cnty. Dec. 20,
2013) (unreported tentative decision), under a rule whereby “the right to a
pension vests upon acceptance of employment.” Kern v. City of Long Beach,
179 P.2d 799, 801 (Cal 1947) For my critique, see Epstein (2015a, 888–900).

5. See NYC Rent Guidelines Board, Succession Rights FAX, available at www
.nycrgb.org/html/resources/faq/succession.html.

82 Richard A. Epstein

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

http://www1.nyc.gov/site/hpd/developers/tax-incentives-421a-main.page
http://www1.nyc.gov/site/hpd/developers/tax-incentives-421a-main.page
http://sfrb.org/sites/default/files/Document/Form/571%20Allowable%20Annual%20Increases%2016-17%20FINAL_0.pdf
http://sfrb.org/sites/default/files/Document/Form/571%20Allowable%20Annual%20Increases%2016-17%20FINAL_0.pdf
http://furmancenter.org/files/FurmanCenter_FactBrief_RentStabilization_June2014.pdf
http://furmancenter.org/files/FurmanCenter_FactBrief_RentStabilization_June2014.pdf
http://www.investopedia.com/terms/f/floating-lien.asp#ixzz48CX0KlnC
http://www.nycrgb.org/html/resources/faq/succession.html
http://www.nycrgb.org/html/resources/faq/succession.html
http://www1.nyc.gov/site/hpd/developers/tax-incentives-421a-main.page
http://www.nycrgb.org/html/resources/faq/succession.html
http://www.nycrgb.org/html/resources/faq/succession.html
https://doi.org/10.1017/CBO9781316691335


6. Furman Center Fact Brief, Profile of Rent-Stabilized Units and Tenants in
New York City, Table C for various areas, available at http://furmancenter
.org/files/FurmanCenter_FactBrief_RentStabilization_June2014.pdf.

7. For more detailed discussions, see Epstein (1995, 2015a).
8. See, e.g., Drees Company v. Hamilton Township, 970 N.E.2d 916 (Ohio 2012)

(rejecting as disproportionate an impact fee from developers for roads, parks,
and fire and police protection); Daniels v. Borough of Point Pleasant, 129 A.2d
265 (N.J. 1957) (same). In contrast, see State ex rel. Petroleum Underground
Storage Tank Release Comp. Bd. v. Withrow, 579 N.E.2d 705 (Ohio 1991)
(allowing special fees to counter the risk of petroleum releases from under-
ground storage facilities).

9. For discussion, see Epstein (2014). The principal applies to takings Pumpelly v.
Green Bay Co., 80U.S. 166 (1872); searches and seizures, see, e.g.,Katz v. United
States, 389U.S. 347 (1967); and the first amendment, see, e.g.,New York Times v.
Sullivan, 376 U.S. 254 (1964).

10. For fuller expositions, see Epstein (1995, 2015a).
11. “As a general rule, a tenancy from year to year is created by the tenant’s holding

over after the expiration of a term for years and the continued payment of the
yearly rent reserved. … By remaining in possession of leased premises after the
expiration of his lease, a tenant gives the landlord the option of treating him as a
trespasser or as a tenant for another year.” Thompson on Real Property § 1024, at
65–66 (1959). See also Crechale & Polles, Inc. v. Smith, 295 So. 2d 275 (Miss.
1974).

12. For a similarly broad law, see N.Y. Envtl. Conserv. Law §8–0105.
13. “A legal claim placed on a set of assets rather than on a single asset,” such as

accounts receivable that fluctuate over time. Investopedia, www.investopedia
.com/terms/f/floating-lien.asp#ixzz48CX0KlnC. For a general discussion, see
Harrington (1980).

14. For discussion, see Epstein (1985).

The Case against Affordable Housing Mandates 83

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

http://furmancenter.org/files/FurmanCenter_FactBrief_RentStabilization_June2014.pdf
http://furmancenter.org/files/FurmanCenter_FactBrief_RentStabilization_June2014.pdf
http://www.investopedia.com/terms/f/floating-lien.asp#ixzz48CX0KlnC
http://www.investopedia.com/terms/f/floating-lien.asp#ixzz48CX0KlnC
https://doi.org/10.1017/CBO9781316691335


https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


part ii

Housing as Community: Stability, Change, and Perceptions

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


4

Balancing the Costs and Benefits of Historic Preservation

Ingrid Gould Ellen and Brian J. McCabe

4.1 introduction

Historic preservation efforts typically invite controversy, especially in high-cost
cities. Advocates of preservation loudly trumpet the benefits of protecting the
historic assets of a city, while critics charge that preservation freezes city neighbor-
hoods and constrains their vital growth and development. Few observers have
provided a balanced and thorough assessment of these costs and benefits, yet such
an assessment is critical as city leaders make choices about which properties and
neighborhoods to protect and preserve.

On the one hand, historic preservation clearly delivers benefits. The creation of
historic districts may help to strengthen neighborhood identity, encourage social
cohesion, and increase property values by providing certainty about future develop-
ment. As Strahilevitz (Chapter 5, this volume) notes, preserving history – even
a “fake” history created artificially to commemorate nonevents – has the power to
generate feelings of community through a shared narrative of place-making. More
fundamentally, preservation protects critical architectural and historical assets for
future generations and provides a tangible link to our past. In New York City,
preservation efforts have protected such architectural treasures as Grand Central
Terminal and such classic nineteenth-century brownstone neighborhoods as
Brooklyn Heights. We can still see the Greenwich Village townhouses where
Edith Wharton, Hart Crane, and Malcolm Cowley were inspired to write and the
Harlem brownstones where W. E. B. Du Bois, Paul Robeson, Count Basie, and
other artists and intellectuals of the Harlem Renaissance brought to life twentieth-
century African American culture. These historic assets are enjoyed not only by local
residents, but also by visitors who travel to experience these historic buildings and
neighborhoods.

On the other hand, historic preservation places constraints on a city’s ability to
grow and develop by limiting the opportunity to construct new buildings or increase
density on protected sites. Like other land use regulations, historic preservation rules
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impose new constraints that often halt the demolition of older buildings and limit
the size and density of any newer ones. By imposing supply restrictions, the pre-
servation process is likely to lead to higher housing prices and rents, both citywide
and, quite possibly, within individual districts. By limiting the supply of rental
housing through restrictions on new construction activity, it may drive overall prices
up across the city. The requirements for higher-cost building materials in historic
districts may translate into higher rents, creating obstacles for low- and moderate-
income households to live in these neighborhoods. In the long run, these restrictions
could limit the growth and economic development of cities as businesses seek out
other places with lower housing costs and wages.

Decisions about which properties and neighborhoods to preserve are often poli-
tically charged, pitting preservation advocates against real estate developers.
Developers lament the onerous restrictions the preservation process imposes while
preservation advocates charge that the development process undervalues character-
istics of the city that cannot be easily monetized in property transactions. Without
a preservation process that explicitly values the historical character of neighborhoods
and buildings outside of the market, these advocates worry that many places that
contribute to the rich history and cultural fabric of the city will be lost to new
development.

In this chapter, we argue for a more explicit and balanced assessment of the costs
and benefits of preservation efforts in New York City. We focus on the establishment
of historic districts, rather than individual landmarks, because these districts cover
far more properties than individual landmark designations and, as a result, tend to
invite more controversy. In calling for a balanced analysis of the costs and benefits,
we acknowledge that many of the benefits of preservation are hard to quantify. After
all, how do we put a dollar value on the existence of Grand Central Terminal or
quantify the enjoyment of the streetscape of Greenwich Village by residents and
visitors? But the difficulty in quantifying the full set of benefits does not mean we
should avoid quantifying the costs.

To offer a balanced perspective on historic preservation, we offer new evidence on
the development constraints imposed by historic preservation. We do so by calculat-
ing the amount of unbuilt floor area within historic districts and comparing the
density and development of lots inside historic districts and lots in the neighbor-
hoods immediately outside of them. In brief, we find that historic districts are built to
a similar density level as the neighborhoods surrounding them, a finding that
appears to suggest minimal constraints. However, we report that less new construc-
tion takes place in historic districts and that residential soft sites, defined as lots that
are built to less than half of their zoned capacity, are less likely to experience
redevelopment when they are located in historic districts. To create a more balanced
approach to historic preservation, we argue that the planning process in New York
City should consider these costs of preservation alongside the important, but less
tangible benefits that preservation creates for the city. We conclude with a set of
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procedural suggestions for how the city can better make decisions about historic
preservation in ways that balance their benefits against other planning goals.

4.2 the landscape of preservation in new york city

Established in 1965, the New York City Landmarks Preservation Commission (LPC)
designates historic neighborhoods, properties, and scenic landmarks for protection
under the Charter and the Administrative Code of the City of New York (Allison
1996; Wood 2007). In this capacity, the LPC is empowered to preserve historic
districts that contain buildings with a unique historic or aesthetic appeal, represent
one or more architectural styles in the city, and create a distinct body of urban
history. While designated historic districts may include properties that do not
contribute to the unique character of the neighborhood, a large majority of proper-
ties included in a historic district are supposed to contribute to the architectural,
cultural, or historic character of a designated neighborhood.

Since the establishment of Brooklyn Heights as the city’s first historic district in
1965, the LPC has designated more than 100 districts across the five boroughs of
New York City. By the end of 2014, with the designation of the Chester Court
Historic District, the LPC had created 114 unique historic districts.1 Although
these designations have occurred in communities throughout the city, they are
largely concentrated in only a handful of areas. In Manhattan, historic districts are
located disproportionately on the Upper East Side, the Upper West Side, and
portions of the borough south of 14th Street, as shown in Figure 4.1. In Brooklyn,
historic districts are concentrated largely in downtown Brooklyn and the neighbor-
hoods surrounding Prospect Park.

As the number of historic districts has grown over the past five decades, so too has
the amount of land regulated by the Landmarks Preservation Commission.
Figure 4.2 shows the growth in the number of lots included in historic districts
over time, highlighting this growth across different mayoral administrations.
The figure reveals a relatively steady pace of designation since the 1960s. By the
end of 2014, there were more than 27,700 lots in historic districts in New York City.
On average, district designations added 557 lots each year, though the pace of growth
has varied across mayoral administrations. Mayor Wagner’s single year saw the
designation of 1,279 lots, while Mayor Beame’s administration added an average of
only 172 lots annually over his four years in office. While Figure 4.2 suggests a steady
increase in the number of lots protected through the preservation process, it is worth
noting that only 3.3 percent of lots were located in a historic district at the end of
2014. If preservation were to continue at the same pace going forward, it would take
more than 700 years before the majority of the city’s lots were in designated historic
districts. In Manhattan, however, it would take only another 50 years.

Because lots in New York City are not uniformly sized, it is also useful to examine
the proportion of total lot area included in historic districts. We report the
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comparisons between lots and lot area in Table 4.1. By 2014, about 3.3 percent of the
lots in the city were regulated as part of a historic district. Historic districts covered
about 3 percent of lot area, or slightly more than 125million square feet of land, across
New York City. These aggregate measures for New York City mask substantial
variation across the five boroughs. In Manhattan, more than 25 percent of lots and
nearly 15 percent of lot area were located in historic districts by 2014. These totals
amounted to more than 50 million square feet of land on 10,762 lots. For critics of
historic preservation worried about the impact of preservation policies on construc-
tion and development, the square footage of land regulated by the LPC inManhattan
is a worrying indication of excessive regulation in the city’s densest borough.

However, in the other boroughs, the LPC regulates a substantially smaller share of
lots.2 Table 4.1 highlights this variation across boroughs. In Brooklyn, for example,

figure 4.1 New York City Historic Districts and Extensions Added, by Decade
Sources: New York City Landmarks Preservation Commission, NYU Furman Center
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figure 4.2 Count and Percent of City Lots in Historic District, by Year
Sources: New York City Landmarks Preservation Commission, MapPLUTO, NYU

Furman Center

table 4.1: Percent of Borough and New York City Lots and Lot Area Regulated by the
Landmarks Preservation Commission, 2014

Metric NYC Brooklyn Bronx Manhattan Queens
Staten
Island

Historic Districts Lots 3.3% 4.4% 1.0% 25.4% 1.1% 0.2%
Lot Area 3.0% 3.4% 1.3% 14.7% 1.5% 1.8%

Individual +
Interior
Designations*

Lots 0.1% 0.1% 0.1% 1.6% 0.0% 0.1%
Lot Area 1.4% 1.8% 1.9% 5.2% 0.1% 1.3%

LPC Designated Lots 3.4% 4.5% 1.0% 27.0% 1.2% 0.3%
Lot Area 4.4% 5.2% 3.2% 19.9% 1.6% 3.1%

Note: *The individual + interior designation row includes only designations not within historic districts.
While the table shows that 1.4 percent of lot area for New York City is covered by a lot containing an
individual or interior landmark, the percentage drops to 0.6 if we restrict to the building footprint of
individually designated landmark structures.

Sources: New York City Landmarks Preservation Commission, MapPLUTO, NYU Furman Center
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only 4.4 percent of lots – and 3.4 percent of lot area – were regulated through historic
districts by 2014. This includes approximately 37million square feet of land located
on 12,276 individual lots in the borough. In Queens, only 1.1 percent of lots and
1.5 percent of lot area were included in historic districts at the end of 2014.

4.3 theory and past literature: benefits and costs

of historic districts

The preservation of historic neighborhoods is likely to generate costs and benefits
both for the residents of designated neighborhoods and for the city as a whole.
To date, much of the research studying the impact of historic districts examines the
net benefits property owners enjoy within districts, focusing specifically on housing
price impacts following historic designation. Studies relying on longitudinal data to
examine price changes in the wake of designation generally find that historic
preservation has a negligible or even negative effect on property values (Asabere,
Huffman, and Mehdian 1994; Coulson and Leichenko 2001; Heintzelman and
Altieri 2013; Noonan and Krupka 2011).3

Been and colleagues (2016) offer a model showing that the net effect of historic
designation on the value of properties within the district is theoretically ambiguous.
On the one hand, designation restricts the changes property owners can make to
their buildings and largely prohibits demolition and redevelopment. As such, des-
ignation should reduce land and property values. On the other hand, designation
minimizes the risk that new investments in neighborhoods will undermine the
distinctive character of a historic community. As such, designation should boost
property values to the extent that it preserves the historic character and architectural
fabric of a neighborhood.

This model suggests that these relative costs and benefits will vary across neigh-
borhoods. In neighborhoods where buildings are initially built to the allowable
zoning cap or demand for the location is low, preservation should increase property
values because owners are not giving up much in terms of development rights.
However, in neighborhoods where demand is high and heights are far below the
allowable zoning cap, the lost option value will be large. In those neighborhoods, we
would expect property values to increase less, or even to fall, following the designa-
tion of a historic neighborhood. In addition, preservation should provide more
benefit to owners if the neighboring historic homes preserved by the district rules
are more aesthetically attractive.

Studying New York City, Been and colleagues (2016) undertake empirical work
that largely confirms the predictions of their theoretical model. Designation appears
to raise property values within historic districts, but only in the lower-valued bor-
oughs outsideManhattan. Further, designation has a more positive impact on prices
in neighborhoods that score higher on a measure of aesthetic appeal. Notably,
properties located in the immediate neighborhood surrounding the historic district,
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defined by a 250-foot buffer, also experience a boost in property values following
designation. These nearby homes enjoy many of the benefits of preservation,
including neighborhood continuity and minimal risk of new development, without
the restrictions imposed on individual property owners. Although the boundaries of
existing districts are modified only occasionally to include additional lots, property
owners in buffer zones may anticipate opportunities for future inclusion in an
expanded historic district.

In addition to the changes to property values, historic preservation is likely to bring
other long-term changes to designated neighborhoods. McCabe and Ellen (2016)
report that the socioeconomic status of a neighborhood rises and the poverty rate
declines after designation by the Landmarks Preservation Commission. While this
process of community “upgrading” likely benefits many neighborhood residents, it
may also create obstacles for low- and moderate-income renters looking for afford-
able housing in designated historic neighborhoods. As Phillips (Chapter 6, this
volume) reminds us, physical preservation of architectural treasures, like churches,
may do little to preserve the social capital in a community. In their conversion to
residential units, these buildings often lose the role they played as key community
institutions.

Beyond the impacts within individual neighborhoods, historic preservation efforts
create benefits and costs for much broader populations, many of whom do not live in
the neighborhoods protected by the preservation process. City residents and tourists
alike often visit, enjoy, and learn from the architectural examples and cultural land-
scapes preserved through historic designation. These districts contribute to the crea-
tion of a distinctive identity for the city, promoting tourism and contributing to
economic development. A set of comparative case studies argues that historic pre-
servation has helped to fuel the economic revitalization of downtown office and retail
districts and thereby helped to further broader economic development (Ryberg-
Webster and Kinahan 2014; Wojno 1991), although these studies tend to focus on
National Historic Trust designation, rather than local designations. Designation
through the National Historic Trust often comes with accompanying financial ben-
efits that are likely to contribute to this process of economic development.

While preservation efforts may support tourism and contribute to economic
growth, such benefits may come at the cost of restricting the supply of housing
citywide. Critics contend that widespread historic preservation puts pressure on
cities already grappling with challenges to building a sufficient supply of affordable
housing (Glaeser 2010). Yet, there has been little effort to quantify the impact of
preservation on the citywide supply of housing, or to identify the number of housing
units that could have been built absent historic preservation efforts. To the extent
that historic designation restricts the supply of housing within districts, it will also
restrict the overall supply of housing in a city unless other areas outside of the district
are upzoned to compensate for the lost development capacity. Although regulating
a small number of lots through the historic preservation process is unlikely to
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dramatically reduce the overall supply, as the number of lots included in historic
districts increases, concerns about supply restrictions become more valid. In cities
with both a robust preservation process and a tight housing market, restrictions
imposed by historic designation could put upward pressure on housing prices and
rents, ultimately limiting economic growth, heightening economic segregation, and
contributing to concerns about housing affordability.

4.4 historic preservation, growth, and development

Critics of historic preservation policies often express concern about the regulatory
burdens imposed by efforts to protect historic neighborhoods. In protecting histori-
cally significant neighborhoods from changes to the historic character of
a community, the preservation process may also limit opportunities for continued
growth and development across the city. Critics contend that preservation policies
restrict the buildable capacity of neighborhoods, eliminate opportunities for new
construction, and inhibit the redevelopment of residential soft sites. If so, then
historic preservation policies may contribute to the crisis of affordable housing by
constraining opportunities to increase density or build additional housing.

There has been little empirical research to formally analyze the degree to which
historic districts constrain development. Given that designation is clearly not random,
estimating the impact of historic districts is challenging. For example, historic districts
are more likely to be established in areas with older homes. It is possible that historic
districts are proposed in neighborhoods that don’t already have other zoning con-
straints, or that these zoning constraints are more likely to be adopted in areas without
historic buildings. Even though we do not claim to precisely identify the impact of
historic districts, we seek to better understand the relationship between preservation
and development by comparing the density levels, buildable capacity, and construc-
tion activity on lots inside and outside of historic districts in New York City.

We begin by comparing the built density of lots located inside these districts with
lots located outside of them, including the fraction of allowable density used. Next, we
consider new construction and alteration activity on individual lots. By comparing lots
located in historic districts to other nearby lots in the community, we quantify the
extent to which these lots attract less new construction activity. Finally, we examine
whether residential soft sites, or lots built to less than half of their zoned capacity,
are less likely to be redeveloped inside of historic districts. Soft sites create a unique
opportunity for residential redevelopment, and our analysis investigates whether
historic preservation affects the likelihood of this redevelopment.

Because historic districts tend to be concentrated in particular neighborhoods in
the city, simple comparisons of density and development intensity between lots
located inside of historic districts and those outside of them are likely to be mislead-
ing. These comparisons may simply capture differences between the high-density
neighborhoods in lower Manhattan and downtown Brooklyn, where historic
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districts are concentrated, and other parts of the city. To provide a more accurate
comparison, we instead compare lots inside historic districts to those lots outside of
the district that are still located in the same general neighborhood, as measured by
community districts. Community districts are sub-borough areas that include
between 50,000 and 250,000 residents. By the end of 2014, 32 of the city’s 59

community districts housed at least one historic district. Each of these community
districts also contained many unregulated parcels.4

Throughout the analysis, we estimate regressions for severalmeasures, including lot
density and development ratios. We include a dummy variable that identifies whether
a parcel is located in a historic district, as well as community district fixed effects.With
these fixed effects, the coefficient on the historic district indicator identifies whether,
on average, the characteristics of lots located inside historic districts differ from those
of lots located outside those districts, but still in the same general neighborhood.

4.4.A Sample

Throughout the analysis, we rely on shape-files provided by the New York City
Landmark Preservation Commission. As of March 2015, these files identify the lots
located within historic districts. We overlay MapPLUTO shape-files from the
New York City Department of City Planning with the historic district maps to
determine the land area of each lot covered by a historic district. Lots with less
than 100 square feet of coverage by a historic district were not included within
a historic district for purposes of our analysis. We exclude lots with a land use
category of “09,” known as “Open Space and Outdoor Recreation,” as well as
other lots classified as parks. We also exclude Ellis Island, Liberty Island, airports,
large underwater lots, and lots with no calculated lot area.

We use the Zoning Resolution of the City of New York and the primary zoning
district information on MapPLUTO 2007 to assign maximum residential and non-
residential floor area ratios (FAR) to each lot (and assigned FAR based on majority
lot area coverage in the instances of a split zoning lot) as of 2007. Adjustments are
made to the maximum floor area to account for special district regulations and as-of-
right zoning bonuses (e.g., Inclusionary Housing Program and plaza bonuses).

For the regression analyses summarized in Table 4.2, we begin with a sample of
851,059 lots.5From there, we exclude 1,154NewYorkCityHousing Authority (NYCHA)
lots, 1,272 lots located in transfer districts, and 1,164 lots with individual or exterior
landmarks. For the analysis of permitted floor area ratio, the final sample is 847,469
lots. For the remaining analyses in Table 4.2, we exclude lots designated as a historic
district after 2004becausewe are testing for differences in development patterns between
2004 and 2014 for parcels within and outside of historic districts as of 2004. This brings
our sample to 838,963 lots. The sample used for the analysis of residential soft sites,
whichwe report inTable 4.3, starts with lots as of 2007,makes the same exclusions, and is
then restricted to 194,360 residential lots classified as soft sites in 2007.
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table 4.2: Differences between a Historic District Lot and a Non-historic District Lot

In New York City
In the Same
Community District

In the Share of Permitted Floor Area Used
(2014)

12.30 percentage
points

7.15 percentage points

In the Share of Lots with New Construction
Activity (2004–2014)

– 3.28 percentage
points

– 2.91 percentage
points

In the Share of Lots with an Alt 1 Permit
(2004–2014)

4.03 percentage points 0.48 percentage points
(not significant)

Sources for Floor Area Use: Landmarks Preservation Commission, MapPLUTO, NYC Zoning
Resolution, NYU Furman Center.
Sources for New Construction: Landmarks Preservation Commission, MapPLUTO, NYU Furman
Center. Lots designated as part of a historic district between 2004 and 2014 are excluded.
Sources for Alt 1 Permits: New York City Department of Buildings, Landmarks Preservation Commission,
MapPLUTO, NYU Furman Center. Lots designated as part of a historic district between 2004 and 2014

are excluded.

table 4.3: Probability of 2007 Residential Soft Site Receiving a New Building, 2008–2014

(1) (2)

Lot Characteristics, as of 2007 New Building, 2008–2014 New Building, 2008–14

In Historic District −0.0357*** −0.0303***
(0.00498) (0.00559)

Building Age 7.65e-05*
(4.20e-05)

Vacant Lot 0.0489***
(0.00821)

Built FAR −0.0260***
(0.00344)

% Allowable Residential
Area Used

−0.0468***
(0.00433)

Constant 0.0339*** 0.0479***
(0.0000991) (0.00494)

Observations 194,360 194,360
R-squared 0.009 0.043
Community District Fixed
Effects

X X

Robust standard errors in parentheses.
*** p < 0.01, ** p < 0.05, * p < 0.1
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4.4.B Allowable and Built Density

We begin by simply comparing the built density levels of lots inside and outside of
historic districts. As of 2014, we find that lots within historic districts were built to the
same density as lots that were outside of these districts, but located in the same
community district. Our first pass, then, suggests that historic districts might not do
much to constrain density levels.

Rather than considering the built density of lots, however, an arguably better test is
whether properties located in historic districts use less of their allowable zoning
capacity than other nearby properties. Although this finding would not prove that
lots in historic districts would be built to higher density absent their designation, it
would suggest a constraint on the development process resulting from historic
preservation. To identify the proportion of development capacity used on a lot, we
divide the built floor area by the maximum floor area allowed on the lot.

The first row of Table 4.2 shows the difference in the share of permitted floor area
used by lots inside and outside of historic districts. On average, we find that lots
located inside historic districts utilize 12 percentage points more of their permitted
floor area than other lots around the city. Citywide, the average lot within a historic
district uses 59 percent of the permitted floor area. By comparison, the average lot
outside of a historic district uses only 47 percent of permitted floor area. When we
estimate our regressions with community district fixed effects, we find that this basic
difference holds within community districts, but that the gap between lots located in
historic districts and those outside of them shrinks: the initial gap of 12 percentage
points from the citywide comparisons shrinks to just 7 percentage points when we
make comparisons within the same community district. Both differences are statis-
tically significant at the 5 percent level.

In short, as of 2014, our analysis reveals that owners of parcels in historic districts
usedmore of their formal development rights than owners of other properties.6 In part,
this is because historic districts are protecting properties that were built prior to the
1961 Zoning Resolution, which reduced allowable density levels throughout the city
(New York City Department of City Planning). In historic districts, 98 percent of
buildings were built before 1961 and nearly 9 percent of those pre-1961 parcels were
built to density levels that current zoning would not allow. But going forward, the
more relevant questions concern the likelihood that lots will be redeveloped in the
future and that the development rights that technically exist in historic districts will be
used. Thus, analyzing actual development activity within historic districts arguably
offers a better test of the constraints imposed by historic preservation.

4.4.C New Construction and Alteration Activity

To analyze new construction, we examine whether lots located in historic districts by
the start of 2004 were less likely to see new construction activity between 2004 and
2014 than other lots. The second row of Table 4.2 shows that lots in historic districts
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were, on average, just over three percentage points less likely to see new construction
than other lots around the city. When we estimate a regression of new construction
activity including community district fixed effects, we see that lots located inside
historic districts were slightly less than three percentage points less likely to experi-
ence new construction compared to lots outside those districts but located in the
same community district. These differences are both statistically significant. There
are some notable outliers to this citywide average. For example, in the TribecaNorth
Historic District, 10 percent of lots saw new construction activity during this 10-year
period. On the other hand, more than half of districts – 52 in total – reported no new
construction activity between 2004 and 2014.

Finally, the third row of Table 4.2 shows differences in the share of lots that received
alteration permits approving building renovations. We focus on Alteration 1 permits,
which include a change in the Certificate of Occupancy. When we compare citywide
differences, the results show that lots in historic districts were more likely to receive
alteration permits than lots not regulated by the LPC. However, this difference goes
away (or loses statistical significance) when we estimate a regression to account for
differences across community districts. In other words, historic districts were no more
or less likely to receive alteration permits than other nearby lots.

While these analyses show that lots inside of historic districts are less likely to see new
construction than other nearby lots, these findings do not control for the likelihood of
redevelopment or new construction before historic district designation. It is possible
that historic districts are designated in areas where little new construction would take
place even absent the designation. In previous research, we find that although new
construction is less common on sites within historic areas than on other sites, even
before they are designated as districts, the district designation widens the gap (Been
et al. 2016). In other words, following designation, sites within historic districts are
significantly less likely to see new construction than they were before designation, even
after controlling for development trends in the surrounding neighborhood.

4.4.D The Development of Residential Soft Sites

Finally, we consider the development of residential soft sites, or lots built to less than
half of their permitted development capacity under current zoning regulations.7

Because these sites are substantially underbuilt relative to the allowable density
under existing zoning regulations, they are prime locations for redevelopment.
In this section, we explore whether such residential soft sites are less likely to be
redeveloped when they are located within historic districts.

Across New York City, 19 percent of lots located in historic districts were soft sites
in 2007 compared to 22 percent of lots located outside of those districts.8 To test
whether these sites are less likely to be redeveloped when they are located in historic
districts, we estimate a regression of the probability that a 2007 soft site was redeve-
loped, or a new building was constructed on it, between 2008 and 2014.9 We control
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for several features of the lot, including whether the site is vacant, the share of
allowable density used, and the age and size of any existing building. With these
controls, we can test whether buildings of a similar size, age, and allowable zoning
capacity were less likely to be redeveloped when they were located in a historic
district. We also include community district fixed effects to control for the local
neighborhood.10 Our key independent variable is whether the parcel is located in
a historic district as of 2007.11 Our analysis is reported in Table 4.3.

Consistent with our expectations, we find that vacant lots are substantially more
likely to be redeveloped than lots with existing buildings. Lots with structures built
more recently, as well as those with larger buildings and buildings that use up more
of their allowable development rights, are less likely see new construction. Critical
for our analysis, we find that after controlling for these factors, soft sites located inside
a historic district are significantly less likely to experience new construction than
those located outside of a historic district. The owners of soft sites are less likely to
redevelop their lots when they are located in historic districts.

While in the short run, these differences are not likely to radically alter the course of
development, in the longer run, they might. Historic districts have locked up quite
a bit of floor area in New York City, or at least made it more difficult to develop.
In 2014, we estimate, roughly 119 million square feet of allowable residential floor
space was unused on privately owned lots in historic districts, based on built density
and currently allowable floor area ratios. This translates into roughly 119,000 housing
units. To be sure, these units would not immediately (or necessarily) be built absent
historic district designation, and there may be other zoning constraints present that
make it impossible to build to the maximum allowable floor area ratio. Historic
districts constrain density only to the extent that development is unconstrained by
other regulatory tools. However, our results show that this “allowable” residential
square footage would be more likely to be built in the absence of designation.

4.4.E The Cost of Supply Restrictions

Our analysis reveals that while lots in historic districts are not built less densely than
other lots today, they are likely to see less new construction, and therefore add less
density, in the future. Such supply restrictions have several implications. First, we
expect these restrictions to increase prices and rents. In neighborhoods designated as
historic districts, Been and colleagues (2016) report localized property value
increases following the designation of historic districts. These price changes are
concentrated in neighborhoods in the outer boroughs where the lost option to
redevelop is high. However, the establishment of historic districts is also likely to
constrain overall development in the city, especially as additional districts are added.

It is difficult to quantify this more generalized impact of preservation on citywide
prices. Identifying a citywide counterfactual – for example, a similarly high-cost city
without preservation efforts – is impossible. And while we expect preservation efforts
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to contribute to skyrocketing prices by restricting the supply of housing, we expect
these supply constraints are not among the most important explanation for rising
prices and rent inflation across New York City. Many other factors contribute to
rising prices and rents in the city, including the strong economy of the city, the
enduring popularity of New York as a place to do business, the limited supply of
land, and the many other restrictions on building activity in the city (Salama et al.
2005). Beyond concerns about increasing prices and rents, it is possible that these
supply restrictions could limit overall economic growth in the city. Workers may
demand higher wages to afford the cost of living in the city, and businesses unteth-
ered to the economy of New York City may choose to leave the city for places with
cheaper housing and an ample supply of workers.

Finally, supply restrictions that result from historic preservation are likely to
exacerbate patterns of economic segregation in urban neighborhoods. In the dec-
ades following historic designation, neighborhoods experience increased polariza-
tion as poverty rates decline and neighborhood incomes climb within districts
(McCabe and Ellen 2016). It appears that the supply restrictions imposed by historic
preservation are attracting high-income households who value the amenities of
historic neighborhoods and are willing to pay a premium to live in these aestheti-
cally appealing, high-status neighborhoods.

These patterns of economic segregation are increasingly evident in neighborhoods
regulated through the historic preservation process. By 2012, the composition of
neighborhood residents living in New York’s historic districts was substantially differ-
ent than the composition of residents outside of them. In Figure 4.3, we compare the
average household income in census tracts with at least half of their lots located in
a historic district to tracts with fewer than half of their lots in historic districts and tracts
located completely outside of those districts. The average household income in census
tracts comprisedmostly of lots within a historic district was $160,192 –more than twice
the income of neighborhoods entirely outside of districts.12 These differences, which
are driven by Manhattan and Brooklyn, result from both initial differences between
neighborhoods and the actual impact of historic preservation.

Beyond these variations in average income, we find other substantial differences
between the population living within historic districts and the comparable popula-
tion living within the same community but outside the district boundaries.
The poverty rates in census tracts made upmostly of historic districts are significantly
lower than the rates in nearby tracts within the same community district, and the
share of the population with college degrees is substantially higher.

4.5 policy responses

By offering amore nuanced account of the costs and benefits of historic preservation,
this chapter invites a rethinking of the preservation process in New York City. To be
clear, we are not questioning the designation of any existing historic districts, nor are
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we advocating for the active preservation community in New York City to curtail
their efforts to protect the historic fabric of the city. The Landmarks Preservation
Commission, in collaboration with countless advocates and allies, has preserved
many historically important buildings and neighborhoods, contributing to the rich-
ness of the city that attracts visitors and residents alike. Instead, our analyses are
intended to highlight that historic preservation does not come without costs.
Preservation limits opportunities for redevelopment and, in doing so, constrains
the supply of housing in the city.

Currently, the process for designating historic districts in New York City does not
allow for deliberate consideration of the full range of costs associated with designa-
tion. Because the Landmarks Preservation Commission is tasked with preserving the
rich historic assets of the city, it does so with limited consultation from other
agencies. The Department of City Planning and the City Council are formally
brought into the process only after approval from the Landmarks Preservation
Commission. As such, the current process does not allow for a rigorous balancing
of the goals of preservation against other planning goals, including efforts to develop
affordable housing. Although officials from the Landmarks Preservation
Commission present the district at a public hearing at the City Planning
Commission following LPC approval, the City Planning Commission has no
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power to amend the proposal before it goes to the City Council. Indeed, although
the Commission can recommend modifications to the proposal (e.g., the removal of
particular properties), in practice, it typically just forwards the approved district
along to the City Council.

Similarly, the City Council reviews LPC designations, but the process is an
administrative rather than a legislative action. As a result, the Council is constrained
in its ability to reject or modify historic designations, as it can only make decisions
based on the administrative record and cannot take other considerations into
account. In practice, the City Council has approved all proposed districts with
only minimal changes.

Several reforms could allow policy makers to weigh a broader set of benefits
and costs. First, New York City’s preservation decision-making process could be
restructured. In some cities, like Baltimore and Chicago, historic preservation
officials sit within the city planning agency, allowing for greater coordination
and consideration of broader planning goals in historic preservation decisions.
Similarly, in Washington, DC, the Historic Preservation Review Board
(HPRB) – the city’s comparable agency to New York City’s Landmarks
Preservation Commission – is incorporated into the Office of Planning, ensuring
that the goals of historic preservation are considered within the planning pro-
cess. The mayor of Washington, DC, also appoints a special agent for historic
preservation to help adjudicate conflicts about development in historic districts,
including conflicts about whether the demolition of buildings within historic
districts can be permissible on a case-by-case basis to strengthen other goals of
the planning process. The agent can decide if the city should issue a building
permit for projects deemed of “special merit,” or if the failure to do so would
result in “unreasonable economic hardship to the owner.” This process creates
the opportunity for an independent assessment that weighs the benefits of
preservation against other goals of the city-planning process. While there is no
guarantee that such an agent will be balanced in his or her assessment, this
process at least offers the potential for an additional independent voice in this
politically charged process.

While it is hard to imagine adopting these approaches in New York City, given the
size and history of the Landmarks Preservation Commission, it is worth considering
other ways for the designation process to meaningfully consider potential adverse
impacts. One alternative would be to create a process that requires formal comment
from the City Planning Commission prior to an LPC vote of designation. This
would bring the City Planning Commission’s expertise on zoning, development
patterns, and broader planning goals into the designation process. Indeed, city law
could require that the Department of City Planning issue a report describing the
effects of historic designation on residential development. These reports could
include a “Housing Impact Statement” that would estimate the number of potential
housing units (or residential square footage) that could no longer be built as-of-right
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following the designation of a proposed district. This calculation is surely imperfect;
for example, it merely suggests the amount of residential square footage that is
locked in or hindered given current zoning. Still, with this information, the City
Council could be better armed to weigh the benefits of preserving historic assets
against a more complete assessment of the costs of preservation. Public disclosure of
the supply restrictions that the preservation process imposes would create a more
balanced process that considers the costs of historic designation alongside the many
benefits.

Once the debate surrounding a historic district designation includes considera-
tion of the impact on housing supply, there might be greater pressure for the City
Council to seek mitigation measures for the adverse impact. A mitigation could
include an effort to upzone nearby areas to preserve the total amount of residential
capacity. City officials might also consider supporting the creation of affordable
housing in newly designated historic districts to mitigate the potential effects on
localized housing prices and rents.

In addition, New York City’s historic district regulatory framework could
permit as-of-right development activity on vacant sites and noncontributing
buildings within historic districts. While anecdotally, the LPC attempts to
keep such sites outside of historic districts when sites are on the periphery of
a proposed district, there are many instances where vacant and noncontributing
structures are included. The uncertainty regarding development on those lots
increases the risk and cost associated with investing in new housing within
historic districts.

The city might also reconsider the review process for noncontributing buildings
within historic districts. New York City could follow Washington, DC, and
Philadelphia’s example and specifically identify which structures are noncontribut-
ing in order to provide greater certainty regarding redevelopment opportunities of
noncontributing sites. While the owner of a vacant lot knows that her lot can be
developed within a historic district pending design review by the LPC, an owner of
what appears to be a noncontributing building does not currently have certainty that
the LPC will permit redevelopment.13 Policy could be modified so that designation
reports explicitly identify noncontributing structures and permit owners to demolish
such structures without any further LPC review. While the design of a new building
would still be subject to LPC review through the Certificate of Appropriateness
approval process, owners would have greater certainty about the potential for
redevelopment. This might facilitate increased investment in new construction
within historic districts.

To go one step further, New York City law could be amended to provide for an as-
of-right framework for new construction on vacant and noncontributing sites. While
the Certificate of Appropriateness approval process for new construction currently
requires public review and a Commission-level review, one could imagine
a designation report detailing design guidelines for new construction on developable
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sites. As long as a developer met clear design guidelines as certified through
a ministerial LPC staff-level review, the Department of Buildings would issue
permits for new construction. If a developer sought to construct a building with an
alternative design, the developer would still have the ability to go through the typical
Certificate of Appropriateness review process.

4.6 conclusions

In New York City, the Landmarks Preservation Commission plays a critical role in
preserving the unique history of the city through the designation of historic neighbor-
hoods and individual landmarks. Protecting the architectural integrity and cultural
significance of urban neighborhoods offers an array of benefits to residents of designated
neighborhoods and the city as a whole. The iconic buildings of New York help to attract
millions of tourists each year, and the streetscapes of neighborhoods like Harlem,
Greenwich Village, and Brooklyn Heights attract highly skilled workers who contribute
to the economy of New York City. The designation process keeps alive the unique and
rich history of the city. Although many of these benefits are difficult to quantify, they
should not be undervalued in any assessment of the place of preservation.

But while affirming the benefits of preservation, this chapter serves as a reminder
that historic preservation, like other land use regulations, imposes costs by restricting
development. To be sure, historic preservation is just one of many regulations that
limits opportunities for redevelopment and new construction. Indeed, our findings
suggest that lots in historic districts are built at comparable densities to those of
others nearby, in part because historic districts generally protect buildings that were
developed at a time when the city’s zoning code was more lenient.

However, our analysis suggests that the creation of historic districts is likely to
constrain the development and supply of housing in the future. Residential soft sites
located in historic districts are less likely to see redevelopment activity compared to
nearby soft sites outside of the district. More generally, lots located in historic
districts experience less new construction relative to nearby lots that are not regu-
lated by the Landmarks Preservation Commission. And significantly, this gap in
construction activity is heightened after historic districts are designated. These
findings suggest that historic preservation is likely to restrict the supply of housing
going forward. These costs of preservation must be balanced against the benefits of
preserving the historic assets of the city. An integrated process that incorporates
preservation goals into the broader planning process would ensure that the costs and
benefits of historic preservation are more adequately assessed in New York City.

authors’ note

Wewould like to thank Eric Stern for his excellent research assistance with this chapter.
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Notes

1. Through 2014, the LPC also approved 17 extensions to existing designated
historic districts.

2. In Manhattan, 29.3 percent of properties built before 1939 are included within
a historic district. Citywide, only 5.6 percent of properties constructed before
1939 are regulated through a historic district designation. Although the majority
of lots built before 1939 are not included in a historic district, we anticipate that
a high percentage of lots with architectural or historical significance are regu-
lated by the LPC.

3. Although our review of previous research focuses primarily on cities in the
United States, a few studies estimate the relationship between preservation and
property values in other places, including England (Ahlfeldt, Holman, and
Wendland 2012).

4. For example, community district 3 in Brooklyn includes three historic districts:
the Stuyvesant Heights Historic District, the Alice and Agate Courts Historic
District, and the recently designated Bedford Historic District.

5. We initially cut 5,024 lots because they are not buildable (e.g., cemeteries, parks,
and airports) and 1,430 lots because they are recorded as having zero lot area or
are missing the maximum allowable square footage.

6. This comparison may be misleading because some historic districts may be
downzoned following designation (to preserve the existing scale of
a neighborhood), and the city may have upzoned nearby non-historic district
areas to facilitate new construction. As a result, the development ratio may
understate the degree to which property owners have given up development
rights as a result of the historic district.

7. For a lot to be classified as a residential soft site, we required that two conditions
be met. First, more than 50 percent of permitted residential floor area must be
unused. Second, more than 50 percent of total floor area must be unused.
We require both conditions to avoid classifying certain lots as soft sites that
are not likely to be redeveloped into new residential buildings. For instance, we
would not want to consider a commercial building built to 10 FAR on a lot that
permits 10 FAR of commercial or 10 FAR of residential a soft site for residential
redevelopment even though it has zero built residential floor area.
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8. When we limit the analysis to residential zoning districts, which exclude
commercial and manufacturing zones, we find that 17.1 percent of lots in
historic districts were soft sites compared to 23.3 percent of lots outside of
historic districts.

9. To determine if a 2007 residential soft site had a new building constructed
between 2008 and 2014, we see whether the centroid of a 2007 residential soft site
intersects with the area of a newly constructed building. We identify newly
constructed buildings by selecting lots in MapPLUTO from 2014 where
variable Year Built fell between 2008 and 2014.

10. We run an additional set of models that includes census tract fixed effects, rather
than community district fixed effects. The results are substantively similar to
those reported in Table 4.3.

11. The regression sample excludes 1,233 NYCHA lots, 1,211 lots located in transfer
districts, and 6,877 lots designated as part of a historic district between 2008 and
2014. It excludes 2,517 lots with age of more than 400 years and 832 lots that are
individual or interior landmarks. The final sample is 194,360.

12. For the demographic analysis, we use the census tract as the unit of analysis.
We categorize three types of tracts – tracts with more than 50 percent of lots
located in a historic district; tracts with at least one lot, but less than half of lots
located in a district; and tracts located entirely outside of historic districts.

13. All new buildings constructed within a historic district are required to receive
a Certificate of Appropriateness from the LPC.
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5

Historic Preservation and Its Even Less Authentic
Alternative

Lior Jacob Strahilevitz

Land’s permanence is also what makes land unique. Every spot on earth has a past
and an enduring future, and those attributes spark human curiosity about any given
spot’s significance. This dynamic plays out when people are considering where to
live, where to shop, where to work, or where to spend their leisure time. And history
is frequently a selling point.

For example, at a picturesque country club in Sterling, Virginia, a solemn stone
marker commemorates the scores of Civil War soldiers who died at a Potomac River
crossing. A lovely plaque, installed on a riverside boulder, reminds golfers and
passersby that “Many great American soldiers, both of the North and South, died
at this spot. . . . The casualties were so great that the water would turn red and thus
became known as ‘The River of Blood.’”

There is one small problem with the River of Blood monument. There is no
historical evidence suggesting that any soldiers were killed at the spot in question.
The closest known Civil War battle occurred 11miles away. The River of Blood tale
appears to have been concocted by the country club’s namesake, who insisted that
“numerous historians” had told either him or his people (accounts varied during a
single conversation with a reporter) that the golf course was built at the site of a river-
crossing conflict. So the dubious plaque remains, near the fifteenth tee at the Trump
National Golf Club (Fandos 2015).

A natural first instinct upon hearing of this apparent fabrication is recoil. There is
something troublesome about an inauthentic stone marker and the tale underlying
it. Perhaps a false marker like this one leaves people confused about history they
ought to understand or makes people mistrust the historical memorials at sites of
genuine bloodshed. What motive would someone have to lie about such a thing? It
isn’t obvious that consumers demand golfing opportunities where the players must
avoid the river in order to spare themselves guilt over desecrating a battlefield, to say
nothing of a one-stroke penalty.

And yet, of all the lies Donald Trump has told, this seems a rather harmless one.
There were certainly plenty of Civil War soldiers who did die near the Potomac,
even if none of them fell anywhere close to the fourteenth green. Perhaps the stone
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marker piques the curiosity of some caddies, and sparks their own research into the
war. Or it causes a golfer to reflect on the life of a great, great grandfather, who really
did die during America’s bloodiest conflict.

This story about the River of Blood implicates a broader question. Is authentic
history, in the hands of imperfect human institutions, superior to the kind of fake
history commemorated at the Trump National Golf Club? With reluctance, the
author has tentatively concluded that the answer is “not by much.” When society
presents authentic historical facts to present generations, especially in a manner tied
to historical markers in physical space, it often does so in a manner that is so
selective, so simplified, or so beholden to contemporary preferences that its value
over contrived history appears to be marginal. At the same time, the costs of
historical preservation can be quite significant. Societies that prompt private prop-
erty owners to preserve their property in a particular way either substantially con-
strain what owners can do or devote substantial financial resources (via tax
incentives, typically) to inducing forms of past-preservation in which many owners
would not otherwise engage. Contrived history is cheap and voluntary. “Genuine”
history is expensive and often needs to be compelled. Against that backdrop, this
chapter will reconsider an implicit premise in American constitutional law that is
now decades old – the idea that there is a strong state interest to compel the
preservation of historic property.

Along the way, this chapter will also examine previously ignored aspects of fake
history and historic preservation. Real estate developers who embrace contrived
history can send powerful signals to would-be residents about who is welcome in a
particular community. Choices about how to construct a community’s mythology
may influence who decides to settle there. A new community in Florida has
embraced Trump-style fake history with gusto, albeit with an occasional admission
of the narrative’s fictitious nature. That same community also happens to be one of
the most racially segregated places in the United States. This correlation is perhaps
not coincidental. And to the extent that the segregation arises by design, the success
of that strategy in Florida should alert us to the possibility that more traditional forms
of historic preservation, which selectively highlight some aspects of a built environ-
ment’s past while ignoring other parts of a community’s history, can also promote
residential homogeneity.

Comparing the phenomenon of fake history to traditional historical preservation
efforts in cities may help us understand previously underemphasized implications of
historic preservation regulation and fair housing laws. Part 1 of this chapter begins
with a case study of The Villages, the Florida community in question. Drawing on
scholarship from geography and other fields, it shows how the tendency to concoct,
embellish, or distort a community’s history is widespread and exists in a great many
cultures. Part 2 then examines the costs and benefits of historic preservation require-
ments in the United States, and Part 3 reviews the Supreme Court’s landmark
decisions inBerman v. Parker and Penn Central Transportation Co. v. New York City.
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5.1 fake history in the villages and elsewhere

The Villages, Florida, is an interesting residential community from a social scien-
tific perspective. Four things stand out about The Villages. First, in percentage
terms, it is the fastest-growing metropolitan area in the United States (Fishleder et al.
2016). Second, it is evidently the largest age-restricted community in the United
States (Ness 2013). Third, The Villages is strikingly homogenous with respect not
only to age but to other demographic dimensions as well. Although it is located in a
very diverse state, less than one percent of its residents are African American and
barely more than one percent of its residents are Latino (Fishleder et al. 2016; U.S.
Census Bureau Villages CPD 2016). The nearest large city, Orlando, is an hour’s
drive from The Villages, and its population was 28 percent African American and 25
percent Latino in the 2010 census (U.S. Census Bureau Orlando City CPD). The
Villages is therefore one of the whitest parts of the United States. Several other large
retirement communities in the United States are also overwhelmingly Caucasian,
but not to the extent of The Villages.1 Finally, The Villages sports thousands of clubs
for residents and an abundance of social capital.

The Villages is a collection of numerous gated communities, each with its own
swimming pool and community center. Nearly all of the homes in The Villages are
single-story, with a collection of ranch-style, single-family homes and townhouses.
Home prices typically range from the $200,000s to the $600,000s. The Villages
population in 2010 had an adult labor force participation rate of just 15 percent,
according to the Census Bureau, suggesting nearly universal retirement. Economic
life in The Villages is organized around three pedestrian- and golf-cart-friendly
“downtowns,” each of which has its own movie theater, bars, restaurants, and
shops, all catering to the community’s elderly residents. These downtowns are
not gated and attract some residents from outside the development. Restaurants
tend to be very busy at 5:30 P.M. and largely empty by 7:30. Music is piped into the
downtowns from omnipresent speakers, occasionally interrupted by news bulletins
from Fox News. Republican presidential candidates run very well ahead of their
Democratic counterparts.

The Villages began, rather ignominiously, in 1982, when Harold Schwartz pur-
chased a mobile home park in a rural part of Florida between Orlando and Ocala
(Bartling 2008). During the 1990s, Schwartz took advantage of a Florida-specific
institution called the Community Development District, which permitted large-
scale real estate developers to form their own quasi-municipal governments that
could levy taxes and issue tax-favored bonds to raise money for community infra-
structure (Bartling 2007). Schwartz and his son, Gary Morse, then acquired large
swaths of land surrounding his mobile home park, land previously occupied by
watermelon farmers and ranchers, with plans to quickly grow the population from
nothing to 100,000 people by 2020. The Villages’ development proceeded ahead of
schedule; its population actually reached 110,000 people by 2014 (Olorunnipa 2014).
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Given its very recent formation, the extreme racial homogeneity found among
The Villages’ population is stunning. Some municipalities that are similarly over-
whelmingly Caucasian, like Mentor, Ohio, have been in existence since the eight-
eenth century. Over generations, patterns of racial segregation can persist and can
affect the residential location choices of subsequent potential homebuyers.
Neighborhoods known to be overwhelmingly white signal African American buyers
to exclude themselves (Boddie 2010). But The Villages was founded in a very diverse
part of the country during an era in which the Fair Housing Act was already on the
books. So the mechanisms by which this extreme racial homogeneity arose are less
blatant.

The Villages is largely a company town. The Morse family initially owned all the
residential and commercial real estate, as well as all 42(!) of the golf courses, and
other recreational amenities. The development generated $9.9 billion in revenue
from 1986 to 2014, enabling the Morses to amass a $2.9 billion family fortune
(Olorunnipa 2014). Morse-owned entities contracted with one another, often obli-
gating The Villages homeowners to pay assessments that covered the costs of the golf
courses and other amenities (Bartling 2007).

A visitor to any of The Villages’ three downtowns will quickly notice their
distinctive retro theming. Mediterranean architecture pervades Spanish Springs,
Lake Sumter Landing is designed to look like a Florida beach town set alongside
a large, manmade lake, and Brownwood brings to mind an Old West cattle town
out of West Texas or Arizona. No structures in any of the downtowns clash with
the towns’ respective themes, and the developers went to great lengths to evoke a
particular era, mood, and place in each of the downtowns. There is not a single
example of modern architecture to be found, and yet all the downtowns are
essentially new. Nor are there any residences in the downtowns. Those single-
story homes are all a car or golf-cart ride away, providing residents with the sorts
of low-density residential suburban sprawl that they became accustomed to
before moving to Florida and the sorts of walkable commercial spaces that
new urbanists favor (Rybczynski 2010).

Fake history is omnipresent throughout The Villages’ downtowns. The Villages’
developer “hired a design firm [Forrec] with experience working for Universal
Studios to invent this make-believe town, including its history, customs, and tradi-
tions” (Blechman 2008). Newly constructed buildings sport fake “Established 1792”
signs. There are phony disused railroad tracks with an old caboose in the Lake
Sumter Landing town center, and faded (but not too faded) “ghost advertisements”
for old movies or for the saddle sellers of yore who purportedly occupied a building
now occupied by a different commercial tenant. Plaques in front of numerous
downtown buildings weave complex tales of adventure, successes, setbacks, and
betrayals, introducing numerous fictitious town founders and other characters.
There are 56 fake history plaques scattered through the three downtowns, with 16

in Brownwood, 8 in Spanish Springs, and 32 in Lake Sumter Landing.2 The widely
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read local newspaper has featured quizzes that test residents about the community’s
fake history (The Villages Daily Sun 2016).

Perhaps the developers’ most self-referential bit of fake history is a recently
installed text at “Paddock Square,” the social hub of the newest downtown in
Brownwood, where music is performed nightly. An impressive bronze plaque tells
the story of the place:

The central plaza of Brownwood is now known as Paddock Square. Once slated for
demolition, its historic value was championed by a group of visionary citizens in the
1950s. Today it contains remnants of the earliest roots of the town from its days as a
cow camp used by legendary Cracker K. O. Atlas. The original Atlas dog-trot cabin
has been relocated here, within the perimeter of what was once the original corral of
the Atlas Ranch. Numerous buildings from the earliest days of the settlement,
including K. O. Atlas’s barn and bunkhouse, still surround Paddock Square.

The grandstands were built in the 1880s to accommodate crowds who came to
Paddock Square to attend rodeos staged by William G. Brown after he purchased
the Atlas Ranch in 1879. Subsequent city leaders found these raucous gatherings too
disruptive to downtown business and later moved the popular events downwind of
the town center. The grandstands were left intact and used as seating for civic and
theatrical events well into the next century.

Brownwood and Paddock Square opened to the public in 2012 (Gonzalez 2013). The
land on which Paddock Square was built was most likely a watermelon farm in the
1880s and the 1950s (Blechman 2008). Another noteworthy plaque refers to an
Ebenezer Matthews, whose “dislike of young people was a well-known fact in the
community” and who became the target of various practical jokes by local high
school students as a consequence. Although Matthews is in that sense the patron
saint of a community with no resident children, the historical origins of The
Villages’ prohibition of child residents is explained on none of the downtowns’ 56
plaques.

Notwithstanding the developers’ efforts to erase and replace it, the “real” history of
the land The Villages now occupies is interesting. As Amanda Brian points out, there
was indeed a cattle industry in nineteenth-century Florida (2014). At the conclusion
of the Seminole Wars, native tribes were forcibly removed from their ancestral lands
to make way for white cattlemen. The bloody Seminole Wars raged on for decades,
and these wars would have provided an interesting backdrop for an alternative fake
history of the Villages. Yet the Seminoles and other indigenous Floridians go
completely unmentioned in all of the 56 fake history plaques that grace Spanish
Springs, Lake Sumter Landing, and Brownwood.3 Indeed, among all of these
plaques, two plaques reference possibly Latino residents4 – both of these involve
the same nuclear family (the Sanchez family) – and no plaques feature apparent
references to any other individuals who weren’t of European ancestry.5The fictitious
story told in The Villages is therefore an overwhelmingly European American
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narrative, and it would not be surprising if stories about The Villages’ past function
as “exclusionary vibes” that influence the residential composition of The Villages’
present (Strahilevitz 2011). Under this strategy, The Villages’ architecture, fake
history, marketing choices, and initial population uses language and imagery to
establish a focal point that attracts white homeowners and repels nonwhite home-
buyers. It quickly becomes known as a place where homeowners seeking racial
homogeneity can find one another. Traces of African Americans’ historic presence
in The Villages have been wiped out too. Included within The Villages is an African
American Baptist cemetery that predates the community’s status as an age-restricted
community. Strategically placed hedges and bamboo plantings render it invisible
from the neighboring homes (Brian 2014).

There are plausibly larger factors at play too. Older Americans are whiter than
younger Americans, and among seniors whites are more likely to be able to
afford homes in retirement communities that are beyond the reach of seniors
without substantial savings. Beyond that, dozens of golf clubs are part of The
Villages, and all homeowners pay for access to most of these clubs via their
monthly assessments. (Residents wishing to play on a handful of “champion-
ship” courses have to pay an additional membership fee.) Given that for much
of The Villages’ residents’ lives golf was the most racially segregated mass
participation sport in the United States, one would expect that The Villages
would be particularly appealing to Caucasians and particularly unappealing to
African American and Latino retirees. Prospective Caucasian homeowners
would be more likely to purchase homes in The Villages than African
Americans, and even Caucasian buyers who play no golf might be willing to
play a premium to live among the overwhelmingly white residents who are
attracted to mandatory membership golf communities. “Exclusionary ame-
nities,” like exclusionary vibes, thus seem pervasive in The Villages, and they
may well trigger the same segregation-promoting dynamics. An exclusionary
amenity is a costly club good that is embedded in a residential community
where all residents must pay for it. Willingness to pay for that amenity becomes
a proxy for race or other demographic factors (Strahilevitz 2011). It is plausible
that The Villages’ exclusionary vibes and exclusionary amenities reinforce each
other, though identifying the causal relationships and magnitudes is a tall order.

That said, something else important seems pervasive in The Villages too: happi-
ness. In a health survey sent by academic researchers to all identified residents of the
community, one that generated a very high 37.4 percent response rate, residents of
The Villages expressed extraordinary satisfaction with their lives in the community.
Fully 90.8 percent of The Villages’ residents surveyed rated their satisfaction with
life in The Villages as an 8, 9, or 10 on a 10-point scale (Fishleder et al. 2016).
Although any comparison to a baseline will raise problems about representative
income levels, senior citizens nationally are much less likely to report such high
levels of satisfaction (Strine et al. 2008).
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While residents’ high satisfaction in a racially homogenous community is inmany
respects unfortunate, racial segregation among seniors is probably less harmful to
society than racial segregation among younger Americans.6 Residents of The
Villages lack school-aged children, so segregation there isn’t contributing to school
segregation. And residents are mostly involved in economic life only as consumers,
so the segregated nature of their local social networks probably does not prevent
people of color from enjoying access to employment-related economic opportu-
nities. The racial segregation of Americans in their twenties, thirties, forties, and
fifties is more pernicious.

To be sure, The Villages’ fake history itself is unlikely to play a large role in
explaining why its residents express such high levels of satisfaction with their
surroundings. At least in the short term, the racial homogeneity of The Villages
could be itself an alternative explanation for aspects of the community like its high
levels of generalized trust and social cohesion (Putnam 2007). Yet the available data
are hard to square with the proposition that presenting community residents with a
contrived and phony version of the history of a place significantly undermines
residents’ subjective well-being. And data from other researchers suggest that some
survey respondents prefer fake historical architecture to modernist contemporary
architecture, though there are legitimate questions about the external validity of this
data (Levi 2005).

Given this satisfaction, it is worth asking why The Villages’ model has not been
replicated more widely. Indeed, perhaps it is only a matter of time until residential
life modeled on theme park visits becomes the norm. Given the success and
consumer appeal of The Villages, it is easy to imagine real estate developers
embracing fictitious, built-environment narratives in a manner that is more expen-
sive (because of licensing fees) but has ready-made cultural resonance. Millennial
retirees might want to live in a retirement community that looks precisely like
Hogsmeade or King’s Landing. In such a community, the residents are likely to
know the built environment’s “historical” narrative well, to care about it, and to view
it as central to the community’s identity. Can Lancaster, Pennsylvania’s, or Akron,
Ohio’s residents say the same thing?

The discussion so far has taken Villagers’ preferences for granted, but it is worth
noting, at least in passing, that audiences where this chapter has been presented
inevitably want to understand or critique their embrace of fake history. These
audiences regard what is happening in The Villages as creepy, though the basis
for their intuitions vary widely. Perhaps the concern is that fiction has so thoroughly
and self-consciously displaced fact –maybe residents embrace this concocted history
to assuage subconscious guilt about their having left communities in which they
were rooted as adults. Alternatively, maybe what’s jarring is that the community
seems to be one where “play” has become a full-time pursuit for the residents,
crowding out other important values associated with ordinary life (Hurka and
Tasioulas 2007). It could be instead that by trying to create a planned version of a
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community that grew and changed organically the community is subtly but power-
fully missing important aspects that make it human (Jacobs 1961). Or maybe the
clear racial and evident political homogeneity in The Villages produces a kind of
echo chamber among residents that may adversely affect political discourse among a
population who vote in very large numbers. Finally, the strategies used in The
Villages resemble those employed by authoritarian regimes, which sometimes go
to great lengths to present their citizens with a narrative about the built environ-
ment’s past that serves the contemporary aims of the leadership class (Johnson 2016).

On the other hand, to Villages residents, the ability to play in a community that
caters to their needs, that is designed specifically for people like them (with golf cart
paths, ample public restrooms downtown, easily readable signs, and restaurants that
open early for dinner), that doesn’t regard their aging as embarrassing, and that
provides them the opportunity to focus on consumption after a lifetime of working,
parenting, and saving seems appealing. Residents might pointedly ask what gives us
the right to judge them and the way they have chosen to retire. They have paid their
dues, and perhaps when we reach their life stage, we will want something similar.

All of this discussion raises some hard questions that will be pursued in the
remainder of this chapter. First, is there inevitably such a thing as “genuine history”
that we can contrast with The Villages’ contrived history? And relatedly, do we have
reason to believe that fake history is more likely to promote the troubling forms of
segregation that have arisen in The Villages? Finally, and subversively, what if
Villages-style fake history is a perfectly adequate (but much more affordable) sub-
stitute for “genuine” history? That is, if satisfying some abstract preference for
authenticity entails limiting how current owners can use and modify their property
by requiring owners to comply ex ante with a zoning or covenants scheme that
requires conformity with a broadly applicable theme, are the limits justifiable?
Preserving old buildings can be a very costly endeavor, particularly when hazardous
substances like lead paint or asbestos were used in its initial construction. In some
extreme cases, governments force building owners tomaintain structures that are not
economically viable (J. C. & Associates 2001). Is the game worth the candle?

5.2 is all history fake history?

There is a school of thought that questions whether the presentation of a commu-
nity’s genuine history is a realistic possibility in human society. David Lowenthal is
most famous for the claim that “the past is a foreign country.” In Lowenthal’s view,
so many of the objects contemporary society preserves represent a distorted picture
of life in the past. Worse, the story is often distorted in the present precisely so that
the narrative can be placed in the service of contemporary needs and wants (1999).
Ada Louise Huxtable called historic preservation a “semantic trap,” something
different only in degree from fantastical communities like Disneyland or Seaside,
Florida (1997). Ethnographic studies of revitalization efforts, such as Jeremy Wells’
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assessment of historic preservation efforts on Anderson, South Carolina’s Main
Street, identify a common theme of local stakeholders embracing efforts to create
a kind of “spontaneous fantasy,” with the local architecture reflecting an aspirational
account of what life on the main thoroughfare should have been like during the
town’s earlier days (2010).

As we survey the way that historical sites and buildings are preserved, the arbi-
trariness of what successor generations decide to emphasize, ignore, embellish, and
conceal stands in sharp relief (Lowenthal 1998a). Nineteenth-century Americans
bemoaned the fact that the precise spot where the Pilgrims disembarked in 1620 was
lost to time, so they found a rock that looked like it could have been “Plymouth
Rock” and moved it to the harbor under a classical canopy commemorating its
importance (Lowenthal 1998a). Tourists wishing to see the Alamo between 1960 and
2010 might have stopped at the original in downtown San Antonio, Texas, or they
may have preferred the reproduction, built in Brackettville, Texas, as the set for a
JohnWayne movie about the Alamo and maintained as a tourist site for the next five
decades (Huxtable 1997). Sam Houston’s Greek revival home in Texas has been
transformed by subsequent generations into a “rough-hewn log cabin which
Houston himself would have disdained,” but which tourists deem more consistent
with their mind’s-eye vision of Houston’s home (Lowenthal 1998a). Hannibal,
Missouri, has state historical markers commemorating not only spots where the
real Mark Twain lived, but also locations where the fake characters from his books
supposedly had their adventures (Daly 2010). Similar “landmarks” exist in Romeo
and Juliet’s Verona (Telegraph 2012). Tour guides in the Old City of Jerusalem take
nuns on a Via Dolorosa that isn’t Christ’s path on the way to the crucifixion, but is
rather a “more interesting” (and maybe more appealing?) path to follow (Lowenthal
1998a). Colonial Williamsburg for decades had no references whatsoever to slavery,
and its outhouses used to be freshly painted in bright colors – historically inaccurate,
for sure, but far easier on the eyes (Barthel 1990; Handler and Gable 1997).

Amidst these unreliable narratives, shifting standards of what ought to be pre-
served prevail. Most of the older European societies whose edifices current genera-
tions are now spending enormous resources to preserve cared little for ancient
structures, and some of them wouldn’t have given much thought to the idea that
the past and present were meaningfully different. In the 1500s, St. Peter’s Basilica
was razed and then rebuilt, a development that was (as best we can tell) uncontro-
versial, even for a building of such historic importance (Lowenthal 1998b). And with
so many readers having walked through the current version, do we have grounds to
complain?

The question of which golden era to commemorate is one that arises across
cultures. Americans’ nostalgic sense of New England’s small towns is more an
artifact of the nineteenth century than the seventeenth. After the Civil War, a
pure, agrarian, and communitarian New England helped show that the prevailing
side in the conflict was always destined to emerge victorious. And later in the
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nineteenth century, as immigration threatened colonial revivalists’ understanding of
the American identity, the “fictions of New England resisted fact in order to stabilize
the socially uncertain present” (Wortham-Galvin 2010). The fact that the landscape
of nineteenth-century New England did not match the vision that revivalists wanted
to encounter meant that New England’s landscape needed to be remade. And
similar questions about which “golden era” should be preserved play out in historic
preservation debates in Europe. As Lowenthal explains:

Consider Rouen Cathedral, whose sixteenth-century timber spire gave way in 1822

to a cast-iron replacement unable to bear its own weight. A new spire is now needed.
Should it honour the original or the historical continuity embodied in the fraud of a
nonweightbearing load? (1999)

There is no correct answer to the question. The controversy is political rather than
historical. And in most preservation disputes similar issues arise.

Lowenthal does not embrace the postmodernist claim that fake history and
genuine history are indistinguishable; neither should we. The Gettysburg
Memorial commemorates a spot where thousands of Americans really did die, and
those deaths mattered then and now. History we learn in democratic societies
typically contains heavier doses of fact than fiction. The typical problem is not
that historical narratives are concocted; rather it’s that when the preservation domain
is scarce land, facts are preserved selectively and the value choices underlying that
selection are often obscured.

Yet it is becoming increasingly apparent that, as arguably our greatest living
architect has put it, “preservation is overtaking us” (Koolhaas 2004).7 We are preser-
ving so much, and so much of what we preserve is banal, that we cannot afford to
maintain and inventory everything. For cities like Venice or Bruges or Deadwood,
the opportunity cost of preservation is plausibly worth bearing. These locations are
centers of tourism whose glory days are a distant memory, and tourist traffic aside,
they are on the periphery of economic life. But with 27 percent of the buildings in
Manhattan already landmarked and with the borough on pace to landmark the
majority of its buildings by 2066 (Ellen andMcCabe, Chapter 4, this volume), there
is a danger that preservationist instincts fed by loss aversion impulses crowd out the
dynamism that created the wealth that funded the buildings with which society now
seems unwilling to part (Strahilevitz 2005). To ameliorate these problems, a society
might bind itself to protect no more than a fixed percentage of structures in the city,
whereby in the absence of new construction, the landmarking of a new property
would require the removal of another property from the landmarks registry (Glaeser
2011).

With respect to the built environment, political factors as well as historical and
architectural importance influence what gets preserved and what doesn’t (Noonan
and Krupka 2010). As a result, there is inevitably selectivity in local government
decisions about which structures should be subject to compulsory preservation.
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When buildings are protected because of who lived there rather than anything
having to do with the structure itself, then political choices and social values
inevitably drive decision making. Add in the mix of economic factors concerning
what structures are preserved or torn down by their owners, and the foreignness of
the past is thrown into even sharper relief. On this view, historic preservation (like
decisions about the construction of monuments, questions of who to honor on
stamps and currency and airports and freeways, and controversies over the contents
of state-mandated history textbooks) becomes a battlefield for purely symbolic
politics that are zero-sum because of the scarcity of commemorative opportunities.

In light of these problems, perhaps it would be much better to preserve buildings
at random, to serve authenticity and fairness interests, and to leave space for future
creativity. That would be a strategy for implementing Rem Koolhaas’s thought
experiment in Beijing, where he contemplated preserving “everything in a very
democratic, dispassionate way – highways, . . .monuments, bad things, good things,
ugly things, mediocre things – and therefore really maintain[ing] an authentic
condition” (2004). If public choices about what is worth preserving are usually
flawed, then removing the element of choice may be one way to proceed. The city
might decide to require the preservation of a fixed number of blocks that were
constructed by a particular generation, but leave the designation of those blocks to
chance.

This point can be amplified once we realize that the same sorts of intentional
narrative omissions on display in The Villages – the hedges planted around the
African American cemetery, the near absence of nonwhite names from the com-
munity’s fictitious list of founders and settlers, the erasure of the area’s Native
American past – are equally present in communities celebrating their more genuine
histories. Stephen Clowney’s fascinating study of Lexington, Kentucky, shows the
city and powerful private actors doing much the same kind of editing, with the result
being a built environment that glorifies the actions of historical white figures and
conceals the role of African Americans who loomed large in local history (2013). As
Clowney points out, privately funded monuments to the Confederacy adorn the
city’s central gathering place, repelling contemporary African Americans.
Thoroughbred Park, a new municipal park proposed in 1989 to commemorate
Lexington’s horse-racing history, occupied space between an affluent white part of
the city and a less affluent black neighborhood. As Clowney tells it, both neighbor-
hoods would be visible from the park and have easy access to the park unless
something was done.

Local business interests argued, sometimes forcefully, that the view was not
conducive to Lexington’s redevelopment efforts and, as a result, the large rolling
hillside of Thoroughbred Park was built. The mound was “literally built for the
park to effectively hide the African American residential district from view.” For
anyone approaching downtown from the interstate highway, Lexington’s black
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neighborhood – and black bodies – remain firmly out of sight, tucked neatly behind
the grassy partition. An editorial in the local paper succinctly captured the dynamic;
“Though aesthetically pleasing, the park is historically false. . . . The park not only
ignores the black neighborhood, but also screens it from view. It is a whitewash. It is
telling that almost every African American . . . instantly recognizes this racial
effect.”

Though Clowney’s case study focuses on Lexington, he marshals evidence that
similar strategies are employed “throughout the South” to provide current residents
and visitors with “deliberately misleading interpretations of history [that] conspire to
ingrain ideas about racial hierarchy, cement conclusions about racial difference,
and sendmessages that African Americans are not full members of the polity” (2013).

The selectivity of historic preservation and commemoration operates in more
trivial ways as well. Consider the conveniently selective focus of preservationists.
Communities of old smelled awful (Howes and Lalonde 1991). Mud and grit and
horse manure and unpleasant body odors were omnipresent. Yet, to the best of my
knowledge, there is no constituency for olfactory authenticity in preserved cities.
Preservationists want to wander among old buildings and see what previous genera-
tions saw. But they do not want to smell what previous generations smelled, nor to
feel what previous generations felt. Historic structures should be air conditioned,
after all. Nor do contemporary preservationists wish to experience the elevators of
old, which were death traps (Bernard 2014). The version of historic preservation that
public tastes demand is a highly sanitized fantasy about the past. “Most of the remote
past is wholly gone or unrecognizably transformed” (Lowenthal 1999).

None of this analysis indicates that the preservation decisions that emerge from
this process are inevitably going to be bad ones. While there is much to criticize in
Lexington’s approach, Clowney notes that Birmingham, Alabama, began to preserve
its history in a more inclusive way after African Americans began to comprise the
majority of voters there (2013). Robert Weyeneth describes efforts throughout the
South to include sites associated with racial segregation on the National Register of
Historic Places so that future generations will understand better through the built
environment what life under Jim Crow was like for blacks and whites (Weyeneth
2005). Political processes are not always biased or broken. But the dominant ten-
dencies among preservationists are evident. And those tendencies help make the
case for a radical approach built on randomization.

In assessing the social welfare effects of historic preservation, property values are a
sensible place to begin, though by no means a completely satisfying analytical
approach. Most of the benefits of historic preservation will be felt locally. Historic
preservation typically will be a local amenity. That is, if people benefit from having
historic structures and neighborhoods preserved, then they will pay more to live
proximate to those structures (Malani 2008). To be sure, tourists and workers who
commute from elsewhere may benefit from historic preservation too, but to the
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extent that they do, we should expect to see a corresponding increase in the property
values of hotel buildings or office towers. If real estate markets are functioning well
and buyers and sellers are rational, then the long-term costs and benefits of historic
preservation should be capitalized into property values. Markets leave out some
considerations, such as existence value, and these externalities render real estate
values an excellent though imperfect proxy for the social welfare effects of preserva-
tion. Property values also become a poor proxy when the market rewards real estate
developers for catering to the preferences of white homeowners who prefer racially
homogenous neighborhoods.

With those important caveats stated, what does the empirical literature tell us
about the effects of historic preservation mandates on local property values? Digging
into the reputable social science, there does not appear to be an absolute consensus
in the economic literature as to the effects of historic preservation regulations. Case
studies focused on medium-sized cities like Lincoln, Nebraska, Baton Rouge,
Louisiana, and Johnson City, Tennessee, tend to find small, positive effects on
property values (Chen 2013; Thompson, Rosenbaum, and Schmitz 2011;
Zahirovic-Herbert and Chatterjee 2012). That said, the most sophisticated work
tends to be dubious of the purported economic benefits and concerned about the
resulting demographic turnover, especially in densely populated areas. Coulson and
Leichenko’s study of Fort Worth, Texas, found that historic preservation did not
affect the residential composition of landmarked neighborhoods (Coulson and
Leichenko 2004), but the same authors’ work on Abilene, Texas, found that historic
preservation regulations did raise property values within the landmarked district
(Coulson and Leichenko 2001). By contrast, McCabe and Ellen found significant
neighborhood composition effects in New York City, where the creation of a historic
district was associated with subsequent increases in the socioeconomic status of the
district’s residents, compared to residents of otherwise comparable neighborhoods.
Evidence that historic preservation decisions affect the racial composition of New
York neighborhoods was weaker and not statistically significant (McCabe and Ellen
2016).

Studies of major metropolitan areas are generally more pessimistic about the
economic desirability of historic preservation laws. Heintzelman and Altieri’s study
of historic preservation regulations in the Boston metropolitan area found associa-
tions between landmarking and reduced property values, though the magnitude of
the effect is small with all controls, around 1 percent (Heintzelman and Altieri 2013).
An impressive study that employs repeat sales hedonic fixed effects analysis, the
Heintzelman and Altieri paper does a better job of dealing with endogeneity than
many of the other localized studies. Similarly, another study of historic preservation
in Chicago employed a small but unusual dataset that included measures of
structure quality (Noonan and Krupka 2011). The authors find that landmark
designation has no positive effect on property values after city property tax benefits
phased out completely. Research that relies on natural experiments, such as the
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Nazis’ leveling parts of Rotterdam, which left historic preservation regulations in
place only in the parts that hadn’t been destroyed, also tends to be pessimistic about
the economic effects of historic preservation regulations (Koster, Van Ommeren,
and Reitveld 2012).

The gold-standard paper on the effects of historic preservation uses the
largest market, has the largest dataset involving the most land transactions
over the longest period of time, and employs the most careful controls (Been
et al. 2016). The authors expected that the creation of a historic district would
generate cross-cutting effects because such regulations can enhance beauty and
open space in a neighborhood while limiting redevelopment rights. Consistent
with this plausible hypothesis, Been and coauthors find that the effects of
historic preservation regulations are negative to negligible in parts of New
York where there is significant economic pressure to pursue higher densities
(i.e., Manhattan). Outside of Manhattan, the effects on property values are
positive – “they rise by about 1.4 percent per year relative to nearby properties.”

A survey of the literature on the economics of historic preservation suggests the
following (tentative) conclusions, then. The effects of historic preservation on
neighborhood composition appear mixed, although there is some credible evidence
to suggest that these regulations are associated with gentrification of neighborhoods.
In areas of significant land scarcity, such as urban centers, there is little credible
evidence that historic preservation regulations systematically enhance property
values. Most of the rigorous evidence in fact suggests that such regulations cause
property values to decline. Historic preservation restrictions on land do seem to
enhance property values in lower-density areas where there is little economic
pressure to redevelop property and where such regulations can promote an aesthe-
tically appealing form of homogeneity in the streetscape that might be difficult to
achieve through purely voluntary coordination among property owners.

To be sure, property values do not capture all of the potential benefits and costs of
historic preservation. Such preservation, when successful, can provide current gen-
erations with guidance about how past challenges were addressed, provide present
generations with an escape from their current confines, or establish continuity with
the past. On the other hand, preserving the past may stifle present generations’
creativity by failing to free up scarce space for future landmarks. The past can
become an orthodoxy from which one deviates only at her peril.

5.3 the law

In American law, it is rather clear that cities and states have a legitimate interest in
promoting the preservation of historic structures, even at the expense of property
values. Paradoxically, the Supreme Court case in which the right to force the
continuation of existing uses is most clearly established is Berman v. Parker, where
the proposal at issue was a slum-clearance plan designed to wipe out existing uses so
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that a neighborhood in Washington, DC, could start afresh. As of 1950, the area
slated for redevelopment inWashington was characterized in the following terms by
the Court:

In 1950 the Planning Commission prepared and published a comprehensive plan
for the District. Surveys revealed that in Area B, 64.3% of the dwellings were beyond
repair, 18.4% needed major repairs, only 17.3% were satisfactory; 57.8% of the
dwellings had outside toilets, 60.3% had no baths, 29.3% lacked electricity, 82.2%
had no wash basins or laundry tubs, 83.8% lacked central heating. In the judgment
of the District’s Director of Health it was necessary to redevelop Area B in the
interests of public health. The population of Area B amounted to 5,012 persons, of
whom 97.5% were Negroes.

To contemporary readers, the introduction of the demographic information is
unnerving. It is as though the most emphatic proof of the existing built
environment’s low value is the type of people who live there. In any event, in the
view of the Planning Commission, Area B was characterized by an obsolete layout
and a bundle of structures that was injurious to public health. In the Supreme
Court’s view, Congress and the District had the authority to condemn both blighted
and non-blighted properties within Area B.

The fact that Berman’s Department Store was, as the government conceded, not
remotely blighted was irrelevant. As Justice Douglas wrote on behalf of a unanimous
Court:

Miserable and disreputable housing conditions may do more than spread disease
and crime and immorality. They may also suffocate the spirit by reducing the
people who live there to the status of cattle. They may indeed make living an almost
insufferable burden. They may also be an ugly sore, a blight on the community
which robs it of charm, whichmakes it a place from which men turn. The misery of
housing may despoil a community as an open sewer may ruin a river.

We do not sit to determine whether a particular housing project is or is not
desirable. The concept of the public welfare is broad and inclusive. The values it
represents are spiritual as well as physical, aesthetic as well as monetary. It is within
the power of the legislature to determine that the community should be beautiful as
well as healthy, spacious as well as clean, well-balanced as well as carefully
patrolled. . . . If those who govern the District of Columbia decide that the
Nation’s Capital should be beautiful as well as sanitary, there is nothing in the
Fifth Amendment that stands in the way.

In this key passage, the Court articulates a broad justification for the police power.
City beautification is a legitimate state interest, one that justifies overcoming the
objections of an owner of a fine building who seeks to resist its condemnation by
virtue of proximity to less sturdy neighboring structures. And with respect to
Berman’s arguments against being the victim of a collective punishment, the
Court concluded that tearing down only problematic structures would do too little
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to prevent the neighborhood from becoming a slum again in the future, thanks to the
dearth of parks, the absence of sunlight, and other deficiencies. Only a new neigh-
borhood layout could break the “cycle of decay.” In short, Berman’s section of
Washington, DC, to Douglas, called out for government to play the role of the
Luftwaffe in Rotterdam, enabling the neighborhood to start from scratch.

Twenty-four years later, the question of the state’s interest in promoting aesthetics
in a community was taken for granted, though the emphasis was now on resisting
modernization. The Penn Central Transportation Company, which owned Grand
Central Station in New York, sued the City of New York over the application of the
city’s landmark preservation law to Grand Central (Penn Central 1978). Under that
law, New York had blocked Penn Central from constructing atop Grand Central a
skyscraper that would have enhanced the economic value of the parcel. Although
Penn Central conceded that the landmarks preservation law fell within the city’s
police power, and therefore was legitimate, it argued that the Constitution com-
pelled the city to compensate Penn Central for the diminutions in its property value
resulting from the landmarks law. The legitimacy of the law’s purpose was not in
dispute, but the second and third paragraphs of the Court’s opinion delve into the
justification for historic preservation in detail.

Over the past 50 years, all 50 States and over 500municipalities have enacted laws to
encourage or require the preservation of buildings and areas with historic or
aesthetic importance. . . .

New York City . . . adopted its Landmarks Preservation Law in 1965. . . . The city
acted from the conviction that “the standing of [New York City] as a world-wide
tourist center and world capital of business, culture and government” would be
threatened if legislation were not enacted to protect historic landmarks and neighbor-
hoods from precipitate decisions to destroy or fundamentally alter their character.
The city believed that comprehensive measures to safeguard desirable features of the
existing urban fabric would benefit its citizens in a variety of ways, e.g., fostering “civic
pride in the beauty and noble accomplishments of the past”; protecting and enhan-
cing “the city’s attractions to tourists and visitors”; “support[ing] and stimul[ating]
business and industry”; “strengthen[ing] the economy of the city”; and promoting
“the use of historic districts, landmarks, interior landmarks and scenic landmarks for
the education, pleasure and welfare of the people of the city.”

Notice that within the span of a quarter century, the emphasis of city planners had
changed from replacing the obsolete to preserving the irreplaceable. To be sure,
most visitors to Grand Central regard the structure as one possessing very significant
architectural merit. Contemporary Washingtonian policy makers in the 1950s did
not feel any commensurate fondness for the neighborhood that was slated for
destruction in Berman v. Parker, a discrepancy likely tied to both the quality of the
structures and the perceived qualities of the people who used those structures.

The plaintiff in Penn Central did make one broad argument against the enterprise
of historic preservation. It argued that the imposition of historic preservation
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requirements on it but not on other landowners was arbitrary, but the Court quickly
brushed aside this argument:

Equally without merit is the related argument that the decision to designate a
structure as a landmark “is inevitably arbitrary or at least subjective, because it is
basically a matter of taste,” Reply Brief for Appellants 22, thus unavoidably singling
out individual landowners for disparate and unfair treatment. The argument has a
particularly hollow ring in this case. For appellants . . . do not even now suggest that
the Commission’s decisions concerning the Terminal were in any sense arbitrary or
unprincipled. . . . [Q]uite simply, there is no basis whatsoever for a conclusion that
courts will have any greater difficulty identifying arbitrary or discriminatory action
in the context of landmark regulation than in the context of classic zoning or indeed
in any other context.

Upon reflection, the Court’s response to Penn Central’s argument is something of a
non sequitur. The company was positing that landmark designations are inherently
arbitrary. The Court said by way of reply that Penn Central did not argue that the
decision to designate the station as a landmark was itself arbitrary. The response
seems self-contradictory. The broader argument of inevitable arbitrariness logically
entails the specific argument applied to Penn Central’s land. In the decades that
followed, lower courts followed Penn Central’s lead in brushing aside questions
about the discriminatory enforcement of historic preservation laws (e.g., Mount St.
Scholastica 2007; Van Horn 2001). A more thoughtful (and candid) response would
have suggested that landmark designation decisions are merely somewhat arbitrary –
factors like neighborhood clout and voter preferences play a significant role, but so
does perceived architectural merit. Or maybe the real problem is that landmark
designations aren’t sufficiently arbitrary.

Putting Berman and Penn Central side by side displays some of the tension that
arises in historic preservation cases, though it does not show that the doctrines are
contradictory. A competent government can beautify its cityscape by compelling the
preservation of pleasing structures and by compelling the removal and replacement
of displeasing structures. In that sense, Berman and Penn Central fit together
coherently. But the tension arises once we begin to see the subjectivity of contem-
porary societal judgments about what is worth preserving and what is worth destroy-
ing. This was the argument of Penn Central’s that the Court was too quick to
dismiss.

To preservationists, soaring and expensive structures that are used and beloved by
elites ought to be preserved, even if they become economically obsolete in their
present form. But modest structures in overwhelmingly minority neighborhoods
ought to be bulldozed in the name of progress. Combining the power to compel
preservation with the power to compel destruction makes the government a mighty
editor of the past. Systematically, when society sweeps away the latter kind of
building and forces the preservation of the former, it curates the built environment
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in a manner that deceives future generations about what life was like in an earlier
era. Compare the 27 percent of Manhattan that is landmarked to the 0.3 percent of
Staten Island that is landmarked. (Ellen and McCabe, Chapter 4, this volume).
What if future generations – perish the thought – decide that the lives of contem-
porary Staten Islanders were as worthy of commemoration as the lives of
Manhattanites? From this perspective, the history that gets presented to the living
becomes a history nearly as fake as what’s on display in The Villages (Lowenthal
1999). When society tries to preserve and protect aesthetic greatness, it simulta-
neously designates winners and losers, and those political dynamics will distort the
clarity of aesthetic decision making. (Recall Justice Douglas’s connection between
the quality of a neighborhood’s buildings and the perceived quality of its residents.)

Equally troubling is the possibility that these curated choices about what history
to preserve subtly signal current generations with information about who is wel-
come and who is not. In recent years, legal scholars have begun studying the
important question of how regulations of the built environment, decisions about
infrastructure placement in particular, can contribute to residential segregation
(Schindler 2015). Historic preservation can and evidently does send exclusionary
vibes too. But we lack an adequate understanding of the mechanisms by which it
operates and the degree to which factors grounded in psychology, as opposed to
pocketbook economics, explain household location choices.

As a doctrinal matter, it would appear that the evidence canvassed in Part 2 of this
chapter is sufficiently mixed to authorize the continued compulsory regulation of
historic structures. The best evidence suggests that historic preservation regulations
do more economic harm than good in densely packed parts of the country, but they
appear to be beneficial in some places, and the possibility that they may be
beneficial in a given neighborhood is adequate under the law’s very deferential
existing standard. Moreover, a city like New York might conclude that notwithstand-
ing the net economic harms associated with some preservation, these costs are worth
bearing for the sake of continuity values that are difficult to price. Theremay even be
good Burkean reasons for preserving things that have stood the test of time – their
durability might bear witness to their value in ways that present generations do not
fully recognize. At the same time, there is essentially no empirical assessment of the
kind of alternative to historic preservation that The Villages represents. Historic
preservation may look worse (or, depending on one’s values, better) when it is
compared to fake history than when it is compared to a city unmoored from both
fictitious and less-fictitious pasts. And if we can imagine an inclusive version of fake
history – a narrative that embraces pluralism and difference – the integration-
promoting possibilities of fake history become apparent.

That said, the relationship between historic preservation regulations, fake history,
and residential homogeneity sketched earlier suggests that a less deferential assess-
ment of these strategies may be appropriate. Both historic preservation and the kind
of uniformly scripted narrative on display in The Villages aim for an aesthetic
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homogeneity that may engender demographic homogeneity by design. When the
buildings all look alike, the people living in those buildings tend to look alike too.
Some of the premises taken for granted by the courts since Penn Centralmay fail to
withstand a more searching form of judicial scrutiny.

5.4 conclusion

The Villages’ developers have gone to great lengths to develop a phony historical
narrative for their fast-growing community, one that is embraced not only in
retro-architecture, but with a detailed and fictitious account of the built envir-
onment’s past. In so doing, they have swept away any mention of the actual
history of the land and replaced it with a stylized narrative designed to appeal to
today’s elderly homebuyers. There is something disconcerting about the
inauthenticity of The Villages.

Yet, upon reflection, it is possible that the faux history of The Villages is not all
that different from the version of history presented to the public as a result of historic
preservation regulations in major American cities. There too, aspects of the built
environment’s history are systematically ignored. Structures inhabited by the poor
and by minorities tend to be replaced as soon as market forces dictate changes.
Structures inhabited by elites tend to be preserved regardless of what the market
demands. The result is a lasting signal about whose history is valued, whose lives
mattered, and what historical events constitute successes and failures. The version of
our past that Americans encounter via historic preservation regulations is at once
sanitized, political, and designed to appeal to contemporary preferences. To the
extent that society wants to preserve artifacts from past built environments, preser-
ving structures at random has real advantages over our present approach.

Scholars of land use have paid too little attention to the relationship between the
design of the built environment and the characteristics of the people who show up to
populate it. The extraordinary and depressing racial homogeneity of The Villages,
despite its very recent origins and presence in a very racially diverse part of the
United States, suggests that the combination of exclusionary vibes and exclusionary
amenities in age-restricted communities can be potent even in an era of Fair
Housing Act enforcement. Seeing what has happened in The Villages might reveal
a fast-forward version of what has happened more slowly and with less extreme
results elsewhere, where an existing population dampens the salience of the signals
sent by the built environment. Though we cannot isolate the effects of any particular
homogeneity-promoting strategy in The Villages, the cumulative effect of multiple
strategies is striking and disturbing. It would not be crazy for legal institutions to
consider whether some of the techniques that might promote racial homogeneity in
The Villages ought to be prohibited or at least curtailed. Indeed, it is tempting to
contemplate the inclusionary possibilities of a varied approach to fake history.
Imagine Lin-Manuel Miranda as a real estate developer.
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Finally, the extent to which residents of The Villages have embraced the com-
munity’s false history is a topic worthy of further qualitative research. The version of
history presented to the world through preservation laws is never authentic. A fairer
metric is to ask whether the history on display resonates within the community. If
American homeowners turn out to like entirely phony history nearly as well as
selectively curated history, then a hard question arises as to whether it is appropriate
to impose significant financial burdens on a subset of property owners in the name of
telling the story of a community in a particular, misleading way. Fake history may be
inferior to real but selective history, but it is also a great deal cheaper, and the
narrative can be constructed entirely by market forces. In revisiting the question of
whether a legitimate societal interest remains in compulsory historic preservation, it
is helpful to ask ourselves: “compared to what?” To answer that question, an
examination of The Villages social experiment may prove illuminating.
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Notes

1. According to the Census Bureau’s website, Laguna City, California, was 84

percent Caucasian non-Hispanic in the 2010 census, and approximately 90

percent of Laguna City’s population is based in the Laguna Woods Village
retirement community. Sun City Center, Florida was 93 percent Caucasian
non-Hispanic in the 2010 census. Sun City, Arizona was 94 percent Caucasian
non-Hispanic in the 2010 census.

2. Lake Sumter Landing has 31 unique fake history plaques. Identical plaques for
McCabe&McCabeHaberdashery appear outside two different nearby buildings
on either side of Old Mill Run. The 56 plaques mentioned in the text exclude
plaques commemorating actual history, such as the Sharon Morse Plaque at the
Performing Arts Center in Spanish Springs, and two adjacent plaques commem-
orating the cattle industry and Florida crackers (cowboys) by the Meggison Road
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entrance to Brownwood. There is also an additional fake history plaque located
next to an unoccupied/façade building that is outside the three downtowns, in
the residential portion of The Villages.

3. Blechman reports that on the short boat tour that operates out of Lake Sumter
Landing, the captain’s tour script includes a reference to “Billy Bowlegs,” a
Seminole chief and “a friend to whites who lived on this shore” (2008).
Blechman notes that Billy Bowlegs was HolataMicco, who led a band of warriors
during the Second and Third Seminole Wars.

4. A plaque in Spanish Springs referencesMaria Portiz Fontana “Silencio” Sanchez,
who allegedly lived from 1770 to 1873. As the plaque explains, the “first female
resident of Spanish Springs, Maria Sanchez arrived at what was then only a wide
spot in the trail in 1788. Accompanied by her husband and their four sons, Maria
helped establish the roots of the young community. . .. [S]he helped to develop the
recipe for the potent local brew known as ‘Mosquito Juice’ and opened the
budding settlement’s first tavern, the BlindMosquito. Maria earned the nickname
‘Silencio’ by remaining quiet for 60 years after the death of her husband in the
Great Fire of 1812.”

5. It is unclear whether the Sanchezes are meant to be Spaniards or immigrants
from Latin America, though their status as a founding family of Spanish Springs
suggests the former. Sixty-nine fictitious individuals are named on the plaques
displayed in The Villages. Besides the Sanchez family, there is also one family
whose surname is “Feliu,” which is a Catalan surname. The Anglo-European
surnames mentioned are Peterson, McCall, Seball, Lasalle, Davis, Van Patten,
Metzger, Allan, Brown, Marsden, Christopher, McCabe, Hudson, Louise, Parr,
Schmid, Harper, Rose, Blaise, Whitney, Marley, Sennett, Mark, Atlas,
Killingsworth, Hewitt, Dzuro, Coggins, Bailey, Wise, Parker, Waggoner,
Payne, Mathews, Wilcox, McDonough, Juracko, Spirodan, Shiveline, West,
Coggins, Borrowman, Graham, Wahl, Roy, Upton, Krietemeyer, and
Benjamin. None of the plaques indicates that any individuals referenced therein
are recognizably African American, Asian American, Jewish, or Muslim. Where
the national origin of individuals is mentioned on the plaques, the fictitious
residents are from Germany (Seball family), New Zealand (Hudson family
relatives reside there), England (Graham family), and Holland (Upton family).
Several other families are described as having moved to the area from various
other cities in the United States.

6. To the extent that minorities feel excluded from communities like The Villages,
this may adversely affect their well-being. (Utsey et al. 2002). There are further
interesting questions about whether age segregation is itself beneficial, taking
into account the benefits and burdens associated with greater proximity to one’s
grandchildren (Uhlenberg 2000).

7. A similar sentiment was expressed by a previous generation’s greatest architect,
Frank LloydWright, who regarded London as “senile.” InWright’s view, the best
parts of London should be preserved “in a great green park,” but the rest of
London should be opened up for new buildings (Lowenthal 1999).
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6

Losing My Religion: Church Condo Conversions
and Neighborhood Change

Georgette Chapman Phillips

Limestone. Granite. Stained glass. Ornamental gold. Richly polished wood. All
are found in the beautiful historic churches in America’s cities. But the church
is more than liturgical space. The church welcomes immigrants (often with
services in their native tongues), engages in outreach by feeding the poor, and
serves as a political mobilizing workspace. In short, it becomes one with the
community. However, as church membership and attendance slide downward
(coupled with demographic shifts of parishioners moving out of the neighbor-
hood), these once graceful structures are increasingly underutilized, under-
maintained, and potentially abandoned.

First African Baptist Church in Philadelphia serves as a powerful example of this
trend. Founded in 1809 (the building was erected in 1906), it was once the home of
the country’s oldest African American congregation. Years of deferred maintenance
(estimated at $5million) and a shrinking congregation (from 1,000 to 100) led to its
closing. The building was sold for $1million to a developer on Christmas Eve 2015.
The neighborhood, South Philadelphia, has been called a “white hot real estate
market.” The area has become a part of the city’s millennial renaissance, with luxury
apartments and high-end condos with garages and decks that offer views of the city
skyline (Simmons 2016). An ad for another church around the corner from First
African that has been acquired by developers reads: “Development opportunity in
hot neighborhood bustling with new construction and vibrant community.” A
proposed new use for the former First African Baptist Church is residential
condominiums.

This spate of redevelopment rides the coattails of a new population surge in the
central neighborhoods of America’s cities. People are moving back into the central
city and bringing a demand for housing with them. A phenomena sweeping through
cities is the conversion of churches to residential use (either condominiums or
rentals). For the city, this constitutes a victory on several fronts. Abandoned (and
previously tax-exempt) property is put to use. New residents spark new business
development. Tax revenues are enhanced. For the neighborhood, though, the sale
of a church represents not just a demise of worship space, it is also the loss of a
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communal anchor. Death of the church severs the thread that ran through the
neighborhood – the thread of community.

This chapter examines the trend of church conversions into residential use from
several perspectives. It will begin with a review of the historical foundations of the
role of churches in neighborhood life in the United States. Although the religious
significance served as a magnet, the nonreligious activities act as glue. A key fact,
though, is that the churches are, generally, right in the middle of residential areas.
From a zoning perspective, this has engendered legal challenges as the churches
increasingly engaged in nonreligious activity. The auxiliary uses that make a church
more than a religious structure also challenge the zoning exemptions that permit
churches to exist in residential neighborhoods.

In order to capture the magnitude of this potential conversion market, the
demographics of church attendance and church real estate will be reviewed. The
northeastern and north-central United States figure prominently in this discussion
because this area has not only decreasing church attendance, but concomitantly has
a high concentration of older gothic church structures that are architecturally
stunning but expensive to maintain. I concentrate on mainline Protestant
(Episcopal, Lutheran, Methodist, and Presbyterian) and Catholic churches because
these are the denominations where one is most likely to find concentrations of large
church buildings that are attractive for redevelopment.

All of this is happening against the backdrop of a central city renewal. Between
2010 and 2013, city growth outpaced suburban growth (Frey 2014). People, especially
the millennials, are flocking to the city for the ease of walkability and social interac-
tion (Leinberger and Doherty 2011). Church conversions are most often architectu-
rally stunning and therefore quite appealing to a younger/more affluent buyer. In
many instances, church conversions are taking place in transitional neighborhoods,
which leads to consideration of gentrification and changes in community identity.

These streams of inquiry will be brought together to examine what happens when
a church is converted into another use. Although there are instances of reusing a
shuttered church as a school or community center, when a neighborhood church is
converted to luxury apartments and/or condominiums, the clash of gentrification
rings loudly. Because many of the churches have significance far beyond the bricks
and mortar, community voices are raised in opposition. Unlike the “fake history”
recounted by Lior Strahilevitz (Chapter 5, this volume), the history of the church in
these neighborhoods is quite real. The interplay of historical significance (if not
outright historical preservation), community spirit, and local governments’ desire for
growth combine in a unique fashion.

role of the church in neighborhood life

Religious services constitute only a fraction of a church’s impact in the neighbor-
hood. A church often serves as a social service and community anchor. Churches
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can be institutional agents that impact the communal trajectory of the neighbor-
hood (McRoberts 2003, 123). One scholar noted that the breadth of community
impact spans the gamut from health care to political power to physical nourishment
(Day 2014, 61).1

As waves of foreign immigrants swept into U.S. cities, the church created (or, in
many cases, recreated) a common language, heritage, and social structure for the
migrants. African American migrants moving from the South into Northern cities
experienced the same assimilation pattern into neighborhood churches (McRoberts
2003, 105). Religious beliefs and the physical structures that house that belief serve as
“ballast for immigrants as they struggle to adapt to their new homeland” (Hirschman
2004, 1211). In a city that is a sea of “other,” the immigrant church serves as not only a
spiritual refuge, but also a social one. One scholar has noted that in many immigrant
churches, although theremay be a common ethnicity, language, and place of origin,
the communal functions the church provided are shared by those who do not
necessarily share the same religious values (Ley 2008, 2062). Whether it be
English language instruction, job services, food support, or just plain socialization,
the immigrant church plays a pivotal role. Continuing into today, the church serves
as a place of refuge and assimilation for immigrants. Even after the first immigrants
move away, the church welcomes the next wave (Ley 2008, 2070).

Research has also highlighted the importance of the neighborhood church in the
area of public health. Because there is collective identity and an established support
system, church congregations are ideal forums for public health initiatives through
behavioral outcomes (Eng et al. 1985, 82). Through models such as Parish nurses,
the church can promote wellness by “holistically addressing the physical, emotional
and spiritual needs of congregational community members” (Miskelly 1995, 1). One
pointed example is the work that churches have done in promoting HIV/AIDS
testing by providing not just the opportunity to test, but also community support for
making the decision (Day 2014, 80).

As far back as W. E. B. Du Bois, scholars have highlighted the social and
political power of the church within the community (Du Bois 1903). Because of
the social capital and linkages forged in the congregation, churches are often a
pivotal player in political activism. As intermediaries between the state and the
individual (Greenberg 2000, 380), the social networks in the congregation serve
as fertile grounds for political discourse. Interestingly, attendance at church is
not the catalyst for political activism. Political activism is linked to the church
actually encouraging its congregants to become politically active (Brown and
Brown 2003, 634).

The church’s role in the neighborhood often extends beyond its congregation. In
a study by the Partners for Sacred Places organization, a stunning 81 percent of the
beneficiaries of church-based social services were not members of the congregation
(Sacred Places 2008, 11). Quantifying the “halo effect” of church activity in eco-
nomic terms has begun. Preliminary results indicate that the 12 congregations in the
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Partners for Sacred Places study contributed $52million to the common good each
year (Day 2014, 68).

In recent times, the social interaction of the church and the neighborhood has
grown in both size and institutionalization. After a period of increased social service
spending by government between 1994 and 2002, spending on social services
dropped almost 16 percent between 2002 and 2007 (Gais 2009, 13). The Great
Recession exacerbated this downward trend. The social services provided in the
churches are not in addition to government-provided social services – often they are
substitutes for decreasing government-provided services. Churches have taken up
the slack left by the government’s exit. Several studies show that between 87–92
percent of churches support at least one social program (Wuthnow 2006, 28–32). As
of 2011, 59 percent of Catholic parishes reported performing social services for their
communities (Gray 2011, 2). In fact, the increased involvement of churches was an
explicit government policy of the federal government when George W. Bush
established the Office of Faith-Based and Community Initiatives in 2002

(Wuthnow 2006, 14).2 Whether congregations are categorized as “caring commu-
nities” (with a set of shared values, beliefs, understandings, traditions, and norms) or
“service organizations” (with arms-length, or contractual understandings) (64 et
seq.), they serve as the social safety net for many people. While the religious services
of a church may signify its existential existence, its ancillary activities tie it to the
social fabric of the neighborhood.

zoning law and religious use

One reason that the church is such a powerful community-building institution is
that it often sits squarely in the residential neighborhood. While religious exemp-
tions to residential use through special use permits are common, the question
becomes much more difficult as churches branch out to use their structures for
more than religious services. Ancillary uses such as daycares, meeting spaces, and
soup kitchens may fulfill the missionary commitment of the church, but often fly in
the face of existing zoning regulation. The legal question to be answered is whether
these ancillary activities are deemed part of religious practice (thus permitted under
zoning regulation) or outside religious use (thus not permitted under zoning regula-
tion). Stated another way: can the government restrict ancillary activities without
infringing on religious practice? The jurisprudential route to this answer has been
circuitous as the courts and lawmakers look for a way to balance the freedom of
religion with the government’s need for consistency and neighborhood stability.

In 2000, Congress passed the Religious Land Use and Institutionalized Persons
Act (The Religious Land Use and Institutionalized Persons Act, 42 U.S.C. § 2000cc
(“RLUIPA”)), with the stated goal of protecting religious freedoms in a way that is
compatible with municipal objectives. The legislation was enacted to meet the need
for special safeguards of religious worship in the United States. Germane to the
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present discussion, RLUIPA focuses on the treatment of “land use of religious
institutions as ‘religious exercise’” (Adams 2002, 2364; 42 U.S.C. §§ 2000cc,
2000cc-5), and extends the use of the property as eligible for the same rights and
protections as other forms of religious practice (Adams 2002, 2364).3

RLUIPA provides that no government may enact a land use regulation that
“imposes a substantial burden on the religious exercise of a person, including a
religious assembly or institution, unless the government demonstrates that imposi-
tion of the burden on that person, assembly, or institution is in furtherance of a
compelling governmental interest; and is the least restrictive means of furthering
that compelling governmental interest.” Further, RLUIPA defines religious exercise
as: “any exercise of religion, whether or not compelled by, or central to, a system of
religious belief. The use, building, or conversion of real property for the purpose of
religious exercise shall be considered to be religious exercise of the person or entity
that uses or intends to use the property for that purpose” (42 U.S.C. § 2000cc-5).4

RLUIPA “calls for responsible religious freedom and responsible government: the
statute protects churches that are attentive to neighbors and community, and affirms
municipalities that address adverse impacts of religious land use with controls that
are direct, carefully tailored, and evenhandedly applied” (Carmella 2009, 488–90).
This well-choreographed dance between local municipalities and the religious
institutions within their boundaries contributes to the social capital of society,
allowing these institutions to provide for their communities while at the same
time enacting zoning provisions that promote the safety and welfare of the commu-
nity (Carmella 2009, 488).

In the years before RLUIPA, the law was murkier; courts were reluctant to
interfere with local zoning laws. Courts, as well as cities and their inhabitants, had
become used to the tight controls andmonitored growth of zoning codes, wary of the
instability that might ensue with less stringent land use controls (Carmella 2009,
494; Sunstein 1989, 473).5 Courts saw zoning ordinances as a stabilizing force in
communities and were reluctant to shake things up, preferring instead to see the
benefits and stability of anticipated land use patterns that the zoning ordinances
provide (Carmella 2009, 496–97). The courts’ opinions, particularly in reviewing
religious land use and auxiliary uses, varied greatly depending on a number of
factors, including the location of the church and the specificity of local ordinances
(Galvan 2006, 219).

Recognizing the importance of auxiliary uses to a church, the court sometimes
ruled in favor of claimants even if the practice was not fundamental to the religion.
In St. Johns Evangelical Lutheran Church v. City of Hoboken, for instance, the city of
Hoboken tried to close a homeless shelter that provided meals and a place to sleep
for dozens of individuals (479 A.2d 935, 939 (1983); Stout 2011, 465). The church
argued that offering sanctuary was a tradition firmly entrenched in its history and
that closing the shelter would put many people at risk. While it was clear that
imminent harm would result if the church were forced to cease its operations as a
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homeless shelter, the court acknowledged that the city’s concerns for following
health and safety protocols should also be addressed. The New Jersey Superior
Court found that it would be a “travesty of justice and compassion” for the city to
prevent the church from operating a homeless shelter. The court reasoned that
providing for the poor was a principal use of the church, protected from the reach of
the city’s zoning power (St. Johns v. City of Hoboken, 479 A.2d 935, 939 (1983)). In an
effort to comply with health and safety standards, the church agreed that it would
reduce the number of occupants to 20 and was then permitted to carry on its
operations (939).

RLUIPA clarified the protection of what constitutes the free exercise of religion.
Religious practice is many things to many people. It can range from actual prayer in
an organized fashion within the walls of a church to daycare or social services that
the church provides, or even educational or recreational activities. This breadth of
possible over-inclusive activity has been cited by one court as possibly including
“parking lots and playgrounds, convents, rectories, and monasteries . . . day care
centers, drug rehabilitation centers, and softball fields” (Warner v. Phuoc Long
Buddhist Temple of CT, Inc., 2010 WL 4352716, citing Rathkopf and Rathkopf
1978, 20–53). Too broad a reading would allow RLUIPA to cover all auxiliary uses,
permit these uses to function outside of regular land use regulation, and perhaps
grant religious landowners an immunity of sorts from local ordinances (Galvan
2006, 209). One commentator has questioned whether RLUIPA allows churches too
much lenience to the detriment of the community (Hamilton 2012, 959).

RLUIPA broadly defines religious exercise as any exercise of religion, whether or
not it be central to religious belief; the building in which these things take place is an
extension of that exercise (RLUIPA. 42 U.S.C. § 2000cc), thereby removing the
necessity of analyzing whether a particular use is integral to an individual’s or
organization’s religious exercise (Midrash Sephardi, Inc. v. Town of Surfside, 366
F.3d 1214 (11th Cir. 2004)). The rationale behind accessory uses is to allow religious
organizations to carry out the principal use, to “operate fully with the necessary and
appropriate accessory uses allowed” (Saxer 2008, 596). This expansive view would
pull in any use of the property if the church can tie that use to furtherance of its
religious mission. The social services and community endeavors of a church are
safeguarded simply because of this linkage to religion.

There are limitations, however. The fact that an accessory use is employed by a
religious entity does not automatically guarantee it protection as a religious exercise
(Saxer 2008, 619). In Westchester Day School v. Village of Mamaroneck (386 F.3d
183, 189 (2d Cir. 2004)), for instance, the district court granted summary judgment in
favor of a religious school whose application to make improvements to its building
had been denied. The district court did not address the issue of whether the
expansion of the school was for religious purposes. Rather, the court reasoned that
the project was religious in nature because the school was a religious school attended
by students who wished to further their religious education and was therefore
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protected from local land use ordinances under RLUIPA (189). On appeal, the 2nd
Circuit argued that under this logic, if two schools applied for the expansion of their
gymnasium with the only difference being that one was a religious school, the
zoning board would not be allowed to reject the application of the religious institu-
tion (189). The circuit court vacated the decision and remanded the case back to the
district court to review, among other issues, whether the scope of RLUIPA manages
to protect the free exercise of religion without conferring special benefits to
religion.6

This requirement of furtherance of religious practice in order to withstand
scrutiny under RLUIPA will be vital in answering the question of how to replace
social services provided by a church that is now a residential structure. It will not
simply be an exercise of moving the services to a different location in the same
neighborhood because the loss of religious exemption means that the use will most
likely violate zoning regulation. As will be discussed, infra, the loss of community
benefit without direct method of replacement differentiates the conversion of a
church from other instances of development.

church closings

Many of the churches established during the great migration to U.S. cities are
standing as empty edifices with high maintenance bills and few parishioners to
pay those bills. It is important to note that the conversions to condos are not causing
the closing of churches. Cities such as Pittsburgh, Detroit, Philadelphia, Chicago,
and Boston all suffered large population losses in the last half of the twentieth
century. These urban churches have fallen victim not just to the changing demo-
graphics of urban America, but were also dealt a knockout blow of dwindling church
attendance.7

As one scholar who studies Catholic demographic trends points out, there are
beautiful religious structures in New York and Philadelphia and Cleveland – all the
urban areas that have seen decreases in population (Wang 2015). She goes on to note
that as population decreases, the people in the pews are elderly and are not being
replaced by younger generations. In response to these and other pressures, churches
are closing at a good clip. However, church closings are not evenly distributed. For
example, during an earlier round of church closings by the Catholic Archdiocese in
Philadelphia, there were charges that the church was abandoning the inner city
(Rzeznik 2009, 73–90). Indeed the Archdiocese of Detroit learned the importance of
narrative in the late 1980s when it received harsh criticism by citing “white flight” as
the underlying reasons for the closings (Bridger and Maines 1998). The massive
physical size of most of the churches constrains incremental downsizing. Once the
decision to close is made, the entire structure becomes abandoned.

Nationally, Roman Catholic churches date, on average, from 1920, with the
majority having been built between the 1940s and 1950s (Gray 2011). The number
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of parishes peaked around 1990 with 19,620 churches. Some of these churches
closed, some merged. Many consolidated services so that many parishes share
services with other parishes. According to the CARA, the center specializing in
social science research about the Catholic Church, about a third begin a multi-
parish arrangement during the period 1995–2004 and another third from 2005 or
later so that 67 percent of parishes began sharing services from around the year 1995
through the present (Gray 2011).

The 2000s saw a drop in the number of Catholic churches to 1965 levels. Catholic
parishes numbered about 19,000 in 2000. By 2010, the number was fewer than 17,800
(Gray 2011). The decline can be seen in specific cities. In Detroit, for instance, the
Archdiocese of Detroit saw the largest number of closings in 1989, with 26 churches
closed that year, many of them ethnically oriented congregations that once served
the local Polish and German communities (Archdiocese of Detroit 2016). Among
the reasons for the decline in Detroit parishioners was the construction of a major
highway that required the demolition of 500 homes, leaving parishes without
parishioners, and contributing to the decline in church attendance (Bukowczyk
1984). In one Detroit neighborhood, the area never recovered from civil unrest in
1967 and churches merged until finally the remaining church building was sold to a
developer (Detroiturbex.com 2016).

The Archdiocese of New York instituted dramatic cuts in 2015 with 40 parish
closings and 59mergers (Archdiocese of New York 2015). The number of parishes in
the Archdiocese of Chicago shrank considerably in 1990, with 32 closings
(Archdiocese of Chicago, Archives and Records Center). In 2004, the Archdiocese
of Boston announced sweeping closures and mergers. The pain was not evenly
spread. Sixteen of the 66 closed or merged parishes were in the city of Boston. In
the entire diocese, the number of urban churches was reduced by 27 percent
(Boston.com 2016).

The loss was felt not only in the Catholic Church, but in other denominations,
as well. The Presbyterian Ministry saw its highest number of closings in
2012 (Presbyterian Church Summaries of Statistics – Comparative Statistics;
www.pcusa.org). The church dropped from 10,466 churches nationally in 2011 to
9,829 in 2014. The bishop explained that the closings “were necessary . . . because of
shortages of cash, worshippers and priests,” and were “mostly in inner-city neighbor-
hoods and inner-ring suburbs” (O’Malley 2010). The Lutheran Church saw a steady
rate of closings nationally between 2000 and 2014, with an average of 36 churches
closing each year.8 In 2002, the Episcopalian Church had 7,305 parishes nationally.
By 2013, that number had shrunk to 6,622 (Episcopal Church 2013).9

demographic changes in america’s central cities

Church closings were predicated not just by a decrease in church membership, but
also by population loss. Many of these churches stood in neighborhoods that
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suffered through massive population hemorrhages. However, although church
attendance has yet to see a significant resurgence, it is a new day of population
gains in many U.S. cities. After decades of persistent population loss, it appears that
American urban centers have turned the corner. The first decade of the millennium
followed the demographic pattern of the preceding 50 years of suburbs growing
faster than cities. However, from 2010 to 2013, the growth pattern reversed. In fact, in
these three years, cities gained more people than they did in the entire preceding
decade (Frey 2014). In contradistinction to stories in the popular press, Baby
Boomers are not driving this urban population growth (Bahrampour 2013; Keates
2013). This urban renaissance is driven by millennials (Couture 2015). Cities such as
Buffalo, Cleveland, New Orleans, and Pittsburgh (all population losers over the
previous 50 years) saw a significant increase in their young, college-educated
population (Miller 2014). Central Philadelphia (extending to South Philadelphia
and Fishtown) has grown somuch over the past 15 years that it now ranks second only
to Midtown Manhattan when it comes to people living in the heart of a city (Philly
2015). Changing lifestyle preferences (walkability/public transportation,10 the “hip”
factor), coupled with the deindustrialization of the cities, are drivers of the millen-
nial attraction to living in central cities (Brinig 2014, 160; Glaeser 2006).11 One real
estate industry spokesman went so far as to assert that “The Millennial generation is
the key to a sustained real estate recovery” (RealtyTrac 2014).

The central city “recovery” comes at a time when magnificent churches are
undergoing deconsecration, renovation, and conversion. No exact data draw a direct
line, but the increased supply of condominiums is feeding the demand of new urban
dwellers. Church conversions present an interesting offering often in areas that are
more affordable as they undergo demographic transition.

church conversions to condos – some examples

From an architectural perspective, an abandoned church is a breathtaking oppor-
tunity for adaptive reuse. In fact, churches have been converted to artist studios,
community centers, and even brew pubs! However, these uses invite others into the
neighborhood without permanence. The focus on reuse as residential use (apart-
ment or condominium) requires us to address the issue on a deeper level as the use
introduces not just a change within the walls of the structure, but also a change in
the composition of the neighborhood. Paradoxically, it is easier to convert a church
to a condominium or apartment because, as noted earlier, they generally are located
in a residential neighborhood and therefore the new use usually does not require a
rezoning effort.

St. Anthony’s of Padua Roman Catholic Church was built in 1889 to serve the
Gray’s Ferry neighborhood in Philadelphia. The church served as a neighborhood
anchor for 113 years. Its path was in line with the now well-worn story. Where the once
thriving parish had 2,000 families and five priests, it dwindled to 175 families and one

140 Georgette Chapman Phillips

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


priest. The church closed in 1999, and another denomination (Greater St. Matthew
Baptist Church) bought the property in 1999. However, mounting maintenance costs
and lack of parking sealed its fate and that congregation moved out in 2014.
Neighbors met with the developer to try to convince him to use the space as a
community center, but were told that only use as housing could find financing. In
the end, the neighbors were consoled by the fact that the structure could not be
demolished due to its historical certification so that, although the use would be
housing, the building’s façade would remain. It was sold to a developer that
converted it to apartments. Gray’s Ferry (and the whole area known as Graduate
Hospital or Center City West) is quickly gentrifying. In one study, the Graduate
Hospital area had the largest gains in home price–income ratio in all of
Philadelphia between 2000 and 2014 (Pew Trust 2016). According to the real estate
website Trulia.com, the median sales price of a home in the Graduate Hospital
community was $338,000 in September 2010, peaked at $435,000 in 2014, and stood
at about $405,000 in September 2015. The median rent for the area has risen from
$1,800 in April 2015 to about $2,075 in 2016. Christened “Sanctuary Lofts,” the
apartments are leasing for $1,200–$1,650/month.

Holy Trinity German Catholic Church in Boston’s South End, like other
churches, was much more than a physical structure. Holy Trinity was the only
German Catholic Church in Boston in the 1800s, and new immigrants joined the
church to hear Mass in their native language (Holy Trinity 2016). The present
structure was dedicated in 1877 (Holy Cross 2016). In recent years, it also served as
base of operations for a day program for homeless adults and a center for at-risk
youth, a regular concert series, and social justice ministries. The Boston Archdiocese
closed the building in 2008 and deconsecrated it in 2012, citing declining attendance
and increased maintenance costs (Keith 2014). Holy Trinity parishioners formed a
preservation group inOctober 2013 and lobbied for the church to remain open. They
proposed to assume all the maintenance costs of Holy Trinity Church in return for
the Archdiocese authorizing one Mass there per year. That proposal was rejected
(Boston Catholic Insider 2014). When the Archdiocese of Boston sold Holy Trinity to
NewBoston Ventures for $7million in 2014, the archbishop stipulated that the use of
a relegated church may be “profane but not sordid.”12 Vacant for nearly five years, it
will come to life again – not as a church, but as high-priced condominiums. The
South End real estate market is bursting with development amid the current hot real
estate market (D. Adams 2015a). Now christened “The Lucas,” the former church
has been transformed into a luxury condominium building with 33 units that come
with a price tag of mid-$600,000 to $4,000,000 (Pohle 2016).

weaving new neighbors in place of religion

When the new occupants of the former church move in, they bring new sensibilities
to the neighborhood. Familiar refrains of gentrification ring true, but in these
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instances, the newcomers represent more than an addition – they represent a loss.
Whether it is a community center, a food pantry, or a safe space for at-risk youth, the
community loses valuable social capital in the conversion of the church in a way that
other development does not engender. Just as Brinig and Garnett (2014) contend
about Catholic schools, the social capital churches generate make them effective
community institutions and their loss brings tangible detriment to the neighbor-
hood. In certain respects, conversion of a church sidesteps many of the displacement
arguments put forth by scholars and policy makers who oppose gentrification (Lees,
Slater, and Wyly 2008, 196). No one is forced to move; no existing housing is torn
down or gutted.13 This may serve to make the repair of social capital easier. Building
of social capital is another way of promoting trust building between the new and the
existing neighbors. Just as Matthew Desmond notes (Chapter 7, this volume), trust
in your neighbors is crucial. Trust and norms of civic cooperation are essential to
well-functioning neighborhoods (Knack 1997, 1283). I suggest, in the same vein as
Hankins andWalter, that we should strive for gentrification harnessed for the good of
the neighborhood (Hankins and Walter 2012, 1519).

To realize the full picture, the reuse of a church must be approached with a more
inclusive notion of value. Like any real estate transaction, valuation of church
property for development relies on cap rates and discounted cash flows. But there
is more to fold into the calculation. For instance, many of the negotiations over
converting a church can center on the building itself, especially if the building is of
historical significance. Whether this designation is precisely linked to higher value
(a topic discussed in several chapters of this volume), smart developers recognize the
amenity value of the physical structure of the church (whether or not it is historically
certified) and monetize that value into the purchase price (D. Adams 2015b).14

I submit another component of the value is the social capital generated by the
ancillary activities of the church. This capital can be described as both collective
efficacy15 and actual social services. The loss of this social capital should not be
borne by the community. To recoup that loss, a fee attributable to replacement value
must be established and borne by either the developer or the church.

The easy solution would be to require replacement of the lost social services
within the renovated structure as a condition for any development. This is an
imperfect solution for two reasons: first of all, it does not capture the lost community
cohesion. Second, due to the zoning issues detailed, supra, this is not a feasible
alternative for legal reasons. In this instance, zoning works to the detriment of the
existing neighborhood, as the value of the social services vanish upon redevelop-
ment. Although there is no way for the new development to replace the religious
services of the former church, the social services and other amenities can be shifted
to other service providers in the neighborhood. I can suggest two ways to ameliorate
the effect of loss of social services when a church is closed. Both require an
imposition of a fee, but differ in who pays the fee: the church (seller) or the
developer (buyer). The fee is shifted either backward to the seller in the form of a
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reduced purchase price or forward to the developer, who will most likely pass it on to
the homebuyer in the form of increased price (Rosenberg 2006, 213).

One alternative shifts the payment of the fee to the seller (i.e., a reduction in the
net sale price). In this scenario, a portion of the sale price is put into a set-aside or
escrow by the seller. The amount of the set-aside would be a rough approximation of
the cost to replace the social services provided by the church. This amount would be
donated to the church’s social service provider for use by other churches in the
neighborhood or close proximity. This method has the advantage of placing the
burden of internalizing the externalities on the party whose action causes them to
occur. When the diocese (or other canonical body) decides to close a church, an
inventory and cost of social and community services that take place in the building
should be calculated. Upon sale, an amount sufficient to continue the activity at
another location will be held back from the purchase price in the same manner as
other escrow accounts (such as environmental escrow accounts).

The other alternative is to require the developer to contribute a fee to social
service agencies to offset the impact of the loss of social services in the church. Akin
to the Percent for Art fee in Philadelphia16 or the fee imposed on hotel conversions
in San Francisco17 this method would be less tied to the community, but more easily
assessed than a fee to the diocese. Whether this fee is shifted to the ultimate buyer in
the form of a high price or paid by the developer in lower profit is open for debate
(Ihlanfeldt and Shaughnessy 2004). There is even evidence of “overshifting” where
the homebuyer’s cost includes a multiple of the fee (Rosenberg 2006, 12). The
important point is that the costs of the externalities of development are accounted
for in the transaction and are not borne by the third-party members of the
community.

Impact fees (or exactions) have had a long and somewhat contentious relationship
with development. A fee for redeveloping a former church is a monetary imposition
that would potentially be subject to heightened “exactions” scrutiny after the court’s
ruling in Koontz v. St. Johns River Water Management District (570 U.S. ___, 133
S. Ct. 2586 (2013); see also Fennell and Peñalver 2013, 335). Cynically, exactions can
be described as extortion – the city holds a building permit hostage for ransom.
However, they provide an efficient means to internalize externalities of develop-
ment. Although some thought Nollan v. Calif. Coastal Comm’n. (483 U.S. 825
(1987)) and Dolan v. City of Tigard (512 U.S. 374 (1994) – the two decisions that
set out the “nexus” and “proportionality” requirements for exactions – would slow
(or even stop) municipalities from utilizing impact fees, the report of their death was
greatly exaggerated.18 The full impact of the recent decision in Koontz remains to be
seen. Land use law commentators are split as to whether Koontz was the “worst
takings decision ever” (Echeverria 2014, 1), or a “straightforward application” of
Nollan and Dolan (Martin 2014, 39). Nevertheless, with an amenable state statute,
a reasonable degree of nexus and rough proportionality, impact fees remain popu-
larly used today to fund street widening, green space provisions, and more.19
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Returning to the question of how to replace the loss of community services when a
church is converted, the notion of an impact fee can be applied. However, in this
case, instead of the municipality receiving the fee, it would be directed to an
approved social service agency or other approved not-for-profit whose work can
replace the loss in social services or community amenity. In light of the flourishing
network of community-based organizations and faith-based social service agencies
performing more and more of the social work done in America’s urban centers, a fee
for the impact of lost social services can be easily tied to a continuation of those
services by another provider.20

In either of the proposed schemes, current neighborhood residents will benefit as
they see that part of the purchase price is expressly dedicated to preservation of the
social fabric that is now being rewoven. New residents will recognize that moving
into a former church is more than a residential decision, thus hopefully sowing the
seeds of neighborhood interaction from the very beginning. Community does not
have to be lost when a church is converted. Through deliberate action to retain the
humanitarian and social impact initiatives, it can find new life to the benefit of all.
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Notes

1. Unfortunately, there have also been allegations that the church’s power and
influence was used to the detriment of the community. For example, during
the subprime crisis, it came to light that high-cost home loans were targeted to
African Americans by using the black churches. SeeMayor &City of Baltimore v.
Wells Fargo, Third Amended Complaint at 21–22 (www.clearinghouse.net/detail
.php?id=11725).

2. Although arguably the intertwining of federal welfare policy and religion began
earlier. For example, the 1996 welfare reform legislation included a provision
known as Charitable Choice. This provision made it possible for churches and
other religiously oriented service organizations to receive government funds
more easily.

3. The other issue RLUIPA addressed was to protect the right of institutionalized
people to the free exercise of religion.

4. RLUIPA sought to provide an alternative to past legislation, building on the
overly broad reach of the earlier, invalidated Religious Freedom Restoration Act
that infringed on the states’ autonomy (the “RFRA”) (42U.S.C. § 2000bb (1993)),
and the lack of consensus regarding the never-enacted Religious Liberty
Protection Act of 1998 (the “RLPA”) (H.R. 4019, § 2(a)-2(b) (1998)).

5. Sunstein states, “In the aftermath of the New Deal reformation, courts have been
reluctant to use the Constitution’s explicit protection of property and contracts in
a way that would seriously interfere with social and economic regulation”
(1989, 473).

6. See also World Outreach Conference Center v. City of Chicago, 787 F.3d 839

(Ill. 2015), where the court questioned whether a religious organization is entitled
to “more favorable treatment than a secular institution” when the organization
challenged a requirement that it obtain a special use permit for an exercise facility.
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7. In his bookUrban Exodus, Gerald Gamm (1999) presents an interesting contrast
between Jews and Catholics as each group pulled up stakes and left the city for
the suburbs. He asserts that the relative longevity of Catholics in the city is tied
to the geographic linkages with the neighborhood parish. In contrast, Jewish
residents were free to recreate religious centers freed from geographic ties.

8. A high of 43 Lutheran churches closed in 2006, and a low of 19 closed in 2013.
Archives of the Evangelical Lutheran Church in America, email correspon-
dence dated September 21, 2015, with an archivist from the Episcopal Church,
who drew the numbers from his microfilm database.

9. Table of Statistics of the Episcopal Church. www.episcopalchurch.org/files
/2002TableofStatisticsoftheEpiscopalChurch.pdf. Domestic Fast Facts 2013.
www.episcopalchurch.org/files/domestic_fast_facts_2013.pdf.

10. Interestingly, younger people are forgoing obtaining a driver’s license. Not only
has there been a slight uptick for 14–34-year-olds without a driver’s license (from
21 percent to 26 percent), there has been marked increase in people aged 20–34
(the workers of the immediate future) without a driver’s license, from 10.4
percent to 15.7 percent. www.uspirg.org/sites/pirg/files/reports/Transportation
%20%26%20the%20New%20Generation%20vUS_0.pdf.

11. This “cool” factor received widespread attention following Richard Florida’s
(2002) book The Rise of the Creative Class. See Brinig and Garnett 2014, 160; see
also Glaeser andGottlieb 2006 (“[T]he desire of consumers to live in these cities
has increased enormously as a result of changes in style of government, improve-
ments in law enforcement technology and rising incomes that have raised
demand for high-end urban amenities.”).

12. According to the Code of Canon Law Ch.1 Can. 1222 sec 1 www.vatican.va
/archive/ENG1104/_P4H.HTM, profane means that which takes place outside
the temple.

13. Admittedly, though, it does contribute to the escalation of neighborhood rents.
14. One developer commented: “These are architecturally significant buildings. . . .

It adds a lot of character and flavor to the city to keep them around, and I’m all
for that – as long as the numbers work.” www.bostonglobe.com/business/2015
/04/20/turning-churches-into-housing-unique-challenge-for-developers/UFPYD
tq0teHdtjBhzhuWxL/story.html.

15. I use this term in the vein of Robert Sampson in questioning the role of
institutions in contributing to neighborhood stability. See, e.g., Morenoff,
Sampson, and Raudenbush (2001).

16. The Philadelphia Redevelopment Authority requires developers to contribute 1
percent of construction costs on PRA-assembled developments to a fund dedi-
cated to the commissioning of original, site-specific works of art. www.philadel
phiaredevelopmentauthority.org/percent-for-art. This same type of program has
come under fire in Oakland, CA, with a lawsuit filed claiming the requirement
violates the Constitution’s Takings Clause. See www.bizjournals.com/sanfran
cisco/blog/real-estate/2015/07/oakland-development-public-art-fee.html.

17. Upheld by the California Supreme Court in San Remo Hotel v. City and
County of San Francisco, 27 Cal 4th 643,41 P 3rd 87 (2002).

Church Condo Conversions and Neighborhood Change 149

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

http://www.episcopalchurch.org/files/2002TableofStatisticsoftheEpiscopalChurch.pdf
http://www.episcopalchurch.org/files/2002TableofStatisticsoftheEpiscopalChurch.pdf
http://www.episcopalchurch.org/files/domestic_fast_facts_2013.pdf
http://www.uspirg.org/sites/pirg/files/reports/Transportation%20%26%20the%20New%20Generation%20vUS_0.pdf
http://www.uspirg.org/sites/pirg/files/reports/Transportation%20%26%20the%20New%20Generation%20vUS_0.pdf
http://www.vatican.va/archive/ENG1104/_P4H.HTM
http://www.vatican.va/archive/ENG1104/_P4H.HTM
http://www.bostonglobe.com/business/2015/04/20/turning-churches-into-housing-unique-challenge-for-developers/UFPYDtq0teHdtjBhzhuWxL/story.html
http://www.bostonglobe.com/business/2015/04/20/turning-churches-into-housing-unique-challenge-for-developers/UFPYDtq0teHdtjBhzhuWxL/story.html
http://www.bostonglobe.com/business/2015/04/20/turning-churches-into-housing-unique-challenge-for-developers/UFPYDtq0teHdtjBhzhuWxL/story.html
http://www.philadelphiaredevelopmentauthority.org/percent-for-art
http://www.philadelphiaredevelopmentauthority.org/percent-for-art
http://www.bizjournals.com/sanfrancisco/blog/real-estate/2015/07/oakland-development-public-art-fee.html
http://www.bizjournals.com/sanfrancisco/blog/real-estate/2015/07/oakland-development-public-art-fee.html
https://doi.org/10.1017/CBO9781316691335


18. For an excellent review of this topic, see Rosenberg (2006).
19. The Growth Management Act of Washington State, for instance, allows permits’

impact fees to be used for: “(a) public streets and roads; (b) publicly owned parks,
open space, and recreation facilities; (c) school facilities; and (d) fire protection
facilities.” R.C.W. Title 82, chapter 82.02.090. The Open Space Impact Fee
Program of Chicago helps generate green spaces in the city. See more at www
.cityofchicago.org/city/en/depts/dcd/supp_info/open_ space_impactfee.html.

20. See Wuthnow (2006, 138) for discussion of the efficacy of using faith-based
organizations to provide social services.
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7

How Housing Dynamics Shape Neighborhood Perceptions

Matthew Desmond

If neighborhood perceptions can drive selection into and out of certain areas,
influence the concentration of social problems, exacerbate negative health out-
comes, and steer urban policy, then identifying factors that influence those percep-
tions is crucial to understanding city life and developing effective urban policy.
What shapes how we see city streets? Research has shown that perceptions of
disorder are influenced less by outright signs of decay and neglect – e.g., litter,
broken windows, graffiti, public nuisances, crime – than by the kinds of people who
inhabit a neighborhood. As it was at the turn of the century, when Du Bois ([1899]
1996) was writing about Philadelphia, and as it was at midcentury, when Jacobs
(1961) was writing about New York, race infuses our evaluations of urban neighbor-
hoods. Sampson demonstrates that nonblack residents are more likely to leave the
city if they live in neighborhoods where blacks have a growing presence (2012, 300).
Quillian and Pager show that city dwellers’ perceptions of crime are positively
associated with the percentage of young black men in their neighborhood, control-
ling for crime levels and other neighborhood factors (2001).

Race casts a long shadow over neighborhood perceptions. What else does? Here,
urbanists are surprisingly quiet; and their silence leaves us particularly unprepared
to understand the views of residents in racially segregated neighborhoods, where the
vast majority of Americans live. Most surprisingly, researchers have neglected
to appreciate how housing dynamics shape neighborhood perceptions. When Du
Bois ([1899] 1996, ch. 15) set out to write about “the environment” of black
Philadelphians, he began by analyzing “houses and rent.” Only after reviewing the
cost, quality, and spatial organization of housing in the ghetto did he broaden to
“sections and wards.” Du Bois recognized that the house and the neighborhood were
intimately linked. But this insight was largely lost on the Chicago School, whose
scholars came to view neighborhoods as “moral regions” or sites of residential
attainment, a preoccupation that neglected the fact that neighborhoods were also
markets and largely owned, in the case of the inner city, by landlords who do not live
within their borders. As the neighborhood became a core object of social-scientific
analysis, the house faded from view. Despite the efflorescence of research on
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neighborhood effects (Sampson et al. 2002; Sharkey and Faber 2014), we still know
relatively little about the role housing dynamics play in shaping the characteristics
and perceptions of city blocks.

To understand the link between housing and neighborhood dynamics, this
chapter investigates how three housing dynamics – (1) residents’ reasons for moving;
(2) their strategies for finding housing; and (3) the quality of their dwelling –
influence neighborhood perceptions. Drawing on a novel survey of renters in
Milwaukee, it finds that city dwellers who relocated to their neighborhood after an
eviction, who found their apartment through a nonprofit or government agency, and
who experienced long-lasting housing problems harbored lower evaluations of their
neighborhoods. These findings indicate that any theory of the neighborhood will be
incomplete without accounting for the influence of housing dynamics.

forced into a neighborhood

Social scientists have long remarked that low-income families experience high rates of
residential instability without explaining why this is so. Recent research, however, has
revealed the high prevalence of eviction in the lives of renters, demonstrating that poor
familiesmove somuch simply because they are forced to (Desmond,Gershenson, and
Kiviat 2015). Over the past decade, low-income families have watched their incomes
stagnate while their housing costs have soared. Meanwhile, only one in four families
who qualify for housing assistance receives it. These transformations have led to
a rapid increase in severely rent-burdened households – according to the American
Housing Survey, roughly half of poor renting families spend at least half of their
income on housing (Eggers andMoumen 2010) – and eviction has become a common
occurrence in the lives of low-income families. InMilwaukee, the setting of this study,
one in eight renter households experiences an involuntary move every two years
(Desmond and Shollenberger 2015). Nationwide, renters in more than 2.8 million
homes believe they will be evicted soon (Desmond 2015).

While middle-class families may exert a good deal of control and intentionality over
their mobility decisions, poor families often are forced from their homes.1 In the harried
aftermath of eviction, finding subsequent housing consumes renters’ time and atten-
tion. Because many landlords reject recently evicted applicants, displaced families
often apply to dozens of apartments before being accepted to one, their housing search
stretching on for months (Desmond 2016a). When they finally do find subsequent
housing, it is often substandard and located in disadvantaged neighborhoods (Desmond
et al. 2015; Desmond and Shollenberger 2015). But when the alternative is home-
lessness, the priority of finding shelter takes precedence, even if it means moving into
a run-down apartment on a dangerous block. As onemother I met during fieldwork put
it to her children after their eviction: “We take whatever we can get” (Desmond 2016a).

It is one thing to enter a neighborhood voluntarily; it is quite another to relocate in
the exhausting and stressful aftermath of an eviction. Yet no study has investigated
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the relationship between the circumstances by which families select into
a neighborhood and their perceptions of that neighborhood. If many families settle
for a place after their eviction, taking “whatever they can get,” we might expect them
to have lower evaluations of their neighborhood than those who moved under less
trying circumstances. This leads to the following hypothesis:

Hyp. 1. Renters whose previous move was forced will express less favorable views of
their neighborhood than renters who entered the neighborhood through
more voluntary means.

finding a neighborhood

Besides overlooking why families move, conventional accounts of neighborhood
selection also tend to ignore how families move (though see Farley 1996; Krysan
2008): the multiple ways they locate subsequent housing. “More often,” write
Ludwig and collaborators, “we do not know exactly what is driving the [neighbor-
hood] selection process, and we should worry that selection could occur in part on
the basis of factors that are not well understood or easily measured” (2008, 176). But
we can study directly “what is driving the selection process,” treating neighborhood
selection as an important topic of inquiry in its own right (Sharkey 2013).
“In examining the sources and social consequences of residential sorting,”
Sampson has argued, “we need to conceptualize neighborhood selection not merely
as an individual-level confounder or as a ‘nuisance’ that arises independent of social
context. Instead, neighborhood selection is part of a process of stratification that situates
individual decisions within an ordered, yet constantly changing, residential landscape”
(2008, 217).

The relocation strategies of urban renters may be meaningfully diverse. Some
may undertake a search independently, scanning the newspaper, local media
sources, or the Internet for housing options. Others may use state, municipal, or
nonprofit social-service agencies. Still others may rely on network ties, relocating to
neighborhoods because a family member or friend told them about a unit coming
available or referred them to a landlord (Rossi [1955] 1980, 207–10). Could the ways
renters find housing influence their neighborhood perceptions?

There is a qualitative difference between finding an apartment through your own
efforts or those of your social network andmoving into a place found or assigned by a
third-party agency, such as the Public Housing Authority. It is the difference
between placing yourself and being placed in a neighborhood. In the former
instance, renters may have spent more time, money (e.g., application fees), and
social capital during their housing search, which may kindle a psychological desire
to reap returns on their efforts. Should the neighborhood be unsafe or otherwise
distressed, renters who found housing alone or through their social connections have
no one to blame other than themselves or their close ties, while renters who found
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housing through a nonprofit or government agency can blame a third party. These
considerations lead to the following hypothesis:

Hyp. 2. Renters who located housing themselves or by relying on social networks
will express more favorable views of their neighborhood than renters who
found housing through a government or nonprofit agency.

seeing your neighborhood through cracked windows

Besides paying attention to the circumstances of city dwellers’ previous moves, and the
ways they located subsequent housing, I also consider the condition of a family’s house.
Housing quality in the United States has increased significantly over the past decades
(Schwartz 2010). However, some low-income families still live in degrading and dan-
gerous housing conditions. According to the American Housing Survey, 1.2 million
renter-occupied units had severe physical problems in 2011 (Desmond 2016a).

For many city dwellers, most of their time spent in a neighborhood is spent in their
homes. Poor housing conditions could influence residents’ neighborhood perceptions
in at least two ways. First, such conditions could dim their perceptions of the world in
general. Studies have linked housing problems to poor mental health outcomes,
including depressive symptoms, anxiety, and neurological disorders (Evans, Wells,
and Moch 2003; Shaw 2004); and quasi-experimental evidence suggests that housing
improvements can improve mental health outcomes (Curl et al. 2015). Negative
mental health outcomes could be a mechanism through which poor housing condi-
tions deflate residents’ perceptions of their neighborhood.

Second, city dwellers with poor housing conditions may spend less time in their
homes and thus may bemore regularly exposed to neighborhood disorder and crime
simply by virtue of heightened neighborhood usage. One way to cope with sinking
bathtubs, stopped-up plumbing, and no heat is by spending as little time in your
home as possible. As one resident of a low-income trailer park in Milwaukee told
me: “My trailer is a hotel. . . . I sleep there, and that’s about it. I wake up in the
morning and leave and go to bed at night, and that’s it.” Housing problems are
concentrated in disadvantaged neighborhoods (Desmond 2016a). Residents of those
neighborhoods who flee poor housing conditions may find themselves confronting
a different set of problems in the form of public disorder or violence. These paired
considerations lead to the following hypothesis:

Hyp. 3. Renters living with poor housing conditions will express less favorable
views of their neighborhood than renters who live in higher-quality housing.

data

To test these three hypotheses, this study draws on theMilwaukee Area Renters Study
(MARS), an original survey comprised of more than 250 unique questions asked of
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1,086 tenants in Milwaukee’s private housing sector (Desmond 2016b).2 From 2009

to 2011, households were selected into MARS through multi-stage stratified sam-
pling. Blocks were randomly selected from strata so as to create a sample general-
izable toMilwaukee’s rental population. This sampling strategy drew from 168 of 591
unique block groups, representing 28 percent of Milwaukee block groups. When
a block was selected into the sample, interviewers visited every renter-occupied
household in it, saturating the targeted areas. To bolster response rate and data
quality, surveys were administered in person in English and Spanish by professional
interviewers at tenants’ place of residence. For each household, interviewers sur-
veyed an adult leaseholder or, should a leaseholder be unavailable, an adult knowl-
edgeable about household financial matters. According to the most conservative
calculation (AAPOR Rate 1), MARS has an 83.4 percent response rate.

After data collection, custom design weights were calculated to reflect the inverse
of selection probability, facilitated by a Lahiri (1951) procedure, based on the
demographic characteristics of Milwaukee’s rental population and adjusted to
MARS’s sample size. The Lahiri procedure allows the sampler to select probability
samples (with a probability proportional to size) and to compute the selection
probabilities for the resulting sample. Selection probabilities are then used to
calculate the design weights for the overall sample. I use custom weights when
presenting descriptive statistics.

The characteristics of Milwaukee’s residents (Pager 2007) and rental market
(U.S. Department of Housing and Urban Development 2009) are comparable to
those of many U.S. cities. Most low-income city dwellers neither own their homes
nor live in public housing (Desmond 2015; Schwartz 2010). MARS’s focus on the
private rental market, then, reflects the experiences of the vast majority of low-
income families.3 That said, it is important to bear in mind that the MARS sample
excludes homeowners, and the extent to which these findings apply to other cities
remains to be seen.

main outcome variables

This study relies on two measures of neighborhood perception: the degree to which
renters trust their neighbors and the amount of concentrated suffering renters believe
to be within their neighborhood.

Perceived Trust. Cultivating social capital and collective efficacy on the local
level depends in large part on the degree to which neighbors find one another
trustworthy. Studies have shown that social trust not only serves as the founda-
tion for civic engagement and reciprocal exchanges that help families make
ends meet (Putnam 2001; Sampson 2012); it also is linked to individual health
outcomes and other indicators of well-being (Kawachi et al. 1997). Accordingly,
I measured renters’ neighborhood perceptions through the question: “How
much do you trust people in your neighborhood?” Responses were recorded
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on a five-point scale ranging from “not at all” to “a great deal.” For ease of
interpretation, neighborhood trust is reported as a binary variable. Renters were
considered to trust their neighbors if they reported trusting people in their
neighborhood “quite a bit” or “a great deal.”

Perceived Suffering. I also observed the degree to which renters believe social
problems were found in their neighborhood (Sampson 2012). Each respondent
was asked: “While you have been living in this neighborhood, have any of your
neighbors ever: (1) been evicted; (2) been in prison; (3) been in an abusive relation-
ship; (4) been addicted to drugs; (5) had their children taken away by social services;
or (6) had a close family member or friend murdered?” This measure allowed me to
observe what kind of neighborhood renters believed themselves to be living in: one
relatively free of hardship, violence, and vice or one brimming over with disadvan-
tage. I treat this measure as a count variable (score 0–6).

explanatory variables

ForcedMoves. To assess if renters’ neighborhood perceptions were influenced by the
nature of their previous move – the housing-related circumstances that brought
them to their current neighborhood – I examined if that move was induced by
eviction, foreclosure, or building condemnation (Desmond and Shollenberger
2015). These are moves that were involuntary or forced, initiated by landlords or
city officials (e.g., code inspectors), and involved situations where tenants had no
choice other than to relocate. Forced moves are distinct not only from voluntary
moves, intentional and uncoercive relocations often carried out to gain residential
advantage, but also from responsive moves, motivated by housing or neighborhood
conditions such as rent hikes, a deterioration in housing quality, or escalating
neighborhood violence. Because retrospective data are most reliable when limited
to a recent recall period (Beckett et al. 2001), I only recorded involuntary moves that
occurred within two years prior to the survey. Doing so had the added benefit of
conservatively biasing the estimated effect of eviction toward zero, since renters who
had lived in their neighborhood for more than two years and whose previous move
was involuntary were not classified as recently evicted.

Housing Search Strategies. I observed how tenants found their current residence
through the question: “How did you find this place? Was it through: (a) a friend; (b)
a family member; (c) a [nonprofit] agency; (d) a newspaper, Redbook, Bluebook;4

(e) a ‘for rent’ sign; (f) the Internet; (g) the Housing Authority; (h) some other way?”
I organized responses into three categories: network-based searches that relied on kin,
friends, or other social ties; agency-based searches that relied on the Housing
Authority or nonprofit organizations; and individual searches in which tenants
located housing themselves by relying on print media or the Internet, or by calling
on “for rent” signs. Nearly all renters in our sample (97 percent) found housing
exclusively through one of these types of searches.5 Although renters may have
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searched for housing in multiple ways, this measure records the technique that led
them to the dwelling they inhabited at the time of the survey.

Housing Problems. To measure housing quality, renters were asked if they had
experienced any of the following problems in their current residence in the year
prior to being interviewed: at least three days with (a) a broken stove or other
appliance; (b) a broken window; (c) a broken exterior door or lock; (d) mice, rats,
or other pests; or (e) exposed wires or other electrical problems; or at least 24 hours
with (f) no heat; (g) no running water; or (h) stopped up plumbing. Responses were
summed.

controls

All models control for a number of demographic attributes related to neighborhood
perception, including respondents’ race and ethnicity, gender, and age (Hartnagel
1979; Quillian and Pager 2001). I also observed respondents’ highest level of educa-
tion, a stable measure of socioeconomic status (Sampson 2012; Soss and Jacobs
2009). I accounted for family status by observing if each respondent lived with
minor children and was the only adult in the household. Living alone or with
children could influence one’s views of their community (Kimbro and Schachter
2011; Klinenberg 2012).

Renters who experienced recent setbacks might also harbor more negative views
of their community. Accordingly, I observed if renters lost their job or experienced
relationship dissolution within the previous two years. Although cost-burdened
renters need not experience a major setback to invite eviction, accounting for recent
job losses and breakups allowed me to observe the relationship between involuntary
moves and neighborhood perceptions, conditioning on other recent shocks that
could also color renters’ views.

Next, I controlled for several factors related to respondents’ time and experiences
in their neighborhood. Long-standing residents might view their community in
a different light than new arrivals (Highton 2000). Accordingly, I observed how
long each respondent had lived in her or his neighborhood. In a similar vein,
I controlled for the distance (in miles) between renters’ current and previous
addresses. Moving long distances, such as relocating from across the city or another
city entirely, could influence one’s views of their current community in stronger
ways than moving short distances. Additionally, because renters’ neighborhood
experiences and perceptions are steered by their relationships with people in their
community (Glynn 1986; Stack 1974), I observed how many of a respondent’s
“closest family members/friends” lived in her or his neighborhood.

The address of each MARS respondent was geo-coded using ArcGIS and an
associated road network database. I then assigned each residence to a census block
group, my neighborhood metric. In Milwaukee, the population of the average block
group was 1,135 in 2010. Each block group was then linked to aggregate data from the
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2010 U.S. Census and crime records from the Milwaukee Police Department.
I controlled for neighborhood poverty rate: the percentage of people in a census
block group below the poverty line. This is a straightforward measure of concen-
trated disadvantage (Sampson 2012; Wilson 1987). As discussed later, results are
robust to other community-level measures, including a neighborhood disadvantage
composite variable.

To account for missing data prior to estimation, I conducted multiple imputation
(m = 10). Values for missing data were estimated using regression equations that
relied on all in-sample variables as predictors (Allison 2002). Where appropriate,
logit, ordinal logit, and negative binomial models were used, depending on the type
of imputed variable. By and large, MARS has very little missing data. The average
variable in our sample was missing only 1.2 percent of observations. Findings hold
across imputed and non-imputed datasets. Summary statistics for all variables are
presented in Table 7.1.

table 7.1: Weighted Summary Statistics

Mean SD Min Max Count

Perceived Trust 2.88 1.18 1 5 1,055
Perceived Suffering 0.91 1.32 0 6 1,021
Previous Move was Forced 0.10 0 1 1,063
Found Housing through Network 0.51 0 1 1,063
Found Housing through Agency 0.05 0 1 1,063
Found Housing through Self 0.44 0 1 1,063
Number of Lasting Housing Problems 0.80 1.14 0 9 1,063
Black Renter 0.34 0 1 1,060
Hispanic Renter 0.14 0 1 1,060
White Renter 0.46 0 1 1,060
Other Race Renter 0.06 0 1 1,060
Female Renter 0.62 0 1 1,062
College Graduate 0.40 0 1 1,074
Age 38.78 14.68 15 91 1,053
Months in Neighborhood 48.44 75.88 0 635 1,037
Miles from Previous Residence 47.33 309.35 0.006 5,408 1,032
Minor Children in Household 0.43 0 1 1,060
Only Adult in Household 0.47 0 1 1,063
Neighborhood Strong Ties 1.91 2.43 0 26 1,044
Recent Job Loss 0.19 0 1 1,049
Recent Relationship Dissolution 0.23 0 1 1,061
Neighborhood Poverty Rate 0.12 0.15 0 0.89 1,062
Observed Disorder 0.04 0 1 1,036
Violent Crime Rate 0.12 0.12 0 0.87 1,056
Neighborhood Disadvantage −0.51 0.79 −1.451 2.99 1,056

Note: Milwaukee Area Renters Study, N = 1,086.
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methods

I use regressions to examine the relationship between housing dynamics and neigh-
borhood perceptions. When estimating neighborhood trust (0, 1), I rely on logistic
regression. To investigate the association between housing dynamics and percep-
tions of concentrated suffering (a count variable), I employ negative binomial
models. Along with the controls listed earlier, models include block-group fixed
effects to account for time-invariant neighborhood factors potentially correlated
with renters’ perceptions of their community (Allison 2009). The identification
strategy of the multivariate analyses, then, conditions both on time-variant ecologi-
cal indicators of disadvantage (through neighborhood-level coefficients) and time-
invariant indicators (through neighborhood fixed effects), facilitating comparisons
between similar renters in similar neighborhoods who differ with respect to the
reasons they entered the neighborhood, how they located their housing, and the
quality of dwelling they inhabit.

To address treatment selection, I also employ propensity score matching.
Applying experimentalist logic to observational data, this technique compares
renters matched along several observable characteristics but who differ by whether
they were exposed to a treatment: in this case, one of the three housing dynamics of
interest (Rosenbaum and Rubin 1983). To predict renters’ propensity for (1) selecting
into the neighborhood after a forced move (e.g., eviction) and (2) finding housing
through an agency, I included the following characteristics in the matching algo-
rithm: race, age, gender, education, recent job loss, and recent relationship dissolu-
tion, as well as indicators for whether the tenant is the only adult in the household or
lives with minor children. In addition to these characteristics, when predicting
renters’ propensity for (3) experiencing any lasting housing problem (here,
a binary outcome), I also included how many months they had lived in the
neighborhood, the miles between their current and previous residence, neighbor-
hood-based strong ties, and the neighborhood poverty rate.

descriptive patterns: forced mobility, search

strategies, and housing problems

Looking strictly at moves that occurred within the previous two years, I found that
the prior move for 1 in 10 renters in Milwaukee was a forced relocation. A nontrivial
percentage of renting families, then, selected into their current home and commu-
nity through an involuntary dislocation from their previous neighborhood. This was
the case for 17 percent of Hispanic renters, 10 percent of black renters, and 9 percent
of white renters – a disparity driven in large part by the high rate of landlord
foreclosures in predominantly Latino neighborhoods during the study period
(Desmond and Shollenberger 2015). Fifteen percent of renters living in neighbor-
hoods with high concentrations of poverty (where at least 40 percent of residents
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lived below the poverty line) came to their neighborhoods after an eviction, com-
pared to 9 percent of renters residing in low-poverty areas (where less than 20 percent
of residents lived in poverty).

As displayed in Figure 7.1, considerable differences appear in perceived neighbor-
hood trust and suffering between renters who selected into their community after
a forced move and those who did not. Compared to renters who had relocated to
their neighborhood after a recent eviction, other renters were twice as likely to report
trusting people in their neighborhood “quite a bit” or “a great deal.” This difference
is statistically significant (p = 0.007). Recently evicted movers were also far more
likely to perceive suffering in their neighborhood (27 percent), compared to non-
forced movers or long-term stayers (21 percent).

With respect to locating new housing, most Milwaukee renters (51 percent) found
their current housing through a network connection: a friend, family member,
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figure 7.1 Perceived Neighborhood Trust and Suffering by Reasons for Moving,
Housing Search Strategies, and Housing Problems (weighted percentages). Renters were
considered to have housing problems if they reported at least one lasting issue. Renters
were considered to trust their neighbors if they reported trusting people in their neigh-
borhood “quite a bit” or “a great deal.” Renters were considered to perceive suffering if

they reported that their neighbors had experienced two or more adverse events.
Milwaukee Area Renters Study, N = 1,086.
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church attendee, coworker, or other social tie. An additional 44 percent found their
housing by themselves, through searching the newspaper or Internet, or spotting
a “for rent” sign. Only 5 percent of renters found their housing through
a government or nonprofit agency.

While roughly 58 percent of black renters found housing through social networks,
the same was true for 50 percent of Hispanic renters and only 41 percent of white
renters. Themajority of white renters (54 percent) and 49 percent of Hispanic renters
located housing through an independent search. Roughly 34 percent of black renters
relied on a self-guided search. A small share of renters – roughly 5 percent of white
renters, 8 percent of black renters, and less than 1 percent of Hispanic renters – relied
on agencies. The vast majority of tenants who located housing through network ties
relied on kin and friends. In sharp contrast to research suggesting that black job
seekers receive less help from social ties than other groups (Smith 2007), I found that
black house seekers receive more.

White, black, and Hispanic renters who searched for housing independently did
so differently. Roughly 48 percent of whites who found housing on their own relied
on the Internet, and 33 percent found housing after spotting a “for rent” sign. A total
of only three Hispanic households who undertook a self-guided search used the
Internet. The majority of them (55 percent) found housing through “for rent” signs.
Only 15 percent of black households who executed an independent search relied on
the Internet. A third found housing through “for rent” signs and an additional third
through the newspaper or other print media. Except for white renters, looking for
rental housing was largely an un-digital affair.

Figure 7.1 indicates that the ways renters found housing might influence how
they perceive their neighborhoods. The difference is especially acute when it
comes to trusting one’s neighbors. Roughly a third of renters who located hous-
ing independently reported high levels of neighborhood trust; the same was true
for 29 percent of renters who located housing through social networks. However,
only 9.5 percent of renters who found housing through an agency reported high
levels of neighborhood trust, a statistically significant difference when compared
to non-agency search methods (p = 0.04). Surprisingly, the reverse pattern was
observed with respect to perceived suffering, with renters who found housing
independently and through networks being roughly twice as likely to report
suffering in their communities, compared to renters who relied on agencies to
locate housing.

Regarding housing quality, 44 percent of Milwaukee renters reported experien-
cing at least one significant and lasting housing problem. Twenty-one percent of
renters reported one problem; 16 percent reported two; and 7 percent reported three
or more. Black and Hispanic renters were more likely to live in poor-quality housing,
with 52 percent and 42 percent, respectively, experiencing any housing problem,
compared to 37 percent of white renters. Housing problems affected renters across
the city, particularly those in poor communities. Forty-two percent of renters in
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neighborhoods with poverty rates below 20 percent reported housing problems,
compared to 58 percent of renters in all other neighborhoods.

While more than a third of renters who experienced no housing problems
reported high levels of trust in their neighbors, the same was true for less than
a quarter of those who experienced at least one housing problem, a statistically
significant difference (p = 0.03). Likewise, while 18 percent of renters who lived in
decent conditions perceived suffering in their community, 26 percent of those who
reported at least one lasting housing problem did.

multivariate models

To further examine these patterns in a multivariate framework, I employed logistic
and negative binomial regression analyses. Table 7.2 displays the results. Separate
models were estimated for each of the three explanatory variables: eviction, housing
search methods, and housing problems. Models 1 and 3 include the full suit of
control variables; Models 2 and 4 also employ neighborhood fixed effects.

Table 7.2 shows that renters whose previous move was forced reported signifi-
cantly higher levels of perceived neighborhood suffering, all else equal. A previous
eviction is estimated to increase the likelihood that renters will perceive suffering in

table 7.2: Logistic and Negative Binomial Regression Models Estimating
Neighborhood Perceptions

Neighborhood Trust Perceived Suffering

(1) (2) (3) (4)

Previous Move Was Forced −0.360 −0.171 0.241* 0.192
(0.234) (0.259) (0.106) (0.123)

Found Housing through Agency −1.406* −1.236* −0.245 −0.196
(0.549) (0.567) (0.205) (0.210)

Found Housing through Networks −0.075 0.095 −0.043 −0.068
(0.156) (0.173) (0.083) (0.090)

Lasting Housing Problems −0.250*** −0.271*** 0.174*** 0.185***
(0.066) (0.074) (0.023) (0.027)

Note: Milwaukee Area Renters Study, N = 1,086. Logistic regression models are used when estimating
perceived trust; negative binomial regression models are used when estimating perceived suffering.
Separate regressions were used to estimate the association between eviction, housing search methods,
and housing problems on neighborhood perceptions. Models 2 and 4 include neighborhood fixed effects.
All models control for months in neighborhood; miles from previous residence; the race, age, gender, and
education of respondents; if respondents live with other adults or children; if respondents recently
experienced job loss or relationship dissolution; how many of each respondent’s strong ties live in the
neighborhood; and the neighborhood (block group) poverty rate.
* p < 0.05; ** p < 0.01; *** p < 0.001 (two-tailed)
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their neighborhood by 27 percent. However, the association between eviction and
perceived suffering becomes insignificant when neighborhood fixed effects are
introduced. No model documented a statistically significant relationship between
eviction and neighborhood trust.

I did, however, document such a relationship when the explanatory variable was
housing search strategies. Specifically, renters who located housing through agen-
cies expressed lower levels of neighborhood trust. All else equal, finding housing
through an agency is predicted to reduce renters’ levels of neighborhood trust by
71 percent, a finding robust to neighborhood fixed effects. No relationship between
housing search strategies and perceived neighborhood suffering was documented.

My findings also indicate that housing problems are associated with lower levels
of perceived neighborhood trust and higher levels of perceived neighborhood
suffering. After controlling for several relevant factors and including neighborhood
fixed effects, each lasting housing problem a renter experiences is expected to
decrease her or his odds of trusting neighbors by 24 percent and increase her or his
level of perceived suffering by 20 percent. Renters who lived with more housing
problems thought less of their neighborhoods.

All else equal, older renters and those with at least some college education reported
higher levels of neighborhood trust, while Hispanic renters expressed lower levels of
perceived suffering (results available upon request). Renters who had lived in the
neighborhood longer and who counted more of their neighbors among their closest
family members and friends reported higher levels of perceived suffering. This
suggests that those who spend more time in a neighborhood and who are intimately
connected with their neighbors may have a heightened sensibility of the adversity
surrounding them. That housing dynamics remained a significant and substantially
large predictor of more negative neighborhood perceptions after a number of relevant
controls were introduced indicates that the circumstances that led families to select
into a neighborhood, how they selected in, and the conditions of their home are
critically important to understanding how they see their local community.

robustness checks

Across models, the neighborhood poverty rate was negatively associated with per-
ceived trust and positively associated with perceived suffering, indicating that renters
living in more economically disadvantaged neighborhoods harbor dimmer views of
their community. To test whether the results were robust to alternative ecological
specifications, I replicated the fixed effects models displayed in Table 7.2, replacing
block-group poverty rate with three alternative neighborhood-level measures.
The first was Observed Disorder, a binary variable that takes the value of 1 if survey
interviewers documented abandoned buildings and litter on a respondent’s street.
Renters’ perception of their community might be dragged down if they lived on
streets displaying visible signs of distress.
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I also substituted neighborhood poverty with Violent Crime rates, the latter being
among the most important indicators of neighborhood disadvantage (Sampson 2012;
Wilson 1987) and may affect cognitive functioning (Margolin and Gordis 2000;
Sharkey and Sampson 2015) Drawing on data supplied by the Milwaukee Police
Department, I estimated each neighborhood’s violent crime rate as the sum of all
counts of homicide, kidnapping, assault, arson, robbery, and weapon-related inci-
dents per 100 people in the year a renter was surveyed.

Last, I created the composite variable, Neighborhood Disadvantage, via factor
analysis, loading seven block-group characteristics onto a single scale: median
household income, violent crime rate, and the percentages of families below the
poverty line, of the population under 18, of residents with less than a high school
education, of residents receiving public assistance, and of vacant housing units. This
measure provides a more comprehensive estimate of neighborhood quality.

Separate models were estimated for each neighborhood-level control. The results
are displayed in Table 7.3. In addition to using neighborhood fixed effects, these

table 7.3: Fixed Effects Models with Alternative Neighborhood Controls

Observed
Disorder

Violent
Crime

Neighborhood
Disadvantage

Neighborhood Trust
Previous Move Was Forced −0.177 −0.145 −0.126

(0.267) (0.260) (0.260)
Found Housing through Agency −1.104+ −1.251* −1.252*

(0.574) (0.568) (0.570)
Lasting Housing Problems −0.251** −0.270*** −0.270***

(0.074) (0.074) (0.074)
Perceived Suffering
Previous Move Was Forced 0.200 0.182 0.180

(0.124) (0.124) (0.123)
Found Housing through Agency −0.207 −0.201 −0.191

(0.216) (0.211) (0.210)
Lasting Housing Problems 0.190*** 0.182*** 0.183***

(0.027) (0.027) (0.027)

Note: Milwaukee Area Renters Study, N = 1,086. Logistic regression models are used when estimating
perceived trust; negative binomial regression models are used when estimating perceived suffering.
These models include all individual- and household-level control variables used in Table 7.2. Observed
Disorder = 1 if survey interviewers noticed abandoned buildings and litter on a given block. Violent
Crime is the sum of all counts of homicide, kidnapping, assault, arson, robbery, and weapon-related
incidents (categories based on Incident-Based Reporting codes) per 100 people per year. Neighborhood
Disadvantage is a composite variable created via factor analysis, with seven block-group characteristics
loading onto a single scale: median household income, violent crime rate, and the percentages of families
below the poverty line, of the population under 18, of residents with less than a high school education, of
residents receiving public assistance, and of vacant housing units.
+ p < 0.1; * p < 0.05; ** p < 0.01; *** p < 0.001 (two-tailed)
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models include all individual- and household-level control variables employed in
Table 7.2. The results are robust to alternative neighborhood specifications. Across
all models, renters who worked with an agency to find housing reported lower levels
of neighborhood trust, and those living in substandard conditions expressed more
negative views of their local community.

As a final robustness check, I employed propensity score matching to estimate
differences in neighborhood trust and perceived suffering by eviction, agency-
based housing searches, and experiencing at least one housing problem.
The results are displayed in Table 7.4. The findings indicate that agency-based
searches and housing problems are negatively related to neighborhood trust, while
previous involuntary moves and housing problems are positively associated with
perceived suffering.

discussion

Most of the chapters in this volume focus on housing markets and their regulation,
with the primary actors being real estate investors, policy makers and enforcers, and
homeowners. This study, by contrast, increased the magnification to focus on the
relationship between housing and neighborhood dynamics in an American city,
understood through the experiences of urban renters, many of whom live below the
poverty line. An analysis of a unique dataset of Milwaukee renters found that those
who had relocated to their neighborhood after an eviction or other kind of involuntary
displacement, located their apartments through a government or nonprofit agency, or
experiencedmultiple housing problems saw their neighborhood in a lesser light.With
the exception of the finding pertaining to the estimated effect of eviction on neighbor-
hood perceptions, the results of this study are robust tomultiple measures of neighbor-
hood quality as well as to neighborhood fixed effects.

table 7.4: Propensity Score Matching Estimates, Average Treatment Effects

Neighborhood Trust Perceived Suffering

Previous Move Was Forced 0.041 0.348*
(0.061) (0.173)

Found Housing through Agency −0.224*** −0.277
(0.036) (0.198)

Lasting Housing Problems −0.098** 0.619***
(0.031) (0.113)

Note:Milwaukee Area Renters Study, N = 1,086. Here, LastingHousing Problems is a binary variable, with
1 indicating having experienced any problems.
* p < 0.05; ** p < 0.01; *** p < 0.001 (two-tailed)
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What mechanisms help explain these patterns? Consider, first, the relationship
between eviction and negative neighborhood perceptions. This study found some
evidence that renters whose previous move was involuntary reported higher levels of
perceived suffering, although this finding was not robust to neighborhood fixed
effects specifications. Eviction can be a demoralizing process involving families
being forced from a community in which they were invested to a neighborhood they
consider undesirable (Desmond 2016a). If processed through the court system, an
eviction comes with a record, which can result in families moving into worse
neighborhoods and substandard housing (Desmond and Shollenberger 2015).
Even if evicted families relocate to equivalent housing and similar neighborhoods,
they may still feel that their surroundings are of lower quality because they were
accepted under acute duress; after all, the effect of eviction on local trust remained
after controlling for neighborhood poverty rate and housing quality. Alternatively,
eviction can affect one’s mental health, heightening depressive symptoms and stress
levels (Desmond and Kimbro 2015), which could cast a pall over renters’ outlooks in
general, including their views on the local community.

A more puzzling finding, however, concerns the observation that renters who
located their housing through a government or nonprofit agency had a dimmer
view of their neighborhoods. These renters did live in more disadvantaged neighbor-
hoods: the poverty rate for the average agency-assisted renter was 28 percent, compared
to 11 percent for all other renters. However, the link between locating housing through
a third party and lower levels of community trust remained after conditioning on
several ecological characterizes and including neighborhood fixed effects. When
attempting to understand this pattern, it is important to recognize, first, that the vast
majority of these renters (91 percent) did not receive housing assistance. So this finding
should not be interpreted as reflecting the perceptions of voucher holders. On the
contrary, two-thirds of renters who located housing through a government or com-
munity organization relied on a nonprofit agency; and roughly 40 percent sought help
from the Housing Authority. By and large, then, most renters who located housing
through a government or nonprofit agency did not receive additional help, like rent
assistance, and relied on nonprofit organizations.

To further investigate possible dynamics beneath this pattern, I examined the
reasons these renters offered as to why they moved into their neighborhoods. Some
renters who relied on agencies to find housing expressed a lack of options when it
came to neighborhood choice. “This is what the Housing Authority had open,” one
renter said. “Couldn’t find anywhere else to go,” said another. As these comments
attest, finding housing through an agency can be a stressful and rushed experience,
owing to time limits affixed to assistance and limited staff capacity. This may
influence how renters see the neighborhood into which they eventually select.

This finding suggests a pair of implications for policy makers. First, expanding
a city’s stock of temporary housing would allow housing organizations to operate
with more slack. When the alternative is homelessness, an organization assisting
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a family in need is more likely to identify housing options quickly and to encourage
clients to accept whatever is available. However, if that family were able to stay in
temporary housing for some duration of time, organizations could provide families
more housing options. This could boost low-income families’ neighborhood quality
and their level of community trust. Agencies assisting families in crisis operate under
considerable pressure not only because those families have an acute need to be
housed quickly, but also because many landlords turn away assisted renters.
Landlords in most states are not obligated to accept families with housing vouchers,
for example, and many make inferences about the quality of tenants based on their
relationships with government or nonprofit agencies (DeLuca, Garboden, and
Rosenblatt 2013). A second policy implication from this study, then, has to do with
expanding and enforcing source-of-income discrimination laws, which would
increase the housing and neighborhood options of low-income, assisted families.

Besides renters’ motivations for moving and strategies for locating housing, the
quality of their dwellings also appears to color their neighborhood perceptions.
Renters who experienced more housing problems were far less likely to trust their
neighbors and more likely to perceive suffering around them. As suggested earlier,
a potential explanation for this finding pertains to neighborhood usage. Renters living
in worse housing conditions might spend less time in their homes and more on the
street than those in higher-quality housing. If this were the case, we might expect
housing problems to be positively associated with indicators of neighborhood involve-
ment or exposure. Following this line of thought, I replicated the fixed effects negative
binomial regressionmodel displayed inTable 7.2 on a new outcome:Local Assistance,
a measure of how meaningfully engaged renters were with their neighbors.
Respondents were asked: “While you have been living in this neighborhood, have
you ever helped a neighbor (1) pay bills or buy groceries; (2) get a job; (3) fix their house
or their car; (4) by supporting them emotionally, as they went through a hard time; or
(5) by watching their kids?” Answers were summed to create a measure of local
assistance (min = 0, max = 5). The models found that renters who experienced
more housing problems reported higher levels of local assistance (b = 0.086; p <
0.001). This finding is robust to the three alternativemeasures of neighborhood quality
discussed earlier.

Material hardship could be the underlying cause of both heightened exposure to
housing problems and neighborhood engagement, relied on to make ends meet. All
else equal, renters who live in disadvantaged neighborhoods report higher levels of
local assistance (Desmond and An 2015). However, I observed a significant association
between housing problems and neighborhood engagement net of indicators of mate-
rial hardship, such as having experienced a recent job loss or breakup, as well as
controls for the length of time and the number of strong ties in a community and
neighborhood fixed effects. Renters who have experienced more housing problems
report higher levels of neighborhood involvement, compared to similar renters in
similar neighborhoods. This suggests that housing problems spur community
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exposure, as renters leave their homes to escape degrading conditions or to address
such conditions by seeking help from neighbors.

This study’s identification strategy pertains to similar renters in similar neighbor-
hoods having different housing-related experiences that influence how they perceive
their local community. Those perceptions are steered not only by objective neigh-
borhood disadvantage, like crime, but also by multiple housing dynamics: why city
dwellers moved, how they found subsequent housing, and the conditions of their
dwelling. A neighborhood’s outlook, whether it will improve or decline, depends in
significant part on how its residents see it. If people see their community as a special,
cherished thing, they will work to protect and improve it (Fischel, Chapter 1, this
volume). However, if they fear their neighborhood or become ashamed of it, they
will look for ways to leave or burrow behind locked doors, ignoring the streets around
them (Rosenblatt and DeLuca 2012). When neighbors work together, they can
improve their community and drive down crime by establishing effective local
practices or lobbying elected representatives. “Our failures with city neighborhoods
are, ultimately, failures in localized self-government,” wrote Jane Jacobs. “And our
successes are successes at localized self-government” (1961, 114).

A prerequisite for successful self-management is the cultivation of a palpable
optimism about the capacity of the local community (McAdam 1982; Piven and
Cloward 1977), a belief in and familiarity with one’s neighbors. But negative
neighborhood perceptions can compromise a community’s civic efficacy and thwart
community-based organizing (Desmond and Travis 2016; Sampson 2012), directly
contributing to neighborhood decline through depopulation (when families move
out) and disinvestment (when families withdraw from their own community).
It follows, then, that those hoping to identify ways to cultivate collective efficacy
and raise people’s expectations of their community should strive to apprehend why
people see their neighborhood in this or that light.

The findings of this study indicate that if we wish to understand neighborhood
perceptions, we have to pay attention to housing dynamics. A long-standing interest
in housing discrimination and gentrification notwithstanding (Massey and Denton
1993; South and Crowder 1997), research on neighborhood effects largely overlooks
housing dynamics. Because city dwellers’ immediate environment – the house – is
fundamentally linked to their broader ecological surroundings, future investigations
into the role housing markets play in shaping neighborhood perceptions and local
dynamics could advance urban studies in significant ways. This chapter has con-
tributed to uniting the sociology of housing and of neighborhoods, but much work
remains undone. Indeed, many chapters in this volume reflect the tendency of
research on housing markets to ignore neighborhood characteristics, which in
turn are critical to understanding market dynamics. For example, despite the fact
that racial residential segregation directly contributed to the foreclosure crisis (Rugh
and Massey 2010), scholarship on the crisis trains most of its attention on regulatory
failures and financial instruments.
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If housing and neighborhood dynamics are bound together in a tight knot, then
policy interventions focused on one will likely have an effect on the other.
The findings of this chapter indicate that initiatives designed to prevent eviction,
for example, not only could promote family stability and well-being, but may also
promote community investment since renters that select into neighborhoods under
more voluntary circumstances see their communities in a more positive light.
Similarly, if housing problems color renters’ perceptions of their neighborhoods,
then initiatives designed to improve housing quality could benefit not just indivi-
duals but communities as well.

Negative neighborhood perceptions can thwart community cohesion, impede the
formation of social capital, spur residential turnover, and invite social problems.
Addressing these issues by confronting such perceptions requires understanding the
factors that deeply influence how we see our communities. When it comes to
promoting neighborhood trust and pride, a good place to start is the home.
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Notes

1. Until recently, national data collection efforts have placed heavy emphasis on
volitional moves, overlooking involuntary displacements. The American
Housing Survey only began asking respondents if they have moved because of
an eviction in 2005. Before that, the only types of forced moves the survey
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recorded were those attributed to disaster (fire), government order (eminent
domain), changes or repairs to the unit, or the owner moving into the unit.

2. The MARS dataset, instrument, and documentation are available at the Harvard
Dataverse (dataverse.harvard.edu).

3. TheMARS sample excluded renters living in public housing but not those in the
private market in possession of a housing voucher.

4. “Redbooks” and “Bluebooks” were free glossy advertisements distributed in
inner-city bodegas.

5. For ease of interpretation, I recoded the housing search strategies of the small
number of renters who relied on multiple methods, making them exclusive.
If renters looked for housing by relying on network ties and other means,
I counted them among those who conducted a network-based search. And if
renters looked for housing themselves and by soliciting help from an agency,
I counted them among those who conducted agency-based searches.
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8

Behavioral Leasing: Renter Equity as an Intermediate
Housing Form

Stephanie M. Stern

We are accustomed to thinking of residential property as an asset or an arrangement
of legal rights. Yet, property forms are also behavioral, with the property interests and
incentives of housing forms enabling or supporting behaviors and commitments. By
choosing a residential property form, such as owning or renting, we commit our-
selves to a range of opportunities, behaviors, and built-in, ongoing incentives for
those behaviors. Homeownership is attractive in significant part for its behavioral
and consumption benefits – contrary to the expectations of most homeowners,
inflation-adjusted asset appreciation is startlingly modest (Shiller 2015, 27–30). The
benefits of homeownership include greater control and governance rights, opportu-
nities for “forced” or automatic savings through mortgages, incentives to maintain
and improve property, and stronger rights to stay put.

Viewing property as behavioral, while overbroad, suggests a different starting
place for understanding and innovating property forms: focusing on the behaviors
we wish to enable and how to produce them. One application is to the rather
cramped residential leasehold form, with its shallow possessory rights, weak incen-
tives for property improvement, and limited opportunities for asset building. Can we
provide an interested subset of renters a measure of the rights, behaviors, or benefits
of homeownership? One way to accomplish this, albeit sometimes coarsely, is to
adjust homeownership. A number of proposals in the scholarly literature have
sought to create variants of the homeownership form, with the intent of producing
some of the behaviors and benefits of homeownership while increasing affordability
or adjusting risk (Fennell 2008, 1070–77; Arruñada and Lehavi 2011, 26–33). There
has been less progress in creating alternative housing forms that don’t require equity
investment, putting them in reach of lower-income renters.

A behavioral perspective suggests one possibility for innovating rental: the use of
incentives and commitment strategies to support alternative property forms and
certain ownership-like behaviors and effects. Yet, applying these psychological tools
to rental seems an uneasy fit with residential property law, which has tended to rely on
equity interests and legal rules to produce ownership effects (e.g., Fischel 2001). Is
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incentivizing such behaviors inevitably too costly, complex, and vulnerable to unin-
tended motivational effects to be successful?

This chapter examines renter equity, an emerging and understudied inter-
mediate form of housing between homeownership and traditional rental
(Cornerstone Renter Equity 2016; Renting Partnerships 2016). This fledging
property form, in operation at four affordable housing sites in Cincinnati,
Ohio, puts into practice the kind of psychology-informed policy design and
finer-grained division of property rights that have been of so much recent
theoretical interest (e.g., Fennell 2008, 179–85; Thaler and Sunstein 2008, 3–
44). The renter equity form monetizes and allocates to tenants a share of the
financial value created by their upkeep and participation in the property – and
frames that allocation as an incentive in order to support a range of home-
ownership-like behaviors and benefits. Specifically, the lease provides renters the
right to earn savings credits for a constellation of property-enhancing behaviors
(Drever et al. 2013, 16–20; Renting Partnerships 2016). In turn, the reduced
property management and vacancy costs fund the renter savings accounts.

Renter equity has sparked increasing interest and attention from investors, think
tanks, and government (HUD 2011; Williams 2012, 1–2). Andrea Levere, president of
the Corporation for Economic Enterprise, has proposed using HUD funding,
including Sustainable Communities Initiative funding, the Community
Development Block Grant, and HOME investment partnership funds, to expand
the renter equity model on a national scale (Williams 2012, 2). The Cornerstone
Corporation, which manages three renter equity sites, recently trademarked the
name “renter equity,” presumably with an eye toward licensing or franchising it to
other providers of low-income affordable housing services. Renting Partnerships, a
newer and similar housing form, envisions expanding to a network of affiliates
(Margery Spinney, pers. comm.).

In academic circles, renter equity has been a much quieter innovation, with no
scholarship to my knowledge addressing this housing form. In this chapter, I
examine renter equity as an emerging innovation and a model of the potential,
and the pitfalls, of leveraging incentives and commitments to support alternative
housing forms. The chapter proceeds in five parts. Part 1 highlights some of the key
behavioral options and benefits that renters lack and suggests that one consequence
of landlord-tenant reform has been to reduce the incentives and commitment
strategies available to tenants. Part 2 describes renter equity and a newer, similar
form called renting partnerships. I use the term renter equity throughout this chapter
to refer to the core property configuration shared by both renter equity and renting
partnerships. Part 3 identifies the conceptual underpinnings of renter equity as well
as legal and policy gaps in its implementation. In Part 4, I address behavioral and
social concerns about renter equity incentives. Part 5 concludes by briefly discussing
renter equity’s potential as an alternative property form and the lessons of renter
equity for incentive-based “behavioral leasing.”
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8.1 confines of the rental form

Splitting possession from residual ownership (i.e., renting) confers a number of
valuable benefits on renters, including greater residential mobility, allocating prop-
erty management and repair obligations to landlords, and avoiding the financial risks
of equity ownership. In other ways, however, this division is binary and often crude
from the standpoints of tenant preferences, landlords’ interests, and social and
community needs (Fennell 2008, 188–90). Renters, particularly long-term renters,
miss out on a number of behavioral options and corresponding benefits allocated to
their homeowning counterparts. This section highlights some of the behavioral
confines of the rental form.

First, the division of property rights in rental reduces incentives for tenants to
maintain and improve the rental property and local neighborhood. Beyond the
benefits to consumption, the rental form does not monetize or compensate
tenants for their investments in upkeep, safety, or improvements that increase
residential value or enhance their local communities (cf. Lerman and
McKernan 2007, 1–2). Indeed, there are explicit disincentives for such tenant
efforts: the risk of increased rent and gentrification (2). In some cases, landlords
may compensate tenants implicitly for upkeep and improvements through lower
rent. However, the standard lease offers no formal mechanism of compensation
on which renters can rely. Concededly, renters have lower consumption motiva-
tions for such behaviors because they can exit more cheaply to satisfy consump-
tion elsewhere and have limited control over rental duration (Rohe and Stewart
1996, 45). However, renters still engage in some property-benefiting behaviors
and presumably would engage in more if they could capture the value of their
actions.

Not only do renters lack incentives to invest in property, they typically lack legal
rights to do so. Standard residential leases make tenants liable for damages and
subject to eviction for altering their units (e.g., appliances, flooring, even wall color)
or making repairs without landlord consent. Renters also lack rights to participate in
governance and decision making affecting common areas and residential manage-
ment (cf. Davis 2009, 29–31). For some, offloading upkeep and improvement to
landlords is an attraction of renting (Freddie Mac 2016, 6, 16). Others, however,
desire more intensive participation – perhaps particularly renters who anticipate less
attentive landlords or who lack future prospects for ownership. Paucity of control can
frustrate tenant preferences, and, some research suggests, produce negative psycho-
logical states (Manturuk 2012, 409–22) and impair control over “image presentation”
(Downs 1981, 466). It is not surprising, or objectionable, that landlords have strong
interests in protecting their property from value dissipation. Yet, some reallocations
of consumption-oriented rights to tenants may be possible (e.g., limited tenant
decision making subject to standards and a budget or tenant voting within owner-
approved choice sets).
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Landlord tenant reforms, while salutary in some regards, have narrowed oppor-
tunities for tenants to invest and participate in property by creating a harder-edged
boundary between possessory rights in rental and ownership interests. In the 1970s,
post-industrialization changes in housing needs and failures of rental market com-
petition prompted the “reform era” of landlord-tenant law (Kelley 1995, 1563–74).
These reforms shifted the treatment of leaseholds from a conveyance of property to a
hybrid of contract and property (Glendon 1982, 503–05; Merrill and Smith 2001,
820–31). The shift toward contract law enabled courts to impose common law
contract doctrines such as unconscionability and the implied warranty of habitabil-
ity (obligation of the landlord to ensure fit and habitable rental premises), with some
of these protections later codified (Korngold 1998, 707–07; cf. Super 2011, 389–400).
These reforms also made many tenant protections non-waivable (Geurts 2004,
356–60).

One consequence of landlord-tenant reform has been to limit tenants’ ability to
rent premises more cheaply, improve or maintain them, and realize the value of
below-market rent for their lease term. Landlord-tenant laws regulating and limiting
escrows (e.g., security deposits) also constrain the ability of tenants to contract with
landlords for tenant alterations by escrowing additional money as security against
damage. In the face of a complex framework of tenant protections, landlords are
leery of contracting for tenants to provide maintenance or repair, make alterations,
or assume greater governance or management roles. Even if landlords are willing to
engage in such contracting, certain protections, such as the landlord warranty of
habitability, cannot be waived in many states (Rabin 2011, 80). In some cases, tenant
“sweat equity” arrangements may occur informally. For example, sociologist
Matthew Desmond’s ethnography of urban renters describes instances where land-
lords allowed tenants to make up back rent and avoid eviction by working on the
property (Desmond 2016, 129). Landlords who countenance such arrangements risk
running afoul of landlord-tenant and labor laws.

A second constraint of the rental form is that renters lack ongoing, long-term rights
to stay put. The legal duration of a typical residential lease is one year or month-to-
month; after the lease term expires, the landlord can opt not to renew or to increase
rent. Unlike homeowners who lock in ongoing possessory rights and a purchase
price (and often a mortgage interest rate), tenants face rent increases and the
accompanying risk of dislocation (Sinai and Souleles 2005, 785–86). The lack of
control over housing costs and mobility is a significant drawback to renting that can
frustrate tenant preferences, increase psychological stress, and undermine financial
security (Desmond 2016). Limited control over residential duration also weakens
incentives for tenants to invest in local communities.

Third, tenants have less ability than homeowners to use housing as a commitment
device to bind their future selves to certain actions or decisions. Commitment
strategies address bounds on willpower and self-control by removing a future temp-
tation or option entirely or raising the costs of exercising that option. The illiquidity

180 Stephanie M. Stern

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


of the owned home (i.e., the expense and difficulty of asset transfer) acts as a
commitment strategy for longer residential duration and the social, personal, and
financial effects that entails. Homeownership also enables buyers to commit at the
time of purchase to a hedging strategy against housing cost inflation. Compared to
renters, owners pay higher upfront costs to purchase, but face lower risk of housing
cost escalation over time (Sinai and Souleles 2005, 785–86).

One of the most important “commitment benefits” of homeownership is lodged
not in the property form, but in its financing: forced saving. Much of the financial
value of homeownership derives not from appreciation, but from long-term home-
owners who pay down the principal each month on traditional, self-amortizing
mortgages (the most common mortgage choice) (Shiller 2015, 27-30; U.S. Census
Bureau 2013, table 1016). Themortgage is a powerful commitment device that makes
the consequences of not paying one’s mortgage costly, disruptive, and humiliating.
Homeowners accumulate far greater lifetime savings than similarly-situated renters,
as a result of the forced saving component of traditional mortgages, homeowner-
ship’s relative illiquidity, and its tax subsidy.

Self-amortizing mortgages, which fuse the monthly principal and interest
payment into one amount due, create automatic asset-building – an important
point in light of the behavioral law and economics research showing marked
improvements in saving when contributions are made automatic and set as the
default (Benartzi and Thaler 2004, S166-85; Thaler and Sunstein 2008 103–17; cf.
Moulton et al. 2015, 55–74). Of course, lenders can deter or unravel home-based
savings with products such as interest-only and negatively amortizing loans,
cash-out refinancing, and home equity lines of credit. Saving through home-
ownership is suboptimal due to these escape hatches and the undiversified
nature of the home investment. However, this form of savings has nonetheless
proven financially meaningful, as well as culturally resonant and highly attrac-
tive to Americans – in large part due to its advantages as a psychological
commitment strategy. The dearth of comparable supports for renter asset-build-
ing recently prompted Josh Barros to propose that renters self-fund a savings
portion, automatically paid on top of their rent, which would be directed
monthly to federal MyRA accounts (Barro 2014).1

For their part, landlords contend with renters who are, as Julie Roin and Lee
Fennell term it, “understaked” to their residential property and the community
(Fennell and Roin 2010, 16–18). The lack of an equity interest and, in some cases, a
strong social stake increases delinquent rent, property damage, and turnover. To
date, many of the legal tools available to landlords to address these harms are
unpopular with tenants (e.g., fees for late rent), expensive and adversarial (e.g.,
legal process for eviction), or limited to ex-post compensation rather than prevention
(e.g., deducting repair costs from the security deposit). In addition, some state
statutes limit the penalties that landlords can impose for delinquent rent and other
violations (e.g., Cal. Civ. Code § 1671 (d)).
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The shortcomings of the rental form have not only frustrated the preferences of a
large subset of renters, but have motivated premature and unstable moves to home-
ownership (Reid 2013, 152–54). Some tenants prefer to rent, particularly at earlier and
later life stages; however, most report a preference to own (MacArthur Foundation
2014; Pew Research Center 2011). While abundant survey research establishes the
strong inclination toward ownership (MacArthur Foundation 2014, 30; Pew
Research Center 2011), it is harder to tease from this data relative preferences for
different aspects of homeownership.2 The preference to own is likely due in part to
government subsidy of ownership, a benefit I do not focus on in this chapter (e.g.,
Poterba and Sinai 2008, 84–89). The desire to stay in place for a longer period of time
appears to be an important trigger for homebuying (Sinai and Souleles 2005, 785).
There is also evidence that renters’ thin control over rental property and inability to
build assets through housing drive preferences for homeownership (Rohe and
Lindblad 2013, 7–18).

8.2 producing ownership effects through

incentive-based leases

Can any of the benefits and behaviors of homeownership be produced for renters,
particularly low-income renters without prospects for ownership? A variety of pro-
posals have sought to create more particularized divisions of residential property
rights that redistribute the archetypic benefits of renting and homeowning. Lee
Anne Fennell has conceptualized this process as “unbundling” property forms to
enable valuable divisions of risk and consumption values and proposed a “home-
ownership 2.0” form to accomplish this (Fennell 2008, 1070–77). Other approaches,
such as limited equity cooperatives, focus on increasing homeownership affordabil-
ity by limiting equity stake to small shares and restricting rights to appreciation on
resale (Davis 2009, 29–30; Diamond 2009, 88–109). There have also been a number
of proposals to redistribute property risks through alternative financing of home-
ownership. Most prominently, Andrew Caplin has proposed a residential shared
appreciation mortgage where a lender contributes a percentage of the total equity
needed by the homebuyer in exchange for rights to a percentage of appreciation
upon resale (Caplin et al. 2008, 5–11; see also Arruñada and Lehavi 2011, 26–33).

There has been decidedly less excitement about alternative property forms based
in rental. Municipal rent control has collapsed in discredit, with economic evidence
of its ultimate harm to tenants (Green and Malpezzi 2003, 126). Subsidized housing
alternatives such as rental mutual housing, which gives tenants permanent lease
rights at subsidized rates, have mixed records (Krinsky and Hovde 1996, 148–49).
Lease-purchase contracts (rent-to-own) show some promise, but have suffered from
predatory practices. These contracts often target renters with poor credit, particularly
African Americans, who purchase expensive, nonrefundable options only to find
later that they cannot qualify for mortgage financing (Way 2009, 132, 147).
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In this chapter, I explore renter equity, an emerging housing paradigm that uses
lease-based incentives and commitments to support an alternative rental form.

8.2.A Renter Equity

Renter equity began with the vision of creating an intermediate property form
for low-income renters interested in greater commitment, participation, and
opportunities for life improvement through housing. In 2000, the nonprofit
Cornerstone corporation opened the first of three renter equity apartment com-
plexes in the Over-the-Rhine neighborhood of Cincinnati. Cornerstone’s mis-
sion is to “help residents of affordable housing reap the potential financial and
social rewards of homeownership” (Drever et al. 2013, 9). Renter equity allows
renters to earn monthly renter equity credits (i.e., savings credits) in exchange
for three behaviors: paying their rent on time, participating in a resident com-
munity association and attending its monthly meetings, and completing their
assigned property upkeep task in common areas (for ease of monitoring, the
typical work assignments require tenants to maintain specified physical spaces in
the building or its grounds). The upkeep task takes each tenant approximately
one to two hours per week.

The Renter Equity Agreement, which is part of the lease, gives renters rights to
earn up to $10,000 in savings credits over 10 years. The monthly savings credit
amount increases over time (reminiscent of the principal in a self-amortizing
mortgage) (19). Once the resident earns the credit, it automatically deposits into a
savings account (Cornerstone Renter Equity 2016). Tenants do not have the ability
to access the savings for five years. This provides a measure of homeownership’s
behavioral benefits of “forced savings” since the credits must accumulate untouched
for at least five years and up to 10 years. If tenants depart prior to the saving credits
vesting in year five, they lose their savings credits. Renter equity leases do not specify
what happens to the savings credits in the event a tenant is evicted before vesting. It
seems the evicted tenant would lose his or her savings credits – a rule that creates
incentives for strategic landlord behavior.

High occupancy, reduced turnover, and lower maintenance costs fund the renter
credits (i.e., no additional subsidy is required for asset building). Management costs
range from 4–12 percent according to industry reports (Muela 2017). Estimates peg the
cost of apartment turnover at a minimum of $1,000 per unit, with turnover rates of
more than 25 percent for subsidized tenants (Barker 2003, 3; Lee 2013, 67). A recent
evaluation of Cornerstone reported a 95 percent occupancy rate (Drever et al. 2013,
38). A comparison of one Cornerstone site (St. Anthony’s) with three comparable
federally subsidized low-income housing properties in the same neighborhood found
that Cornerstone had similar operating expenses even after funding the savings credits
and at least 75 percent less “bad debt” from delinquent rent payment (43).
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Another key element of renter equity is the Resident Association Agreement,
which establishes the resident association and describes tenants’ obligations and
rights of shared governance. The resident association is reminiscent of the legal
cooperative or “co-op” form of common interest ownership. In renter equity hous-
ing, the resident association works in concert with management and the board to
manage certain aspects of the property. The association’s duties include reporting
maintenance issues, recommending improvements, coordinating measures to
increase safety, and conflict resolution (Drever et al. 2013, 17–18). Resident participa-
tion and limited self-governancemark renter equity as a property form rather than an
incentive contract. However, this balance between property and contract may be
shifting with Cornerstone’s recent changes to management and trademarking of
renter equity as an operations model.

Compared to homeownership and traditional renting, renter equity offers a
middle ground for residential stability. The renter equity form supports and incen-
tivizes medium-term residential stability through a five-year vesting rule and a 10-
year maximum schedule for earning (increasingly larger) savings credits. Renter
equity leases do not require tenants to move at the 10-year mark. However, they
cannot earn further credits and are unlikely to continue property upkeep and
participation – a problematic situation. Unlike homeownership, renter equity does
not provide tenants with legal rights to stay put or lock in housing costs long-term. In
practice, affordable housing protections and nonprofit involvement provide renter
equity tenants greater de facto control over exit and rent costs than traditional
renters, but still less than owners. A form similar to renter equity, renting partner-
ships, has proposed restructuring within land trusts to offer tenants full stability of
tenure (Spinney, pers. comm.).

By design, enter equity grafts onto small to mid-size Low-Income Housing Tax
Credit (LIHTC) housing and nonprofit affordable housing developments. More
than 2 million housing units have been created by the Low-Income Housing Tax
Credit Program since 1995, most of which have remained low-income housing past
the required 15-year time span (HUD 2012, 49). Government subsidies tend to
reward bricks-and-mortar units constructed, as opposed to housing innovation or
services. For this reason, private developers of affordable housing have limited
incentives to adopt innovations like renter equity; they make sufficient profits with-
out it. This may be beginning to change. Some states now set aside percentages of
their LIHTC funds for “innovation rounds” to consider development projects with
innovative features (Kimura 2014).

The empirical evidence supporting renter equity is limited, with only one study to
date. In 2013, the Ohio Housing Finance Agency and the Corporation for Enterprise
Development completed an evaluation of Cornerstone based on surveys and inter-
views of residents and a review of the renter equity records. The study found that of
residents who stayed more than five years, approximately two-thirds earned amedian
equity amount of $2,600 (26). More than 50 percent of tenants earn credits each
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month. Most residents used their savings to pay debts or medical expenses. Notably,
renter equity has produced median savings comparable to state Individual
Development Accounts that provide matched savings to low-income Americans
(Miller 2007, 26). On measures of housing satisfaction, a high majority of renter
equity residents (85–95 percent depending on the specific measure) reported they
were satisfied with the unit, the building, and the management (Drever et al. 2013,
93–98).

These findings, while promising, should be interpreted conservatively. This was a
single study, sought by Cornerstone. The study design does not rule out selection
effects (i.e., the characteristics of tenants attracted to renter equity and able to
complete its rigorous application process may have produced these outcomes). In
future research, it would be interesting to explore how different aspects of tenant self-
selection drive outcomes. For example, would renters who opt for renter equity’s
locked-up savings credit have different outcomes than a group that selected a version
of renter equity with cash rebates or unrestricted savings? What if tenants were
randomized?

Beyond outcomes for renter equity tenants, important and unanswered questions
remain about the displacement effects of renter equity on other forms of housing. If
renter equity proves successful at providing a share of the benefits of homeowner-
ship, might the form attract would-be homebuyers? Renter equity may appeal to
scrappy and debt-burdened millennials or working-class retirees who might other-
wise purchase homes. It is possible that renter equity could reduce unstable or
unsustainable home purchase and help renters to save for down payments. At the
same time, renter equity produces less wealth accumulation than homeownership,
does not convey the same level of tax benefits, and provides limited liquidity (renter
equity tenants have access to a small emergency loan fund). On balance, the
magnitude of these displacement effects is likely small. Renter equity’s displacement
of homeownership should be modest or minimal under renter equity’s current
structure. On the demand side, the upkeep tasks in renter equity are unattractive
to many middle- and upper-income individuals, as are the lack of tax benefits and
stay-put rights. Supply-side, renter equity would not interest private landlords who
have low turnover costs and can exploit opportunities for increasing rent with new
tenants (Barker 2003, 10).

Renter equity also raises issues of tenant sorting and selection and price discrimi-
nation. Households use a variety of means to sort themselves into communities that
share similar tastes, goals, and, sometimes, less legitimate factors (cf. Strahilevitz
2011, 16–19). Low-income renters have a similar set of concerns about resident
composition, but reduced capacity to differentiate among their fellow tenants in
affordable housing.Moreover, low-income tenants typically have greater exposure to
negative spillovers given the density of rental housing and its disproportionate siting
in urban or low-income areas. Renter equity facilitates tenant sorting into more fine-
grained and like-minded groups. The renters who apply to renter equity programs
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report that they are highly concerned about safety, desire a stronger commitment to
their residence and sense of community, and want to build savings (Spinney, pers.
comm.). The application process also exerts pressure on selection: tenants must
complete three in-person orientation sessions to secure an apartment.

Because tenants self-select into renter equity, the form reveals information about
applicants’ preferences for savings, financial aspirations, anticipated residential
stability, tastes for cooperation, and inclination toward upkeep. If there is a draw
to renter equity for private landlords, it is in its ability to attract high-quality tenants
that are less likely to cause property damage and disturbances. More concerning,
renter equity could also be a way for landlords to indirectly draw a certain demo-
graphic of tenant. For example, the Cornerstone study found that residents in renter
equity were more likely to be female, older, and better educated than the median
renter at a similar income level (Drever et al. 2013, 50).

Renter equity facilitates price discrimination by offering higher-quality tenants
better housing at a lower rate – it uses a specific system of renter equity savings credits
to deliver differentiated pricing. To some extent, price discrimination occurs infor-
mally in traditional rental housing as higher-quality tenants negotiate better housing
deals or lower rent increases over time. However, the less precise and efficient price
discrimination mechanisms in traditional renting often mean that high-quality
tenants pay a share of the costs of lower-quality tenants in the form of higher rents.
By the same token, one consequence of renter equity’s superior ex ante sorting and
ex post pricing differentiation (via savings credits) may be to leave lower-quality, and
more vulnerable, renters worse off in terms of rental access and affordability. This
poses a normative and distributional question of whether it is socially desirable for
higher-quality tenants to subsidize lower-quality ones.

8.2.B Renting Partnerships

In 2014, the creator of the renter equity model, Margery Spinney, departed from
Cornerstone to launch a housing form called renting partnerships and launch its
first apartment site. Renting partnerships uses the same incentive and leasing
structure as renter equity: renter equity savings credits for on-time rent, participa-
tion, and upkeep jobs, credit vesting after five years, a tenants’ association, and
resident access to an emergency loan fund (Renting Partnerships 2016). Unlike
Cornerstone renter equity, renting partnerships makes extensive rights of participa-
tion and sense of community the fundamental elements of the property form. In the
founder’s view, the incentives function more as a measure of residential participa-
tion and personal development rather than as a motivation for it (Spinney, pers.
comm.). Accordingly, there is a stronger emphasis on ensuring that renters have
input into policies affecting their rentals, including the use of trained facilitators to
oversee the tenant association meetings and ensure meaningful participation
(McKenzie 1994, 16–19; Resident Association Membership Agreement 2016, 1).
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The legal structure of renting partnerships reflects these priorities. Renting part-
nerships leases the property from the owner and subleases to the tenants. The Renter
Equity Agreement (savings credits) and the Resident Association Agreement run
between renting partnerships and the tenants (Renting Partnerships Legal Structure
2016). Renting partnerships chose this legal structure so that it could extend strong
and well-enforced tenant rights of participation and make the renting partnership
directly accountable to tenants. However, interposing the renting partnership as a
lessee of the owner increases costs compared to renter equity, which operates as a
manager under contract with the owner.

8.2.C Federal Lease-Based Incentives: The Family Self-Sufficiency Program

The closest analog to the renter equity model, and another example of the recent
interest in behavioral leasing, comes from the federal HUD Family Self-Sufficiency
Program (FSS) enacted in 1990. FSS aims to motivate tenants to increase their
earnings through lease-based incentives in the form of savings credits. Typically,
low-income residents receiving HUD assistance must pay higher levels of rent as
their income increases. In the FSS program, HUD deposits the increment of rent
attributable to higher income in a savings account for the tenant. Tenants can
withdraw the savings once they fulfill their Contract of Participation. This typically
occurs in five years and requires that the family head be employed full-time and no
other family members receive welfare. FSS is available to residents of HUD public
housing as well as to Housing Choice Voucher recipients dispersed in private
rentals. Housing Choice Voucher recipients pay 30 percent of their monthly
adjusted gross income to rent apartments in the private market, with a voucher
from their local housing authority covering the balance (24 C.F.R. §982.1(a)(3)
(2016)).

A 2011 study that tracked 191 FSS participants found that at year four of five in the
FSS program, 24 percent had met program requirements and graduated with an
average escrow account of $5,300, 37 percent left the program before graduating, and
39 percent were still enrolled and accumulating savings (HUD FSS Evaluation 2011,
32–33).3 It is possible that FSS has stronger effects on asset building than on employ-
ment. Interim results from a study of New York City participants report effective
asset building, but only show positive employment effects for the subgroup of
residents who were not employed at all when they entered FSS (Nuñez et al. 2015,
26, 140–41).

8.3 lease-based incentives as surrogates for equity

Far from an elegant model, renter equity is a veritable patchwork of property rules,
institutions, and incentives. Into this jumble, it mixes psychological elements of
commitment strategies and framing, the theme of life improvement via housing, a
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savings credit schedule reminiscent of mortgage principal accumulation, and the
ability to use housing for liquidity (the resident emergency loan fund). The core
innovation of the renter equity approach is to allocate to tenants the right to some of
the value of their property-benefiting behaviors – and then to explicitly frame and
market that right as an illiquid incentive payment in order to support a range of
behaviors. This form offers a model of how psychology, in the form of behavioral
incentives and commitment devices, can produce certain ownership effects – a
model that raises intriguing possibilities as well as legal and policy concerns.

8.3.A Creating Rights to the Value of Property-Benefiting Behaviors

The renter equity agreement creates a limited right for tenants to a share of the value
of their property-benefiting behaviors. This is an innovation that simultaneously
lessens two key shortcomings of rental: disincentives for tenants to maintain and
improve property and lack of asset-building opportunities. It also capitalizes on
certain efficiencies of possession for maintenance and management. By virtue of
being on site daily, tenants often possess a great deal of information relevant to
upkeep, maintenance, and aspects of management. In typical rentals, tenants cannot
capture the investment or management value of their property-benefiting actions,
only the consumption value. As a result, tenants typically engage in less upkeep,
improvement, and beautification of rental property than comparable owners (Rohe
and Stewart 1996, 48), though not necessarily less local volunteering or civic
engagement (DiPasquale and Glaeser 1999, 382–84; Stern 2011, 102–04).

The renter equity savings credit is not a prototypical property right. It is not an
equity share with rights to property appreciation, and there is only a rough corre-
spondence between the behaviors sought by renter equity and the savings credits.
Appreciation is difficult to measure in advance of sale, particularly for rent-restricted
affordable housing, which does not appreciate in a typical fashion (HUD 2012, 24).
Instead, renter equity uses a predetermined schedule of credits based, presumably
conservatively, on a tenant’s anticipated share of the savings from reduced main-
tenance and turnover (e.g., $60 inmonth 1, $62 in month 2, etc.). Calculating credits
based on a share of annual operating savings might be more efficient or motivating,
but would decrease certainty, breed resentment if payouts fall short of expectations,
and potentially mute the incentive’s salience by using a share rather than a concrete
dollar amount.

Because the money for the savings credits comes from management savings and
reduced turnover, renter equity solves a common problem of incentives: the need for
a costly stream of subsidy (cf. Galle 2012, 814–16).4 At the same time, renter equity adds
a unique, asset-building component to rental. Despite increasing national attention
and funding for asset building for low-income Americans, effective savings programs
for this cash-constrained group are rare (Schreiner and Sherraden 2007). Renters have
dramatically lower levels of savings and multiple barriers to asset building (Joint
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Center for Housing Studies 2013, 13). The lack of renter assets is particularly concern-
ing because renter households are increasing at a rate not seen in the past half century
and the percentage of middle-aged renter households is rising (1–3).

Renter equity has proven effective at building a modest level of assets for tenants by
creating rights to the value of their property-benefiting behaviors (i.e., the savings
credits). However, it has failed to articulate its goals for savings (e.g., pay debts,
develop emergency fund, or long-term savings), which leaves the form vulnerable to
the criticism of “savings for savings’ sake.” It is also not clear that housing, particularly
rental housing, is the optimal vehicle for savings. Renter equity savings is undiversified
and has less legal protection than retirement accounts, securities, or home equity. As I
will discuss in Section 8.3.C, illiquid savings accounts can also be problematic.

In attempting more fine-grained allocations, renter equity exposes shared or
overlapping interests between tenants and owners and the difficulty of teasing
apart respective rights and obligations. Owners are justifiably concerned that renters
will create costly misallocations or negative externalities that the owner will bear the
cost of correcting (cf. Fennell 2009, 16). Also landlords may worry about violating
landlord-tenant laws and habitability provisions (though liability seems unlikely
since landlords retain responsibility for major maintenance and repairs). In practice,
the renter equity lease has only partially resolved these issues by vesting responsi-
bility for major alterations, major maintenance, and residual upkeep (i.e., what the
tenants do not accomplish) in the landlord, while tenants participate in the annual
operating budget, upkeep and minor maintenance, house rules, and decorating. If
private landlords are to adopt renter equity in any number, they will require
additional assurances against damage and greater ex ante clarification of their rights
to intervene if tenant action dissipates value.

Renter equity’s reallocation of property rights and responsibilities also raises
concerns about unregulated labor and labor efficiency. Do we want unregulated
tenant labor to displace regulated labor in renter equity apartments? Renter equity is
likely not subject to labor and wage standards because the tenants have management
duties and serve on managerial committees (cf. Simpson v. Ernst & Young, 1996,
434–44). There is also an efficiency issue of whether residents are the best providers
of maintenance and upkeep. Would it be more efficient for tenants or landlords to
hire out upkeep tasks? Renter equity does not allow such substitution, in part
because of the emphasis on building community. In practice, the constraints of
affordable housing may mitigate these concerns. At affordable housing sites, it is not
a simple choice between regulated and unregulated labor. Absent resident
participation via renter equity, some of the upkeep would not occur at all.

8.3.B Framing Incentives to Produce Ownership Behaviors and Benefits

The renter equitymodel frames the value of residential contributions as an incentive
for tenant participation and adherence to the property form. Indeed, the savings
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incentive might inspire less action, or more conflict, if renters thought of the credits
as property rights that should have been recognized previously. The savings credits
accrue monthly, which provides what psychologists refer to as periodic reinforce-
ment, rather than a less motivating schedule such as annual accounting. Even the
term renter equity is compelling, suggesting both financial accumulation and perso-
nal stake. This is not to claim that incentives, however artfully defined andmarketed,
will persuade highly resistant renters. Instead, the incentives support ownership-like
behaviors in concert with preexisting tenant motivations (selection), legal rules and
expectations for the required renter equity behaviors, and the development of norms
of resident participation (cf. Drever et al. 2013, 34).

Psychologically, incentives have a number of advantages for altering behavior.
First, incentives increase the salience of certain behaviors. They communicate what
is important to the entity providing the incentive, draw attention to those behaviors,
and serve as ongoing reminders over time (Karlan et al., 2016, 2, 16). Second,
incentives provide positive reinforcement of the desired behavior that increases its
frequency (and may eventually create habits). Incentives can also help maintain the
renter equity system against free riding and other collective action problems. Third,
there is some evidence that incentives maintain good relations between parties by
cultivating positive associations with the people connected to the incentive (Tyler
and Blader 2000, 41). It is possible that penalties, taken from residents’ existing assets,
may be more effective than incentives at producing desired behaviors due to loss
aversion (Kahneman, Knetsch, and Thaler 1990, 1325–48; Kahneman and Tversky
1979, 263–74). However, for behaviors that are not part of traditional lease obliga-
tions, such as upkeep, penalties seem misplaced (cf. Galle 2012, 834) and likely
illegal under some tenant protection laws. Moreover, penalties are costly to enforce
and often impossible to collect against judgment-proof tenants.

Residential leases have strengths as instruments of behavior change. They
enable access to tenants and typically operate based on monthly rent, which can
demarcate or deliver incentives. There is often preexisting rental management
in place that can lower the incremental cost of administering incentives. Of
course, incentives need not, and often should not, be tied to property. However,
we might structure incentives within the property form in certain instances, such
as when the target behaviors are residential or associated with property, the
incentive is more efficiently monitored or administered on site, or the incentive
payment is the housing itself.

In renter equity, the savings incentive supports behaviors that track homeowner-
ship, albeit in smaller magnitude and altered form. These behaviors include upkeep
obligations, participation rights and limited self-governance, longer durations of
residence, asset building, and a more “ownership-like” relationship to one’s resi-
dence. The incentives directly reward three behaviors (upkeep, themonthly resident
meeting, and paying rent on time). The resident association and the vesting rules for
renter equity then sweep into the incentives’ ambit a host of other behaviors,
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including participation in social events, creating and enforcing the house rules, and
residential longevity.

Notably, renter equity frames the incentive not as a bald payment, but rather as an
“equity-like” savings credit that represents opportunities for life improvement (evo-
cative of homeownership). By emphasizing these positive connotations, the form
likely produces stronger behavioral effects than it would otherwise. An immediate
cash payment or shopping gift card is also motivating, but would undermine renter
equity’s attraction to lower-income tenants as an alternative to traditional renting
and an asset-building vehicle.

The flip side of the psychological power of incentives is their vulnerability to
abuse. If incentive-based behavioral leasing proliferates, the legal system may need
to address misleading or deceptive incentives as landlords attempt to capture the
value created from tenant contributions. For example, less scrupulous landlords
may mislead tenants about incentives or offer incentives in complex forms that are
difficult to understand. These practices have occurred with other consumer incen-
tives, such as loyalty points programs (Dougherty 2013).

8.3.C Renter Equity as a Commitment Device

Renter equity employs what psychologists refer to as commitment strategies to shield
tenants’ savings from later willpower failings and time-inconsistent preferences
(Ayres 2010, 45–47; Kurth-Nelson and Redish 2012, 1–2). A large body of research
in psychology, law, and economics converges on the finding that commitment
strategies are an important tool to mitigate bounds on willpower and address present
bias and hyperbolic discounting (Ayres 2010, 20–55). For example, making a visible
public commitment to exercise, agreeing to pay a penalty for not exercising, and
selling your car so you must walk to work all reduce the likelihood of yielding to
sedentary temptations.

As David Laibson recognized two decades ago, illiquid investments, including
housing, offer a mechanism for commitment (1997, 444). He refers to such illiquid
instruments as “golden eggs” that increase savings (and that can be undermined by
financial products that enable instant borrowing against the illiquid asset) (445, 465).
Housing illiquidity offers one strategy for insulating people’s “future selves” from the
temptation to spend, as well as to relocate. For example, research by Thomas
Davidoff suggests that homeowners use housing illiquidity to save for long-term
care rather than purchasing long-term care insurance (2008, 15–22).

Renter equity offers a potent commitment device for ensuring tenants save: it
makes the savings illiquid for five years. This is similar, though not identical, to the
illiquidity of home equity (at least prior to the advent of cash-out refinancing and
reverse mortgages). Of course, illiquidity can also have undesirable effects, particu-
larly for low-income renters. When new situations or economic shocks arise, it may
make sense for tenants to access savings. In the face of a liquidity crisis, tenants may
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accept punishing interest on payday loans or defer needed health care, for example,
because they cannot access their renter equity funds. Renter equity only partially
addresses this problem through a resident loan fund for residents who need short-
term loans for emergencies and move-in expenses.

Renter equity may not appeal to the renters who need commitment devices for
savings the most. A significant subset of the population misestimates how time and
flagging willpower will affect their future decisions (i.e., they don’t believe they will
have self-control problems). Non-mandatory or opt-in commitment devices are
often not effective for this subset, who choose not to adopt them. Ted
O’Donoghue and Matthew Rabin suggest an interesting solution. They describe a
hypothetical policy where people opt into a combined potato chip tax and carrot
subsidy. People who recognize that they have imperfect control will opt in to this
commitment device. However, so will “naifs” who don’t realize their limited self-
control and view the policy as a gratis subsidy (they believe they will only consume
carrots) (O’Donoghue and Rabin 2003, 186–90). Renter equity or other renter
savings programs might experiment with this approach. For example, they could
offer a savings account that tenants may withdraw from at any time and then an opt-
in policy. The opt-in would impose a tax on early withdrawal and a bonus (subsidy)
for allowing the money to accumulate for a certain period of time or periodic
subsidies for each year the money remains untouched. Individuals who want to
build savings and realize they have self-control problems will opt into the program,
but so will those who are unaware of their self-control problems. Of course, if the
costs of illiquidity are too high relative to its benefits, tenants either won’t opt in or
may opt in to their detriment because they also misestimate their liquidity needs or
are overoptimistic about the perceived subsidy.

In addition to savings, the five-year vesting period also provides a commitment
strategy for residential stability. The commitment structure allows renters, like
owners, to embed ex ante preferences for residential stability into their housing by
choosing a form (renter equity) that increases the costs of exit. Lodging the value of
tenants’ property-benefiting behaviors in late-vesting savings accounts provides
incentives to stay put and, by design, distorts exit decisions. This undermines some
of the virtues of rental: mobility and low costs of exit that enable tenants to respond to
changed preferences and new opportunities. On the other hand, duration tends to
increase both social ties and social contribution, which are important to the renter
equity model. As a practical matter, a substantial percentage of renter equity
residents are disabled or chronically ill; for these groups, geographic mobility
tends to be lower anyway (Spinney pers. comm.).

There may be ways to lessen stability distortions in renter equity. Renter equity
might integrate elements of the Family Self-Sufficiency Program by allowing resi-
dents to withdraw their savings early without penalty, and possibly an additional
financial bonus, for achieving income that disqualifies them from subsidized hous-
ing. If renter equity were to proliferate, presumably via government or nonprofit
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support, a transfer system could evolve to allow tenants to move between different
(possibly subsidized versus unsubsidized) rental equity sites. Renter equity could
also shorten the time period for vesting. This would decrease asset accumulation for
tenants as well as the amount of renter equity the landlord could provide, as turnover
would increase. Another option would be to keep a five-year vesting rule but allow
immediate, partial vesting if tenants leave their rental or if the building is sold.
Either a shorter vesting period or an escape hatch approach would enable greater
mobility and discipline against landlords’ temptations to lessen services or otherwise
exploit tenants’ desire to stay in place for the five-year vesting window. These options
also lessen renter equity’s downsides for marketability: landlords want flexibility to
sell their buildings without narrowing their market to those willing to manage the
building with renter equity (tenant buy-out provisions may also address market-
ability, albeit at a cost to landlords).

8.4 psychological pitfalls of renter equity

and mitigating effects

Renter equity leverages psychology to structure and support its alternative housing
form. Like any policy tool, psychology can fail. This section considers the potential
for psychology to unravel or have unintended consequences in practice.
Specifically, I examine the risk that incentives will crowd out intrinsic motivation
and voluntary behavior and the potential harms from renter equity’s behavioral
control of tenants.

8.4.A Crowding Out Motivation and Behavior

In some circumstances, incentives may reduce or “crowd out” the target behavior
(Frey and Jegen 2001, 591–96). When this happens, people put forth less effort and
produce less behavior than they would have in the absence of any incentive.
Crowding out happens most commonly in the long run after an incentive is
removed, but it can also occur when the incentive is still in place (Gneezy, Meier,
and Rey-Biel 2011, 193). The research literature offers several explanations for
crowding out: a loss of intrinsic motivation in the face of external rewards (Deci
1971, 105–10), the inference from payment that the task is unpleasant (Bénabou and
Tirole 2003, 479–89), and compromise of one’s image when prosocial behavior
follows from payment (Ariely et al. 2009, 544–55). Incentives appear particularly
vulnerable to crowding out when the incentive is visible to others and the behavior is
“noble” or prosocial (Kamenica 2012, 13:18). This suggests a reason for not offering
explicit incentives for residential activities such as volunteering in the community.

Why didn’t the renter equity incentives produce the calamitous effects predicted
by the research on crowding out? Based on the limited evidence available, the data
from the Cornerstone study and my interviews with renting partnerships, the savings
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credit incentive supported on-time rent, created more attractive and better-main-
tained housing, and increased residential participation, satisfaction, and sense of
community. These results may be due to attributes of the residents themselves, who
self-select into the program following an extensive orientation process. Perhapsmore
to the point given the inevitable issue of selection bias, what factors might we expect
would make incentives less at-risk for poor behavioral outcomes in renter equity or
other forms of behavioral leasing?

First, the long-term nature of incentives in the renter equity form is a major
protective factor against declining effort and reduced behavior output. Behavior can
dwindle while incentives are in effect. But this is much less common and appears to
occur when the incentive is not large enough, communicates amessage of low social
regard, or is so oversized as to induce anxiety and “choking” (Gneezy and Rustichini
2000, 791–98; Heyman and Ariely 2004, 787–90). The self-funding nature of the
renter equity incentive enables an ongoing stream of incentive payments (renter
equity keeps money in the operating reserves so that if cost savings are not realized
for a discrete period, the incentive will still be paid). We might expect problems
when the 10-year period for renter equity ends and residents stop collecting credits,
which is just beginning to occur at Cornerstone. In that case, it seems unlikely
tenants will continue to engage in upkeep or participate as frequently in tenant
meetings. Renting partnerships does not place an expiration date on earning savings
credits for this reason (Renting Partnerships 2016).

Second, the structure of renter equity may buffer against motivational harms.
Homeownership offers a paradigm of embedding incentives and cloaking them with
positive social meaning. Similarly, renter equity affords tenants more control and
decision-making power and has connotations with ownership – a desirable social
status. These positive meanings may reframe the incentive in a more personally and
socially admirable light. The form of the incentive may reduce crowding out as well.
There is evidence that crowding out occurs most commonly for monetary payments.
In renter equity, the incentives take the form of a monthly savings “credit” that goes
into an account for five years rather than an immediate cash payment. Of course, not
all aspects of the savings credit are desirable or empowering. Renter equity tenants
receive their savings credits on the judgment of a third-party administrator who
monitors the defined spaces that each tenant maintains. This may suggest low trust,
signal negative perceptions of residents, or alter the nature of relations from social to
monetized or hierarchical. This point suggests a symbolic importance to renter
equity’s participatory structures. Some amount of resident governance (though
perhaps less than the full amount envisioned by renter equity and especially renting
partnerships) seems necessary to prevent renter equity from taking on the paterna-
listic flavor of an allowance for chores or becoming a labor contract.

Last, practically speaking, concerns about crowding out are often overblown for
the simple reason that many behaviors subject to financial incentives would not have
occurred but for the incentive. For example, low-income renters have a negative
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savings rate and are very unlikely to save voluntarily. Even among middle-income
households, the savings rate is startlingly low (Guidolin and La Jeunesse 2007, 491–
94, 512). With respect to upkeep and residential participation, the motivational
picture is more complex. For example, a tenant may voluntarily pick up litter
when he passes it or plan a resident gathering, but he would not voluntarily engage
in the one to two hours of weekly upkeep of common areas that renter equity
requires. Paying rent on time is perhaps the behavior most vulnerable to crowding
out. However, this behavior is subject to a stick (the lease obligation to pay rent and
remedies such as eviction) as well as a carrot (the savings credit).

Beyond specific behaviors, could savings credits crowd out one’s civic or altruistic
orientation toward residential living or stymie the more “owner-like” personal
dispositions that renter equity seeks to cultivate? The psychology and economics
research on incentives is less illuminating here because it has focused onmeasurable
behaviors, with less attention to dispositions or attitudes. Even if we assume that a
crystallized, prosocial orientation toward residential living exists, it is not clear
whether incentives linked to renter equity support or undermine it given renter
equity’s positive connotations with savings, life improvement, and a social “equity
stake” in housing.

8.4.B Controlling Personal and Social Behaviors

Linking scarce housing to financial incentives for upkeep tasks and participation in
resident meetings could be seen as classist or coercive – or a possible gateway to
leases that attempt to incentivize more personal behaviors and choices. Renter
equity exercises a substantial amount of social control over tenant behaviors and
interactions. Residents must join and participate in the tenant association to earn
renter equity credits as well as consent to extensive house rules that include obliga-
tions to escort guests out the door, report safety concerns, forego long-term house-
guests, and engage in peer mediation of conflicts (House Rules 2016, 1–2).
Incentivizing or requiring certain behaviors as part of one’s lease is an uneasy fit
with notions of autonomy and liberty, as well as theories of property’s particular role
in securing liberty (cf. Ely 2008, 43). Homeownership incentives, in contrast, are
intrinsic, less direct and visibly controlling, and the product of a choice to buy. It
may feel and mean something different to perceive that your behavior is influenced
by ownership of your property versus a rental incentive payment.

Another criticism might be that the renter equity model imposes a class-based
notion that low-income residents need only adopt a better work ethic or habits
of participation to improve their lot in life and become more productive
citizens. To some, the upkeep tasks may seem insulting. As a practical matter,
however, low-income tenants often receive barebones property upkeep services
and may prefer to have an option to coordinate with other tenants to provide a
higher level of service.
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The pivotal issue for tenant liberty and dignity interests may be whether residents
have a meaningful choice to opt into renter equity, with its mandated social
structures and “sweat equity” component. The lack of affordable housing for low-
income renters is severe, with only 32 housing units available for every 100 very low-
income renters (Furman Center 2012, 3). Should renter equity expand, it is not clear
whether residents competing over a severe undersupply of affordable units can
choose whether or not to enter into a behavioral lease – indeed, this may be a new
twist on the concerns of “unequal bargaining power” that animated landmark land-
lord-tenant cases (e.g., Javins v. First Natl. Realty Corp (D.C. Cir. 1970)). Yet,
discarding forms such as renter equity and renting partnerships based on concerns
about choice would foreclose housing options from tenants, a result that seems both
undesirable and ironic.

Beyond renter equity, there is a broader question of whether we are starting down
a “path of behaviorism” in leasing that may lead to other, more objectionable
attempts to control the personal behaviors and choices of tenants. This is a deeper
question, beyond the scope of this chapter. For now, I note that while fair housing
acts provide some safeguards against overreaching, there may be a danger to accli-
mating ourselves to behavioral leases that regulate or incentivize personal behaviors.

8.5 conclusion

Renter equity fills a gap between traditional rental and homeownership – but, in
certain respects, rests uneasily within it. The form offers a number of innovations.
It enables asset building for renters through their rental interests. Renter equity also
offers relief from the stranglehold of traditional renting by allowing tenants greater
control and governance. Focus group research by Cornerstone has found substantial
interest among low-income renters for renter equity (asset building), greater parti-
cipation in their residence, and safer housing (Spinney, pers. comm.). With respect
to neighborhoods, while the renter equity sites have not deconcentrated poverty,
they may deconcentrate dysfunction by drawing more responsible, motivated, and
educated low-income residents to distressed neighborhoods (Dawkins 2011, 35–37;
Drever et al. 2013, 35–36).

To expand, renter equity will need to resolve a number of legal and policy issues.
These questions include how the form will address stay-put rights, incentives for
residential stability, disbursals of savings credits upon eviction, and landlord abuse or
fraud with respect to the tenants’ savings credits. Until recently, Cornerstone renter
equity was content to limit the program to three carefully tended sites (Spinney, pers.
comm.). As a result, there has been limited development of or experimentation with
the renter equity form. For example, it is not clear if all of the many moving parts of
renter equity are necessary to sustain the form. Less elaborate structures of participa-
tion and community building would make the renter equity formmore “scalable” to
other sites, but could undermine the program’s success.
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Perhaps renter equity’s most important contribution is as a model of innovation of
an intermediate housing form for renters, supported by lease incentives.
Traditionally, the residential lease divided the respective property rights and obliga-
tions of the landlord and tenant along the standard dimensions of possession and
residual ownership. This division was cast at the time of lease signing and frozen into
place for the term of the lease. Neither the historical property-bound view of leases
nor the post-1970s contractual paradigm contemplated explicit, ongoing incentives
in residential leases. Renter equity, and other behavioral leases, represent a novel
iteration of the rental form – one that increases the continuum of housing options
and raises new issues for property law.
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Notes

1. This proposal seems unlikely to catch fire, in part because it requires renters to
voluntarily opt in to additional savings and because renters, who are poorer
on average and receive less government subsidy than owners, are more cash-
constrained. Procedurally, funneling savings through rent seems to be an increas-
ing possibility due to the proliferation of online intermediaries for collecting rent
payments.

2. Surveys that ask about homebuying motivations, such as the data collection
completed annually by the National Association of Realtors, tend to use broad,
under-differentiated response categories. For example, the primary reason
respondents selected for purchasing a home was the “desire to own a home of
my own” (NAR Profile of Home Buyers and Sellers 2015, 7).

3. Similarly, interim findings from the ongoing MRDC study of the New York FSS
and FSS plus incentives (additional cash incentives for seeking education and
working) found that four years into the program, 50 percent of participants
accumulated savings with almost a third reporting more than $5,000 (Nuñez
et al. 2015, 26).

4. However, this does not mean there is no subsidy involved in the renter equity
sites. Both the development of the building and their operating reserves are
initially subsidized by tax credits and charitable contributions, as is frequently
the case for affordable housing.
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9

Housing, Mortgages, and Retirement

Christopher J. Mayer

Many policy makers and business experts have expressed concern about the dete-
riorating savings and retirement readiness of older Americans. The Federal Reserve
2015 Survey of Household Economics and Decisionmaking states that “Thirty-one
percent of non-retired respondents report that they have no retirement savings,
including 27 percent of non-retired respondents age 60 or older.” Measurements
from the Boston College National Retirement Risk Index show “52 percent of
households are ‘at risk’ of not having enough to maintain their living standards in
retirement.”1 Fidelity Investments notes that “More than half of Americans [are] at
risk of not covering essential expenses in Retirement.”2

Several factors may be contributing to the growing financial challenges facing
older Americans, including reduced pensions, increasing debt, and low savings. In
previous generations, retirees relied on defined benefit plans offered by larger
employers and Social Security to cover retirement expenses. Yet today “only half
of American workers have access to an employer-based retirement plan.”3 As well,
Social Security is facing its own financial challenges, and many experts are propos-
ing an increase in the retirement age.4

At the same time that the coverage of pension plans is shrinking, debt among the
elderly and near elderly is growing. According to researchers at the Federal Reserve
Bank of New York,5 “Debt held by borrowers between the ages of 50 and 80 . . .

increased by roughly 60 percent (between 2003 and 2015).” See Figure 9.1.
The predominant factor driving increased debt was mortgages taken out in the

2000s; credit card debt actually fell over the same period for older households.6 This
result is not surprising. After all, Greenspan and Kennedy (2005) pointed out that
homeowners extracted $564 billion of home equity per year from 2001 to 2005.

Unfortunately, as debt is rising, most Americans of retirement age still have low
balances of financial assets. According to the U.S. Census Bureau, median net worth
excluding home equity in 2011 for the elderly aged 65 to 69 was only $43,921
(Figure 9.2).

Thus it is not surprising that Poterba and colleagues (2011) show that “Even
if households used all of their financial assets . . . to purchase a life annuity, only
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47 percent of households between the ages of 65 and 69 in 2008 could increase their
life-contingent income by more than $5,000 per year.” Savings are not large enough
at this point to address the growing needs of the elderly.

For older households struggling to finance retirement, owning a home may
explain how many retirees are able to successfully get by.7 As shown in Figure 9.3,
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figure 9.1 Total Debt Balance by Age of Borrower
Source: Federal Reserve Bank of New York Consumer Credit Panel/Equifax, Liberty
Street Economics Blog post, “The Graying of American Debt,” February 24, 2016
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figure 9.2 Median Net Worth in 2011

Source: Author’s calculations using U.S. Census data
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the share of elderly households owning their home increased by about five percen-
tage points from 1982 to 2012 to a peak of nearly 84 percent of those aged 70 to 74.
Since that time, the rate has fallen a bit (to 81 percent), but the vast majority of the
elderly own their primary residence today. Owning a home can substantially reduce
expenses and risk associated with retirement (Sinai and Souleles 2005).

Homeowners appear more prepared for retirement than renters in almost
every way. Census data show that median net worth including home equity is
considerably larger than without (Figure 9.2) – almost $195,000 for households
aged 65 to 69 in 2011. Poterba and colleagues (2011) show that housing and real
estate wealth exceeds the total of financial assets and personal retirement
accounts for households of the same age. Even more striking, the authors
show that real estate represents almost 80 percent of the present value of
Social Security income.

In what follows, I examine the growth in mortgage debt and home equity for the
elderly using the Survey of Consumer Finances (SCF) and consider how retirees are
able to manage debt and utilize home equity in retirement with data from the
Health and Retirement Survey (HRS). Previous academic research often examines
home equity as a share of net worth without considering the amount of mortgage
debt.8 Indebtedness is important to consider in its own right given the way many
households now pay for their costs in retirement, predominantly financing expen-
ditures from cash flow rather than spending down their stock of assets. As Poterba
and colleagues (2011) point out, the typical household appears to treat home equity

60%
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85%

1982 1985 1988 1991 1994 1997 2000 2003 2006 2009 2012 2015

60–64 65–69 70–74

figure 9.3 Homeownership Rate for Elderly Households, 60–74 Years Old
Source: Author’s calculations using U.S. Census data
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and non-annuitized wealth like precautionary savings, which they spend only very
late in life.

The data show a striking increase in mortgage debt at or near retirement age since
1992. For example, about 40 percent of households age 66–71 have a mortgage in
2013, up from 25 percent two decades earlier. At the same time, the average amount
of mortgage debt (in 2013$) has almost tripled from less than $20,000 to more than
$55,000. By contrast, real home equity in 2013 is at about the same level as it was
almost 15 years earlier for most older homeowners. These data make clear that the
growth of housing debt in the boom prior to the Great Recession remains on the
balance sheets of many older households today.

Next I consider the evolution of mortgage debt versus financial assets over time.
Debt is not necessarily a problem if homeowners have more assets to pay back the
debt. Unfortunately, not only has debt increased as a share of home values, it has also
increased relative to financial assets. About 40 percent of homeowners with a
mortgage aged 65–69 had more mortgage debt than the sum total of all of their
financial assets in 2012, up from about 28 percent in 1992.

Having established the growth in housing debt, I examine data from previous
cohorts of older homeowners to examine how these households have historically
managed mortgage debt and spent down home equity and financial assets over time.
This analysis builds on a pair of papers by Poterba and colleagues (2012, 2015) that
examine the net worth of the elderly in the year just prior to death as well as
examining the evolution of assets from retirement age to just before death.9

The evidence shows that few homeowners spend down home equity until very
late in life. For a sample of borrowers first observed at age 53–63 in 1994 and who die
within 18 years, the share without home equity increased slightly from 31 percent to
34 percent. For elderly first observed over age 70 in 1992 and who die within 15 years,
the share without home equity doubled from 22 percent to 44 percent.10 Even for the
oldest households in the sample, however, the majority own a home in the year
prior to death.

Next I examine the link between home equity and financial assets. Poterba and
colleagues (2015) show that for households entering retirement with assets, most of
those assets remain unspent unless the household has a disruption in family com-
position or a member with an important medical event. I expand on their analysis by
separating assets into home equity and financial assets. The results show that most
older households only spend down home equity in the years just prior to death when
they enter assisted living. By contrast, households spend down 30 percent to 40

percent of financial assets. Homeowners with larger amounts of financial assets are
slightly less likely to reduce home equity, potentially because they have the resources
to age in place in their home rather than selling the home and moving to assisted
living.

Putting these results together, my findings suggest that the prognosis for financial
stability in retirement is getting worse becausemore households are entering retirement
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age with greater amounts of debt. This trend is likely to continue as younger
cohorts are nearing retirement age with more debt than previous cohorts, whether
measured in real dollars or as a share of home value (loan-to-value ratios are also
rising). While many elderly have large amounts of home equity (which often
exceeds other financial assets, including retirement accounts), most do not use
that home equity to fund retirement.

This chapter has two empirical sections. The first examines the Survey of
Consumer Finances to determine changes in household balance sheets and
borrowing when heading into retirement. The second examines data from the
Health and Retirement Survey to study how households spend down home
equity and financial assets. This chapter concludes with ideas about a future
policy and research agenda.

housing debt in retirement

To begin, I examine data from the Survey of Consumer Finances to track
homeownership and borrowing by families at or near retirement age. The analysis
is conducted by age as well as by following cohorts of borrowers in six-year age
intervals from 1992 to 2013. The six-year age intervals were designed to allow the
reader to compare housing behavior of some cohorts.

Data Description

The Survey of Consumer Finances (SCF) is sponsored by the Federal Reserve
Board in cooperation with the Department of Treasury. It is a cross-sectional survey
of families in the United States that has taken place every three years since 1983. I
start with the 1992 survey, which was the first date that the SCF was built to provide a
nationally representative sample, using waves in 1992, 1995, 1998, 2001, 2004, 2007,
2010, and the latest published wave in 2013. The survey collects information on
assets, liabilities, pensions, income, and demographics. About 6,500 families parti-
cipate in each wave of the survey, whichmeans that it can be difficult to separate into
smaller groups of elderly without some sampling error. The yearly survey data were
downloaded directly from the Federal Reserve website. Dollar-denominated vari-
ables are reported in 2013($) to allow comparisons across years. The primary vari-
ables used are X14 (age), X805 (balance still owed on first mortgage), X808 (mortgage
payment), X701 (homeownership), X809 (payment frequency), X5729 (income), and
X507 (value of primary residence). Sample weights (X4200) were applied through-
out the data.

The term “family” is defined in the SCF by examining a household unit
and dividing into a primary economic unit (PEU) – the family – and everyone
else in the household (Board of Governors of the Federal Reserve System
2014). The PEU is intended to be the economically dominant single person or
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couple (whether married or living together as partners) and all other persons in
the household who are financially interdependent with that economically
dominant person or couple. In this regard, the definition of families in the
SCF is more comparable to the definition of households in other government
surveys.

The data are analyzed in four six-year age groups beginning in 1992 and based on
the age of the head of the family: 54–59, 60–65, 66–71, and 72–77-year-olds. The
cohorts were then aged every six years, the same intervals that align with years that
cohorts are observed in the SCF. While the SCF takes place every three years, the
data are aggregated into six-year age intervals to ensure a large enough sample for
appropriate inferences. In the last year of study, the oldest cohort went from being
42–47 in 1992 to 72–77 years in 2013.

Analysis

To start, I examine changes in housing debt, homeownership, and home equity by
age. Table 9.1 reports the share of families without a mortgage in the various age
groups. Families with a mortgage in retirement may be at greater risk of losing their
homes without working or obtaining additional income above and beyond Social
Security.

The data show a consistent downward trend in the share of homeowners with a
paid-off home entering retirement age. For families whose head was over age 65 (in
this case, age 66–71), the share without a mortgage fell from a high of 75 percent in
1992 to 69 percent in 2004, just prior to the financial crisis. By 2007, the percentage
without a mortgage had fallen to 61 percent and remained around 59 percent in 2010

and 2013. Families with a head aged 72–77 years old exhibit a similar large decline in
the share of borrowers without mortgages. Older borrowers appear to have strongly
contributed to the growth in borrowing during the mid-2000s. By contrast, the share
of borrowers aged 54 to 59 without a mortgage has remained relatively stable at
between 35 percent and 42 percent. Thus the increase in debt appears to be a result
of borrowers not paying off their mortgage as they approach and enter retire-
ment age.

table 9.1: Percent of Households with No Mortgage by Age

1992 1995 1998 2001 2004 2007 2010 2013

54–59 41% 42% 42% 42% 41% 35% 37% 39%
60–65 56% 53% 55% 57% 54% 47% 46% 48%
66–71 75% 72% 70% 68% 69% 61% 59% 59%
72–77 90% 82% 83% 83% 80% 76% 67% 70%

Source: Author’s calculations using Survey of Consumer Finances data
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One possible explanation for the decline in the share of families with fully paid-off
mortgages is that the homeownership rate was rising for older families during this
same time period. As a result, some families who might have been renters in previous
years became homeowners. Although these “new” homeowners may not have fully
paid off their mortgage, they might have accumulated enough home equity to make
retirement more financially stable than if they had not owned a home at all. Table 9.2,
in fact, documents that the homeownership rate was rising over this time period for
families whose head is age 66 and above.11

One way to address this issue is to examine the share of families with some
housing payment.12 In this case, a homeowner with a mortgage might be treated
similarly to a renter, at least from the perspective that both groups may require
additional income relative to a homeowner with a fully paid-off mortgage. In fact,
data from the Joint Center for Housing Studies of Harvard (2014) documents that
about 30 percent of elderly households with a mortgage pay more than one-half of
their income in housing expenses, a similar share as elderly renters. Thus mortgage
payments could present an appreciable burden on elderly retirees just as rental
payments might.

The data in Table 9.3 show that after 2007, a sharply higher share of families
whose head is over the age of 65 fall into the category of owners with mortgage
payment or renters. While in 2004, 47 percent of those aged 66 to 71 had some
housing payment, by 2010 that number had risen to 54 percent. For the oldest
families (with a head aged 72 to 77), the share rose from 38 percent to

table 9.2: Homeownership Rate by Age

1992 1995 1998 2001 2004 2007 2010 2013

54–59 76% 83% 77% 77% 80% 79% 70% 69%
60–65 76% 79% 78% 79% 77% 81% 76% 74%
66–71 74% 76% 76% 75% 78% 78% 78% 79%
72–77 75% 78% 75% 76% 78% 74% 75% 77%

Source: Author’s calculations using Survey of Consumer Finances data

table 9.3: Percent with Housing Payments by Age

1992 1995 1998 2001 2004 2007 2010 2013

54–59 69% 65% 67% 67% 67% 72% 74% 73%
60–65 57% 58% 57% 55% 58% 62% 65% 64%
66–71 44% 45% 47% 49% 47% 52% 54% 53%
72–77 33% 36% 38% 37% 38% 44% 50% 45%

Source: Author’s calculations using Survey of Consumer Finances data
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50 percent. While the data in 2013 show a small decline in the share of elderly with
a mortgage, the overall pattern documents that housing payments have become
much more common among retirement-age families after the financial crisis.

Next, I examine the amount of mortgage debt held by families in this age group
who own a home. Table 9.4 shows the average mortgage debt by age for homeowners
with a mortgage and documents an appreciable rise over time in the amount of
mortgage debt held by older borrowers.

Overall real mortgage debt among 66–71-year-olds increased from about $18,000
in 1992 (in 2013 dollars) to about $55,000 in 2010 and 2013. This is a sharp growth in
borrowing for an age group that is at or near retirement. At first glance, it is surprising
that the amount of borrowing grew throughout the 1990s and early 2000s, in seeming
contradiction of the Greenspan and Kennedy (2005) result showing a much sharper
increase in mortgage borrowing in the early 2000s than the 1990s. However, the data
on the share of homeowners with a mortgage can reconcile this seeming contra-
diction. Table 9.3 shows that the share of families without a mortgage fell from 2001

to 2007. This suggests that the mortgage excesses of the 2000s resulted in increases in
mortgage debt on both the intensive and extensive margins; not only did borrowers
take onmore housing debt, but a larger share of older borrowers had amortgage than
in previous years.

Of course, families may have seen an increase in home values that offset the larger
overall borrowing amounts. Table 9.5 reports loan-to-value (LTV) ratios for the same
age groups, once again conditioned on having an outstanding mortgage.13 While
mortgage debt grew steadily prior to 2007, the overall LTVs for these age groups only
increased slightly between 1998 and 2007. This suggests that the typical family
increased its borrowing roughly in proportion with the overall rise in home prices.
However, after the housing crash, LTVs exhibited a large increase. By 2013, the
typical older borrower over age 65 had an LTV of almost 50 percent, upmore than 10
percentage points from 1998. The data suggest that mortgage debt for older families
increased when home values rose, but that borrowers did not decrease their mort-
gage debt when prices fell.

While the SCF data from 2016 are not yet available, it is possible that the trend of
increasing LTVsmight reverse itself. Between 2013 and 2016, home values have risen

table 9.4: Real Mortgage Amount (2013$) by Age among Homeowners with a Mortgage

1992 1995 1998 2001 2004 2007 2010 2013

54–59 $ 32,610 $ 39,559 $ 44,860 $ 52,574 $ 62,471 $ 68,561 $ 67,174 $ 69,954
60–65 $ 23,118 $ 28,023 $ 43,512 $ 47,562 $ 63,578 $ 69,082 $ 69,099 $ 71,418
66–71 $ 18,304 $ 23,342 $ 31,997 $ 40,180 $ 43,219 $ 66,052 $ 54,790 $ 54,828
72–77 $ 16,419 $ 23,359 $ 34,113 $ 34,662 $ 47,338 $ 36,677 $ 46,892 $ 40,360

Source: Author’s calculations using Survey of Consumer Finances data
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about 20 percent according to the Case and Shiller National Home Value Index.14

Thus LTVs today would be close to their historical average of 40 percent as long as
mortgage balances have not gone up for elderly borrowers, which would be con-
sistent with data showing the overall size of mortgage borrowing has been flat over
this time period.15

Finally, I examine overall home equity. Table 9.6 reports home equity in real 2013
dollars for all families who own a home. Not surprisingly, given the data on LTVs,
home equity has been relatively stable around $100,000 since the early 2000s for
families aged 66–71, with the exception of a large increase in 2007 followed by a
decline in 2010.16 This is consistent with studies finding that owners have large
amounts of home equity, even those older homeowners with a mortgage.

The data from this section show that a growing number of families are entering
retirement age with mortgage debt that will not be paid off for many years to come.
The increasing amounts of mortgage debt will likely challenge retirement stability
for some homeowners.

spending home equity and financial assets

in retirement

Next, I turn to the questions of how mortgage debt has evolved relative to assets for
older homeowners, as well as how these homeowners spend down their assets in
retirement. Here, this chapter uses information in the Health and Retirement

table 9.5: Mean Loan-to-Value (LTV) Ratio among Homeowners with a Mortgage

1992 1995 1998 2001 2004 2007 2010 2013

54–59 32% 40% 43% 43% 43% 42% 56% 59%
60–65 29% 36% 37% 43% 39% 40% 52% 58%
66–71 22% 33% 34% 36% 38% 41% 50% 48%
72–77 17% 32% 37% 37% 43% 40% 41% 49%

Source: Author’s calculations using Survey of Consumer Finances data

table 9.6: Home Equity (Real 2013$) among All Homeowners

1992 1995 1998 2001 2004 2007 2010 2013

54–59 $ 101,904 $ 98,258 $ 104,718 $ 123,660 $ 145,815 $ 162,934 $ 120,013 $ 119,124
60–65 $ 80,939 $ 77,683 $ 117,603 $ 109,922 $ 163,279 $ 170,605 $ 133,546 $ 122,818
66–71 $ 83,006 $ 70,088 $ 94,357 $ 110,136 $ 114,036 $ 162,783 $ 109,641 $ 114,094
72–77 $ 97,417 $ 73,644 $ 92,530 $ 93,666 $ 110,457 $ 92,719 $ 114,158 $ 82,193

Source: Author’s calculations using Survey of Consumer Finances data
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Survey (HRS), following closely the analysis in Poterba and colleagues (2015). These
authors take advantage of the panel feature of the HRS to identify assets in the last
wave prior to death and compare them to assets that the same household had when it
first entered the HRS up to 20 years earlier. The point of the analysis is to understand
how households spend down assets, including both housing and other financial
assets in typical retirement years. An important advantage of theHRS for this analysis
is the opportunity to observe a large sample of respondents in the very late stages
of life.

Data Description

The University of Michigan Health and Retirement Study is a nationally represen-
tative survey of Americans over the age of 50. The survey has interviewed a sample of
approximately 20,000 individuals every two years since its inception in 1992. Eleven
waves of the study are included in this dataset.

Two of the six age cohorts of the HRS are included in our dataset. They are the
base HRS cohort and the AHEAD cohort. The HRS cohort includes individuals
born from 1931 to 1941 and are ages 51 to 61 in 1992. The AHEAD cohort began as part
of a different study (The Study of Assets and Health Dynamics among the Oldest
Old) in 1993 and includes individuals born before 1924. The AHEAD cohort was
interviewed once more in 1995 before being added to the general HRS interview for
the 1998 study. For the purposes of this study, the 1993 AHEAD cohort responses are
added to the 1994 HRS study responses (wave 2) and the 1995 AHEAD cohort
responses are added to the 1996 HRS study responses (wave 3). I drop the first
wave of the HRS (1992 sample) due to data problems, so the sample begins with
wave 2. The data file used is the RANDHRSData (Version O) file. The RANDHRS
Data file is a cleaned version with derived variables of all the core interviews of all
waves of the HRS. All data are listed under the respondent level, but wealth variables
are collected on the household level and can be identified through a household
ID (HHID).

As I am predominantly interested in assets at end of life, responses for this study
are limited only to respondents who died during the survey time period (after 1993
and prior to 2012). The data choices that follow closely track those in Poterba and
colleagues (2015). Respondents with spouses who are not eligible for the HRS due to
their age, and any respondents who left for reasons other than death are also
dropped. When looking at the change in assets up to the year prior to death, the
analysis is limited to respondents who joined the study at the beginning (i.e., 1994 for
HRS and 1993 for AHEAD). This includes the majority of respondents from these
years (wave 2). Variables indicating which survey year the respondent enters the
survey (FYO – First Year Observed) and when the respondent last fully completes
the survey (LYO – Last Year Observed) are created. The LYO variable can range
from only a fewmonths to two years before the time the respondent dies. On average,
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given that the HRS is conducted every two years, the LYO is about a year before
death. The HRS provides separate codes for respondents who exit the sample due to
death versus attrition; I consider only those who died in determining LYO.

Wealth assets are computed in multiple categories and converted into 2012 dollars
using the Consumer Price Index. Housing wealth comes from housing equity (home
value net of mortgage debt). Other wealth is made up of non-housing real estate
equity, vehicles, business, and second home equity minus other debt. Annuity
wealth includes both the respondent’s and their spouse’s pension and Social
Security wealth. Financial wealth is made up of IRA accounts, stocks, checking
accounts, CDs, bonds, and other financial assets.

Health variables for specific conditions are dummies that indicate whether a
condition appears from the FYO to the LYO. The general health variable is
a percentile index created as described in Poterba and colleagues (2013) with a
range from one to 100, with one being the lowest. For all health conditions and
dummies, the value is made positive if either the respondent or their spouse reports
the issue. This way, the respondent-level health data more closely resemble the
household-level wealth data.

Education variables are constructed by years of education. Family pathway vari-
ables are constructed using the marriage status variable. The family pathways
indicate whether the respondent stays single, stays married, or goes from married
to single. There were too few responses for single to married to be included in the
study.

Analysis

To start, I examine additional metrics describing the ability of borrowers to retire
their mortgage. Figure 9.4 uses all waves of the HRS starting in 1998 along with
sample weights to compare the amount of mortgage debt relative to financial assets.
The goal is to determine whether households have enough financial assets to pay off
their mortgages if they chose to do so. In 1998, only 25 percent of those with a
mortgage had a larger mortgage balance than financial assets. In other words, about
three-quarters of mortgage borrowers could retire their mortgage if they chose to do
so.17However, the share unable to retire their mortgage has been steadily increasing,
up to 40 percent in 2012.

Another way to consider the burden associated with carrying a mortgage is to
examine the extent to which borrowers who start with amortgage end up paying it off
before passing away. To do this, Table 9.7 reports data on mortgage amounts for all
households in first and last year observed for the AHEAD and HRS samples. The
data suggest that the bulk of borrowers who start retirement age with a mortgage do
not fully pay it off by the time of their death. Among the younger HRS borrowers
who enter the sample at ages 53 to 63 in 1994, the share with a mortgage increases
from 62.5 percent to 71.8 percent. In other words, of the 37.5 percent with a
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mortgage, only about one-quarter of households (9.3 percent) pay off their mortgage
up to the year prior to death. Not surprisingly, the bulk of those that pay off the
mortgage appear to be borrowers with mortgage debt under $50,000 in 1994. In the
AHEAD group of borrowers entering the sample at age 70 and above, a much higher
share of borrowers start the sample without debt (89 percent) and more than 40

percent of the remainder pay off their mortgage prior to death. In both cohorts,
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figure 9.4 Percent of Homeowners with a Mortgage Aged 60–69 with More Mortgage
Debt than Financial Assets

Source: Author’s calculations using Health and Retirement Survey data

table 9.7: Mortgage Debt

HRS AHEAD

First Year
Observed

Last Year Prior
to Death

First Year
Observed

Last Year Prior
to Death

< = 0 62.5% 71.8% 89.0% 93.4%
$1–$50k 19.7% 11.3% 2.4% 1.2%
$50,001–$100k 8.7% 9.0% 5.1% 2.7%
$100,001–$250k 7.8% 6.8% 2.2% 1.5%
$250,001–$500k 1.2% 1.1% 1.2% 1.1%
> 500k 0.1% 0.0% 0.1% 0.2%
Total 100.0% 100.0% 100.0% 100.0%

HRS Sample: Respondents age 51–61 in 1992 who died prior to 2012

AHEAD Sample: Respondents age 70+ in 1993 who died prior to 2012

Source: Author’s calculations using the Health and Retirement Survey data
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however, most borrowers who enter retirement age with a mortgage will have at least
some mortgage payments up to the year prior to passing away.

Next, I examine the amount of home equity and compare it to financial assets.
The goal is to examine whether the type of asset is related to the likelihood that a
household liquidates the asset over time to help fund retirement. Tables 9.8 and 9.9
compare the distribution of home equity and financial assets for those in the HRS
sample (age 53–63 in 1994) and the AHEAD sample (over age 70 in 1993).

First consider the older AHEAD respondents. Panel 1 in Table 9.8 shows that
households over age 70 in 1993 held significant amounts of home equity; on
average 48 percent had more than $100,000 ($2012) and another 23 percent had
more than $50,000.18 In fact, housing wealth represents the bulk of wealth for
households. Almost 23 percent of respondents had more than $50,000 in home
equity and less than $50,000 in financial assets, whereas only 8.3 percent had
the opposite – more than $50,000 in financial assets and less than $50,000 in
home equity. Alternatively, about 44 percent of respondents had home equity
that was at least one category higher than financial assets, whereas 39 percent
had at least one more category of financial assets. At the top end of the wealth
distribution, there is an appreciable proportion of households (17 percent) that
have more than $250,000 in financial assets, but less in home equity. Thus for
the elderly with high net worth, housing is less important as a share of total
assets, whereas at the lower end of the wealth distribution, home equity is much
more important.

Of particular interest with the HRS (and AHEAD sample) is the ability to look at
respondents just prior to death at much older ages than would be possible with other
data. Panel 2 in Table 9.8 shows the same comparison of home equity and financial
assets in the last wave observed prior to death.

One striking feature is the sharp increase in households who appear to have
liquidated their home and own no home equity. More than 43 percent of respon-
dents report having no home equity versus 22 percent in the first year surveyed
(1993) from Panel 1. As well, another 15 percent of respondents report having less
than $50,000 in home equity and more than $50,000 in financial assets. Overall,
almost one-half now report having at least one more bucket of financial assets
relative to home equity (26.5 percent have at least one category more of home
equity).

It is also striking just how many respondents hit the last stage of their life having
completely exhausted their financial assets (a point first made by Poterba et al. 2012).
Almost 36 percent have less than $10,000 in financial assets and another 21 percent
have less than $50,000 in financial assets. Two-thirds of those with less than $10,000
of financial assets (23.5 percent) also have no home equity. These households are ill-
prepared to fund unreimbursed medical expenses and other costs. Many of these
elderly will end up on Medicaid in addition to Medicare, with the government
funding all of the costs associated with the last stages of their lives.19
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table 9.8: Home Equity vs. Financial Assets, AHEAD Sample (respondents aged 70+ in 1993 who died prior to 2012).

Panel 1.
Responses in 1993

Total Financial Assets

< = 0 $1–$10k $10,001–$50k $50,001–$100k $100,001–$250k $250,001–$500k >500k Total Financial

< = 0 6.2% 5.0% 6.1% 1.5% 1.9% 0.9% 0.6% 22.2%
$1–$10k 0.5% 0.4% 0.9% 0.0% 0.1% 0.0% 0.0% 1.9%

Total $10,001–$50k 2.4% 2.2% 4.5% 1.2% 1.3% 0.6% 0.2% 12.4%
Home $50,001–$100k 2.2% 2.1% 7.5% 3.2% 4.2% 2.6% 1.2% 23.0%
Equity $100,001–$250k 1.9% 1.9% 5.6% 4.8% 8.1% 5.0% 4.2% 31.5%

$250,001–$500k 0.2% 0.2% 0.8% 0.9% 2.0% 1.2% 1.9% 7.2%
> 500k 0.0% 0.0% 0.5% 0.0% 0.1% 0.2% 1.1% 1.9%
Total Home 13.4% 11.8% 25.9% 11.6% 17.7% 10.5% 9.2% 100.0%

Note: All data reported in $2012; N = 5,581
22.9 percent of respondents have less than 50k in financial wealth and more than 50k in home equity
8.3 percent of respondents have less than 50k in home equity and more than 50k in financial assets
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Panel 2.
Responses in Last Year in Sample Prior to Death

Total Financial Assets

< = 0 $1–$10k $10,001–$50k $50,001–$100k $100,001–$250k $250,001–$500k >500k Total Financial

< = 0 12.7% 10.8% 8.4% 3.2% 4.1% 2.2% 2.3% 43.7%
$1–$10k 0.4% 0.4% 0.5% 0.1% 0.1% 0.0% 0.0% 1.5%

Total $10,001–$50k 1.9% 2.1% 3.2% 1.1% 0.9% 0.4% 0.4% 10.0%
Home $50,001–$100k 1.7% 2.6% 4.5% 2.3% 2.8% 1.4% 1.3% 16.6%
Equity $100,001–$250k 1.0% 1.6% 4.0% 2.9% 5.0% 3.2% 3.3% 21.0%

$250,001–$500k 0.2% 0.4% 0.6% 0.8% 1.1% 0.8% 1.7% 5.6%
> 500k 0.0% 0.1% 0.1% 0.1% 0.2% 0.2% 1.2% 1.9%
Total Home 17.9% 18.0% 21.3% 10.5% 14.2% 8.2% 10.2% 100.0%

Note: All data reported in $2012; N = 5,581
16.80 percent of respondents have less than 50k in financial wealth and more than 50k in home equity
14.80 percent of respondents have less than 50k in home equity and more than 50k in financial assets
Source: Author’s calculations using Health and Retirement Survey data
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Table 9.9 repeats this same analysis using younger households in the HRS sample
(age 53–63 in 1994). The HRS respondents appear to head into retirement age in
similar circumstances as AHEAD households (Panel 1). The younger HRS respon-
dents with low net worth still hold portfolios disproportionately concentrated in
home equity, whereas the respondents with higher net worth have a more balanced
portfolio. Almost 20 percent havemore than $50,000 ($2012) in home equity and less
than $50,000 in financial assets, whereas only 9 percent have the reverse situation.
However, unlike their older AHEAD counterparts, few HRS respondents have
liquidated their housing equity in the year prior to death. In their last year observed,
about two-thirds still own their home. About 18 percent have more than $50,000
($2012) in home equity and less than $50,000 in financial assets, versus less than
8 percent in the reverse situation. And nearly 32 percent have at least one category
more in home equity than financial assets as in Table 9.9. The comparison with the
AHEAD cohort seems to suggest that households do not spend down home equity
until they reachmuch older ages. The oldest respondents in the HRS sample would
have died by age 81, whereas the AHEAD cohort has been observed into much
older ages.20

To better understand how households spend housing and financial wealth as they
age, I examine the determinants of assets in the last year observed as a function of
assets when households are first surveyed plus demographic and health controls.
The regressions in Table 9.10 follow the same format and include the same control
variables as in Poterba and colleagues (2015), tables 3.1 and 3.2.21 However, I make
two adjustments. First, the regressions address skewness in observed wealth data by
removing the top and bottom 3 percent of the dependent variable. Trimming the
data results in more consistent estimates in the following regressions, although the
overall findings are little changed. Second, I decompose assets in the form of home
equity and financial wealth. The goal is to determine whether the type of asset has an
impact on the likelihood that a household liquidates that asset to pay for expenses in
retirement. Given that home equity is much less liquid than financial assets, it
would not be surprising that households spend down these assets at different rates.22

The results in the basic regression in Panel 1 of Table 9.10 are surprising at first
blush – household assets in the last year observed are very similar to or slightly larger
than assets in the first year observed. In other words, households do not appear to
spend down assets, even by the year prior to death. These results remain whether
looking at the younger HRS sample or the older AHEAD cohort, with coefficients on
beginning of sample assets between 1.02 and 1.08. In Panel 1, and in the remaining
two panels, the R-squared increases modestly with the inclusion of time between first
and last year observed, as well as demographic, health, and household type variables.
Many of these control variables are statistically significantly different from zero with
the expected sign. However, the inclusion of these control variables does not change
the interpretation of the regressions, although it slightly reduces the size and
significance of the coefficient on beginning of sample asset balances.
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table 9.9: Home Equity vs. Financial Assets, HRS Sample (respondents aged 53–63 in 1994 who died prior to 2012).

Panel 1.
Responses in 1994

Total Financial Assets

< = 0 $1–$10k $10,001–$50k $50,001–$100k $100,001–$250k $250,001–$500k >500k Total Financial

< = 0 15.2% 6.5% 4.9% 1.0% 1.7% 1.0% 0.4% 30.7%
$1–$10k 1.3% 0.7% 0.7% 0.2% 0.2% 0.0% 0.0% 3.1%

Total $10,001–$50k 4.7% 3.9% 4.8% 1.9% 1.9% 0.6% 0.4% 18.2%
Home $50,001–$100k 3.7% 3.5% 5.7% 2.8% 3.1% 1.3% 0.7% 20.8%
Equity $100,001–$250k 1.3% 1.5% 3.4% 2.6% 6.0% 3.6% 3.5% 21.9%

$250,001–$500k 0.1% 0.1% 0.3% 0.6% 1.2% 0.9% 1.2% 4.4%
> 500k 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.7% 0.7%
Total Home 26.3% 16.2% 19.8% 9.1% 14.1% 7.4% 6.9% 100.0%

Note: All data reported in $2012
N = 2,154
19.6 percent of respondents have less than 50k in financial wealth and more than 50k in home equity
9.3 percent of respondents have less than 50k in home equity and more than 50k in financial assets
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Panel 2.
Responses in Last Year in Sample Prior to Death

Total Financial Assets

< = 0 $1–$10k $10,001–$50k $50,001–$100k $100,001–$250k $250,001–$500k > 500k Total Financial

< = 0 15.5% 8.3% 6.0% 1.1% 1.6% 0.6% 0.5% 33.6%
$1–$10k 0.6% 0.6% 0.8% 0.0% 0.1% 0.0% 0.0% 2.1%

Total $10,001–$50k 4.1% 3.0% 4.7% 1.5% 1.4% 0.8% 0.2% 15.7%
Home $50,001–$100k 2.6% 2.1% 5.2% 2.7% 3.0% 1.1% 0.7% 17.4%
Equity $100,001–$250k 1.5% 1.6% 3.9% 3.2% 4.6% 2.8% 3.8% 21.4%

$250,001–$500k 0.3% 0.1% 0.8% 1.0% 1.4% 1.3% 2.2% 7.1%
> 500k 0.0% 0.0% 0.1% 0.1% 0.4% 0.0% 1.8% 2.4%
Total Home 24.6% 15.7% 21.5% 9.6% 12.5% 6.6% 9.2% 100.0%

Note: All data reported in $2012; N= 2,154
18.20 percent of respondents have less than 50k in financial wealth and more than 50k in home equity
7.80 percent of respondents have less than 50k in home equity and more than 50k in financial assets
Source: Author’s calculations using Health and Retirement Survey data
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table 9.10: Determinants of Assets in Last Year Observed, HRS Sample (respondents
aged 53–63 in 1994who died prior to 2012); AHEAD Sample (respondents aged 70+ in 1993
who died prior to 2012)

Panel 1.
Regression of Net Worth in Last Year Observed

Dependent Variable: Net Worth – Last Year Observed

(1) (2) (3) (4)

HRS HRS AHEAD AHEAD

Net Worth – First Year Observed 1.078*** 1.022*** 1.058*** 1.005***
Health Controls N Y N Y
Demographics N Y N Y
Household Type Controls N Y N Y
Time between First/Last Observed N Y N Y
Constant 37946.0*** −35902.7 22452.0*** −5994.8
Number of Observations 1414 1414 2526 2526

R-Squared 0.676 0.690 0.674 0.683

* p < 0.05, ** p < 0.01, *** p < 0.001

Panel 2.
Regression of Home Equity in Last Year Observed, Separate Controls for Home Equity
and Financial Assets

Dependent Variable: Home Equity – Last Year Observed

(1) (2) (3) (4)

HRS HRS AHEAD AHEAD

HomeEquity – First YearObserved 0.69*** 0.614*** 0.81*** 0.78***
(29.30) (25.16) (53.58) (50.49)

Financial Assets – First Year
Observed

0.083*** 0.077*** 0.021*** 0.016***
(18.08) (17.22) (5.15) (3.84)

Health Controls N Y N Y
Demographics N Y N Y
Household Type Controls N Y N Y
Time between First/Last Observed N Y N Y
Constant 27853*** –25029.9** 3022 –1635
Number of Observations 1414 1414 2526 2526

R-Squared 0.578 0.617 0.575 0.592

* p < 0.05, ** p < 0.01, *** p < 0.001
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The next two panels present separate regressions using a dependent variable for first
year observed home equity (Panel 2) and financial assets (Panel 3). These results suggest
it is important to examine the type of asset when considering changes in asset balances
over time.

The home equity regressions show that respondents decrease home equity from
the beginning of sample values, as we found in Tables 9.8 and 9.9, with coefficient
estimates around 0.65 (HRS) and 0.8 (AHEAD). However, the extent to which the
elderly reduce home equity does not appear to depend nearly as much on first-year
observed financial assets, with coefficients of only 0.08 (HRS) to 0.02 (AHEAD). All
of these coefficients are strongly statistically different than zero.

To better understand these findings, I examine where households live if they have
no home equity in the year prior to life. More than two-thirds of borrowers with no
home equity are living in a nursing home or assisted living in the last year observed.
Thus, rather than selling the home to utilize the assets to support the costs of
retirement, most people appear to sell their home as a result of a health care event.
The fact that the coefficient on home equity prior to death is well below 1.0 seems to
be predominantly a function of when or if a household moves into assisted living. In
fact, most households remain homeowners throughout their lives and do not access
their housing wealth prior to death. The fact that home equity is partly related to
financial assets might be explained by wealthier households having resources to live
longer at home.

Panel 3.
Regression of Financial Assets in Last Year Observed, Separate Controls for Home Equity
and Financial Assets

Dependent Variable: Financial Assets – Last Year
Observed

(1) (2) (3) (4)

HRS HRS AHEAD AHEAD

Home Equity – First Year Observed 0.39*** 0.31*** 0.57*** 0.53***
(8.04) (6.09) (21.00) (19.38)

Financial Assets – First YearObserved 0.77*** 0.74*** 0.64*** 0.62***
(37.97) (35.04) (47.71) (43.81)

Health Controls N Y N Y
Demographics N Y N Y
Household Type Controls N Y N Y
Time between First/Last Observed N Y N Y
Constant 11632** –47736.5** –2830 –51074.9***
Number of Observations 1414 1414 2526 2526

R-Squared 0.614 0.63 0.608 0.618

* p < 0.05, ** p < 0.01, *** p < 0.001
Source: Author’s calculations using Health and Retirement Survey data
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By contrast, the last year observed financial assets in Panel 4 is highly correlated
with the first year observed home equity, with coefficients of about 0.35 (HRS) to
approximately 0.55 (AHEAD). This result appears consistent with those in Panel 2.
After all, if most homeowners sell their home due to a medical event and move into
assisted living, the remaining home equity would be converted into financial assets
when the home is sold. This interpretation is consistent with the coefficient on home
equity being larger for the AHEAD sample, as the oldest households are more likely
to sell a home and move into assisted living.

The pattern of spending down beginning of period financial assets, by contrast,
shows an opposite pattern with coefficients around 0.75 (HRS) and 0.6 (AHEAD).
Again, it is not surprising that older households spend down financial assets more
quickly than younger households. Younger households who die may do so unex-
pectedly early and thus be left with more assets, whereas older households may be
more willing to spend down assets. Nonetheless, households have more than one-
half of their first year observed assets in the year prior to death.

Decomposing asset types shows that the mix of assets is an important determinant
of the extent to which a household spends assets later in life. While the initial
regression that combines assets together suggests that there is little spend down of
wealth by the elderly, separating the behavior of housing assets and financial assets
gives a much more nuanced view. Households have a much greater propensity to
spend financial assets, but not housing wealth.

conclusion

The relationship between housing wealth, mortgages, and retirement readiness is
taking on increasing importance as many more households enter retirement age
without defined benefit retirement accounts and are thus reliant on assets to support
their lifestyle. Home equity is the largest asset for the vast majority of retirement-age
households. According to the U.S. Census, in 2011, median net worth including
home equity for 65–69-year-olds was $194,000, whereas median net worth without
home equity was only $44,000.

This chapter presents some new evidence to better understand the challenges
facing near retirees. First, this chapter separately examines changes over time in the
movement of mortgage debt, homeownership, and home equity. Often in previous
research, the existence of growing mortgage debt is hidden in computations of home
equity, which has remained roughly steady over the past 15 years, even as real home
prices have risen. Second, I reexamine how households spend down assets up to the
year prior to death, separately analyzing home equity and financial assets rather than
combining them into a single measure of net worth.

For households with a head aged 66 to 71 and thus of traditional retirement age, the
results suggest twin challenges – a large increase in mortgage debt at the same time that
more households are paying a mortgage. Real mortgage debt ($2012) rose from $18,000
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in 1992 to almost $55,000 in 2013 in this age group. At the same time, the share of
households with a mortgage has risen from 25 percent to 41 percent. The combined
effect is that more households face a larger debt burden. However, real home equity has
remained roughly flat since 2001 at about $110,000, although it is up about $30,000 since
1992. Loan-to-value ratios are up from 22 percent to 48 percent. By any measure, older
homeowners today are facing more financial challenges than in previous decades.

Historically, retiring without mortgage debt has been key to financial stability.
Homeowners older than age 65 who are paying off a mortgage appear nearly as
financially constrained as renters. The Joint Center for Housing Studies of Harvard
(2014) reports that 30 percent of owners with a mortgage pay more than one-half of
their income in housing costs, leaving few resources available to cover other basic
expenses and health care. Similarly, about 30 percent of all older renters pay 50

percent of more of their income in housing expenses.23

A second question is whether homeowners can leverage existing home equity or
financial assets to help cover their mortgage or other retirement expenses. Here I
examine past behavior of elderly homeowners.

The data show, historically speaking, that most households entering retirement
age with a mortgage do not fully retire the mortgage debt in retirement. In fact, only
about 25 percent to 35 percent of older homeowners with a mortgage in 1992 had
paid off their mortgage by the year prior to death. As well, the bulk of homeowners
entering retirement age do not appear to spend down home equity, except when they
move out of their home to enter assisted living. The elderly appear more willing to
spend financial assets while living independently, although households have more
than one-half of financial assets remaining in the year prior to death. Unfortunately,
about 40 percent of all homeowners with a mortgage have more mortgage debt than
financial assets.

In response to these challenges, many households report that they will
work longer. The Federal Reserve 2015 Survey of Household Economics and
Decisionmaking reports that more than one-half of respondents expect to either retire
after age 65 or to never retire.24 The plan to work longer is a recent phenomenon and
appears to be driven more by financial necessity than a longer life expectancy. The
Employee Benefit Research Institute (Helman et al. 2015) has been surveying
individuals for 25 years about their retirement preparedness and expectations. The
share of respondents stating that they expected to work after age 65 has grown from
11 percent in 1991 to 23 percent in 2000, to 46 percent by 2015.25 See Figure 9.5.

Similarly, the EBRI data point out that borrowers who have debt or lack a
retirement plan are much less confident in their ability to have enough money to
fund retirement.

The problem with working longer, however, is that it may not be feasible for many
of the elderly, either due to health problems or the inability to keep or obtain a job,
especially for the middle-income or low-income households that this study shows
have the largest increase in housing debt. In the EBRI survey, the share of people
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actually working after age 65 (22 percent) is about one-half as large as the share who
say they intend to work after age 65 (46 percent).26 This is a striking change from
15 years ago, when worker expectations about working longer seemed to match the
reality in the data. A recent Pew study27 showed that 19 percent of people aged 65 and
above are working full- or part-time, up from 13 percent in 2000. This share of the
elderly who are working has grown steadily, but the largest increases are in high-
income professions like management, sales, and legal, whereas three of the four
largest declines are in low-paid professions like food preparation, construction, and
production.

Despite these apparent challenges, the elderly poverty rate remains near record
lows, so many elderly are getting by with what they have. Of course, the traditional
measurement of poverty does not consider asset or debt balances, and the measure-
ment of health care expenses is difficult. Future research should examine the
implications of growing debt in retirement and how households manage home
equity. How are households paying this debt? Will poverty rates continue to grow?
And how do these trends impact taxpayers? Are indebted households more likely to
tap Medicaid to pay for at home or nursing home care?

Policy makers and business leaders have proposed a number of solutions to
address these challenges. Some propose reform in the type of advice given to
workers, the cost of delivering retirement products, and/or the creation of greater
incentives for workers to save. Others suggest the development of new or more cost-
effective financial products to tap home equity without selling the home28 or to
annuitize existing savings. Nonetheless, the results in this chapter suggest something
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will need to change in order for many older Americans to have a more comfortable
and satisfying retirement.

author’s note
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Notes

1. See http://crr.bc.edu/special-projects/national-retirement-risk-index/. The report
further notes that “Explicitly including health care in the Index further drives up
the share of households ‘at risk.’”

2. Fidelity Investments Biennial Retirement Savings Assessment. January 7, 2016. www
.fidelity.com/about-fidelity/individual-investing/americas-savings-rate-improves.
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3. See the Brookings Institution Retirement, Savings and Pension project at www
.brookings.edu/research/topics/retirement.

4. In 1940, the average woman (man) aged 21 had only a 61 percent (54 percent)
chance of living to age 65. By 1990, those odds had risen to 83.4 percent (72.3
percent). The average woman (man) hitting age 65 today will live more than 21

(19) years, an increase of 2 (4) years since 1990. (See www.ssa.gov/history/life
expect.html and www.ssa.gov/OACT/population/longevity.html.) As well,
recent evidence shows that higher-income earners (who collect higher benefits)
are living longer (Chetty et al. 2016).

5. See the blog post on Liberty Street Economics titled “The Graying
of American Debt” by Meta Brown, Donghoon Lee, Joelle Scally,
Katherine Strair, and Wilbert van der Klaauw (February 24, 2016). http://
libertystreeteconomics.newyorkfed.org/2016/02/the-graying-of-american-debt
.html#.V0t8ppMrI6g.

6. Auto loans and student loans also grew for older borrowers, although the overall
amounts were low.

7. Largemajorities of both workers and retirees in annual surveys conducted by the
Employee Benefit Research Institute appear to be very or somewhat confident
that they will have enough resources in retirement to cover basic expenses,
health care costs, and long-term care costs. The high rate of confidence in a
financially stable retirement has not changed a lot in the past 25 years, even as
the data show fewer households being prepared for retirement. This seeming
contradiction seems worthy of future research.

8. That said, policy analysts at the New York Fed (Brown et al. 2016), the
Consumer Financial Protection Bureau (CFPB 2014), and the AARP
(Trawinsky 2012) have been warning about a potential coming crisis with
growing mortgage debt for the elderly.

9. See also Banerjee (2015). DeNardi, French, and Jones (2016) point to uncer-
tainty about medical costs and bequest motives as potentially explaining the
slow spend down of financial assets.

10. The HRS began as two surveys in its early years. The main HRS sample
surveyed borrowers ages 51–61 beginning in 1992 and every two years afterward.
The AHEAD group sampled borrowers aged 70 and above starting in 1993 and
the same survey years beginning in 1998. The HRS did not track households in
the intermediate age group until future waves when the data were expanded.

11. While not directly comparable due to different age ranges, the data on home-
ownership in Table 9.2 are similar to those reported in the U.S. Census data on
homeownership (reported in Figure 9.3), which has a much larger sample. Due
to the small sample in the SCF, it is not possible to make inferences about exact
differences between age groups and years. However, the overall pattern of
changes over time and across age groups is consistent between these two
different data sources.

12. These computations assume that all households headed by someone over age 65
who do not own are renters with a rental payment. This might slightly overstate
the share of elderly with a housing payment if some of the poorest elderly have
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housing that is entirely paid for by one or more government or charitable
programs. If an elderly person lived with family, that person would not be
considered an independent household.

13. Data from the SCF utilize self-report home values, which have been shown to
be slightly over-reported by the elderly (Benı́tez-Silva et al. 2010). Thus the LTV
might be understated.

14. The Case and Shiller National Home Price Index rose from 144.35 in January
2013 to 175.26 in January 2016, an increase of 20.6 percent.

15. According to the Federal Reserve, aggregate mortgage balances have grown only
slightly from $13.3 trillion to $13.5 trillion between 2012 and 2015 (Flow of Funds
Table L4 as of Q4, 2015).

16. The data for 72–77-year-olds show a slight decline in 2007 relative to 2004 and
then a slight increase in 2010. This is likely an anomaly due to measurement
error and a small sample size for borrowers in that age group.

17. This ignores any possible tax consequents associated with selling assets in a tax-
deferred retirement account like an IRA or a 401(k).

18. Using data from the SCF data in the previous section, older households today
likely have even more housing wealth.

19. While it is possible that ending life with few assets was a strategic decision to
“spend down” assets in order to qualify for Medicaid (or give away the assets to
family members), “look back” provisions in Medicaid have substantially cut
down on such strategic behavior. While the “look back” provisions were not in
force during the entire sample period, the bulk of households with little to no
wealth at end of life also had little wealth entering retirement age, so strategic
behavior is likely limited.

20. Whereas 81 years old might seem like an old age, the life expectancy for a single
man or woman at age 65would be 82 and 84 years old, respectively, somany of the
HRS sample would have outlived the last wave observed in the survey.

21. The coefficients, sample size, and standard errors differ slightly from Poterba
and colleagues (2015) based on differences in sample definition. Results in
Panel 1, columns 1 and 3 are materially similar to those in table 3.1 in Poterba
and colleagues (2015).

22. Households could use a reverse mortgage to spend down home equity, but
reverse mortgages were quite rare during this time period, representing only 2 to
3 percent market share of all eligible elderly homeowners (Consumer Financial
Protection Bureau, 2012).

23. More than one-half of older renters pay at least 30 percent of their income in
housing expenses.

24. Among respondents who provided an expected retirement age or indicated that
they do not expect to ever retire.

25. It is important to note that the retirement age for Social Security is rising over
this period, although by a small amount each year, from 65 to 67. The change in
the Social Security retirement age is quite gradual, increasing by a year per
decade of birth year, whereas these survey results seem to move in a cyclical
manner.
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26. More than half report retiring earlier than expected due to health problems or
disability, while other common reasons for early retirement include changes in
the workplace and having to care for a spouse or another family member.

27. See “More older Americans are working, and working more, than they used to,”
by Drew Desilver, June 20, 2016, Pew Research Center Blog (www
.pewresearch.org/fact-tank/2016/06/20/more-older-americans-are-working-and
-working-more-than-they-used-to/).

28. See Moulton and colleagues (2016) for a more complete discussion of the
various options for tapping home equity among the elderly and Lucas (2015)
for a proposal to reform reverse mortgages.
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10

The Rise and (Potential) Fall of Disparate Impact
Lending Litigation

Ian Ayres, Gary Klein, and Jeffrey West

10.1 introduction

For generations, the civil rights community understandably focused its fair housing
efforts largely on minority access to affordable housing. Fair Housing Act litigation
resources were generally concentrated on whether minority renters and homebuyers
were being denied housing opportunities in the first instance. More recently, the
focus of some litigation has changed, at least in the context of homeownership, to
disparities in the price at which housing is available. In the context of mortgage
credit, a series of important private class actions and government investigations
under both the Fair Housing Act and the Equal Credit Opportunity Act have
focused on discrimination in practices that appear to have driven black and Latino
families into higher-cost loans on more onerous terms than similarly situated
borrowers. The cases and investigations described in this chapter are grounded
largely in the disparate impact of pricing practices that appear to have resulted in
hundreds or sometimes thousands of dollars in additional annual credit costs for
minority homeowners.

Disparate impact has often been viewed as the poor stepchild of civil rights
litigation. Even though the Supreme Court first ruled in 1971 that a discrimination
claim based on disparate impact was cognizable,1 and Congress reaffirmed its
status in 1991,2 the Justice Department’s Civil Rights Division didn’t bring its first
disparate impact case until almost 2010.3 At the same time, however, there has
been a growing recognition by academics as well as by courts that disparate
treatment claims were becoming less well suited to combat a variety of civil rights
problems (Kreiger and Fiske 2006). Discretionary decision making tainted by
unconscious racism can fly below the radar screen of traditional civil rights
scrutiny (Lawrence 1987). Disparate impact has offered an alternative approach
to combating the detrimental effects of implicit racial bias (Hart 2005; Primus
2010).
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This chapter argues that disparate impact proof of discrimination is especially
well suited for application to loan transactions, because it can be thoroughly
investigated based on the lender’s own data records. The commodification of
lending has created a system of mass retail selling. While many borrowers see
themselves as unique and their financial history as opaque, lenders almost always
use algorithmic underwriting standards applied to a core set of underwriting vari-
ables. Assessing whether a lender’s policies allowing the final price to then be set
based on other non-objective factors produced an unjustified disparate impact is
straightforward because lenders’ own underwriting datasets are, by design, intended
to capture information about the variables that the lending industry itself believes
are germane to originating and setting the terms of loans. The key statistical evalua-
tion is to ascertain, after controlling for the variables that the lenders themselves have
gathered and evaluated, whether minority borrowers were more likely than non-
minority borrowers to be charged higher credit costs.

To be sure, there is discretion in choosing the factors evaluated in algorithmic
underwriting, but the most important form of discretion is ceded to the sales force
who set the ultimate terms of the mortgage and who receive commissions to
maximize profit. An important and widespread policy of lenders was to give brokers
the discretion to price gouge consumers – if they could induce the borrower to agree
to a supra-competitive interest rate or supra-competitive fees. Lenders who were not
aware of the race of borrowers at the time of lending could nonetheless be liable for
setting up systems that allowed salespeople (who do know the race of their custo-
mers) to exercise discretion in way that disproportionately exposed minorities to
predatory terms and high-cost loans.

This chapter tracks the rise of disparate impact lending litigation and how
subsequent decisions of the Supreme Court and circuit courts have limited the
viability of such claims. Part 2 details the history of mortgage lending lawsuits and
the kinds of information plaintiffs were able to bring to bear in such cases. Part 3 then
discusses the growing judicial resistance to these kinds of claims, particularly inWal-
Mart Stores, Inc. v. Dukes, 564 U.S. 338 (2011). Part 4, in speculating on possible
futures for disparate impact liability, describes the Consumer Financial Protection
Bureau’s (CFPB) recent auto-lending initiatives.

10.2 history of “reverse redlining” mortgage lending

disparate impact litigation

Over the past two decades, a large number of academic studies have explored the
relationship between borrower race and the availability or the cost of obtaining
residential mortgage loans in the United States. Two literature reviews can be found
in White (2009) and Courchane (2007). As explained in greater detail in these
reviews, early academic studies focused on the relationship between mortgage
denials and the racial composition of neighborhoods (Munnell et al. 1996). Early
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studies also included audits of lenders. For example, a 1999 study by the Urban
Institute found that minorities were offered mortgages at higher rates than whites in
similar circumstances (Turner and Skidmore 1999). The Urban Institute findings
were based in part on paired audit testing conducted by the National Fair Housing
Alliance that was carried out by people of different racial and ethnic backgrounds in
a sample of seven cities. Each group of testers – including one white and one ormore
minorities – told lenders it had similar credit histories, incomes and financial
histories, and the same type of mortgage needs. The testing found that minorities
were less likely to receive information about loan products, and received less time
from loan officers. Most important for our purposes, this audit study found that
minorities “were quoted higher interest rates in most of the cities where tests were
conducted” (Turner and Skidmore 1999, 2).4

These earlier studies were suggestive of significant racial effects, but suffered from
an absence of controls for credit risk and other underwriting considerations when
examining substantial samples of actual loan originations as opposed to more
limited audit tests. Over time, as government reporting requirements improved
and litigation and various investigations offered more complete datasets, researchers
were able to include a number of additional controls in their studies and developed
more complete empirical models of the residential mortgage origination process.
Some focused on the impact of race on credit spreads and found statistically
significant racial disparities (Avery et al. 2005; Bocian, Ernst, and Li 2006;
Fishbein and Woodall 2005, 2006). Later studies expanded this analysis by control-
ling for loan channels, and found reduced, but still statistically significant racial
effect on the APR of mortgage loans (Courchane 2007, LaCour-Little 2009; White
2009). Yet other studies found statistically and economically significant racial dis-
parities in the amount of compensation mortgage brokers earned on residential
mortgage originals and in FHA closing costs charged to borrowers (Jackson and
Burlingame 2007; Woodward 2008).

The notion that minority borrowers may pay more for home loans than similarly
situated white borrowers is not altogether surprising. A wide body of literature has
shown that individuals can be influenced (even subconsciously) by race. The theory
that the racial disparities in borrowing costs are the by-product (at least in part) of
racially influenced credit-pricing decisions in no way implies that loan officers and
brokers must harbor animus toward minorities or that they are engaging in inten-
tional discrimination. For example, a number of studies have found that economic
decision makers are influenced by racially conscious or unconscious stereotypes
(Kirschenman and Neckerman 1991). For example, the Implicit Association Tests5

suggest that many people of professed goodwill find it impossible to avoid treating
African American pictures differently from white pictures when asked to perform
a simple sorting exercise. These tests are part of a growing literature documenting
unconscious bias against African Americans and other minorities (Chen and Bargh
1997; Dovidio et al. 1986; Niemann et al. 1988; Vanman et al. 1997).
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To the extent that economic decision makers often harbor unconscious, but
biased racial stereotypes, it becomes more plausible that the subjective pricing
process that mortgage lenders established for setting loan terms (in which a loan
officer or broker can often plausibly deny that its treatment of an individual
consumer was based on some attribute other than race) might mask what are in
fact racially influenced decisions. InWatson v. Fort Worth Bank & Trust, supra, the
Supreme Court’s recognition of the existence of subconscious stereotypes was cited
as one of the reasons for approving the use of a disparate impact analysis to evaluate
the subjective decision-making processes at issue in that case (ibid. at 990).
(“Furthermore, even if one assumed that any such discrimination can be adequately
policed through disparate treatment analysis, the problem of subconscious stereo-
types and prejudices would remain.”) Similar reasoning impacted the Supreme
Court’s decision in Texas Department of Housing & Community Affairs
v. The Inclusive Communities Project, Inc., 135 S. Ct. 2507 (2015), where the court
held that “[r]ecognition of disparate-impact liability under the FHA plays an impor-
tant role in uncovering discriminatory intent: it permits plaintiffs to counteract
unconscious prejudices and disguised animus that escape easy classification as
disparate treatment.”

10.2.A Measuring the Effects of Discretionary Decisions on Mortgage Prices

A number of class-action cases have been brought against various lenders regarding
the alleged disparate impact resulting from discretionary pricing policies.6 Plaintiffs
in these cases asserted that the defendant lenders engaged in discretionary pricing
policies under which the lenders’ loan officers, brokers, and correspondent lenders
could impose subjective, discretionary charges and interest ratemarkups in the loans
that they originated. These subjective charges are added to the objective, risk-based
rates already established by the defendants. Plaintiffs alleged that the defendants’
policies for access to their loan products subjected minority customers to
a significantly higher likelihood of exposure to discretionary points, fees, and interest
rate markups.

These allegations were brought pursuant to the Fair Housing Act (FHA) and the
Equal Credit Opportunity Act (ECOA). Although it has been a question of sub-
stantial dispute, both civil rights laws clearly permit use of proof of disparate impact
to establish discrimination. For the FHA, the Supreme Court recently confirmed
this long-standing conclusion of every court of appeals that had considered the
question in Texas Department of Housing & Community Affairs v. The Inclusive
Communities Project, Inc., supra.7 Both the courts and the CFPB, the agency
charged with interpreting the ECOA under the Dodd-Frank Act, have found that
that statute also allows for a disparate impact cause of action.8

In this section, we focus on In re Wells Fargo Mortgage Lending Discrimination
Litigation as an exemplar of the kinds of evidence that plaintiffs were able to adduce
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in these cases.9 Wells Fargo, like many lenders, made loans both as a retail lender
through its branches and mortgages offices and as a wholesale lender through
ostensibly independent mortgage brokers. In either channel, Wells Fargo set its
core loan prices by using an algorithm applied across a wide range of the borrower’s
credit characteristics, but allowed its employees and its brokers to earn
a commission, within certain limits, by marking up and adding costs to the algor-
ithmically derived price. These markups were at the discretion of Wells Fargo’s
employees and brokers, were not tethered to credit risk, and yielded a commission,
based on a formula for the employee or broker that set them. Wells Fargo published
price sheets that showed its core prices (subject to underwriting), the scope of the
permitted markup, and the commission structure by which the sales commission for
the loan would be tied to the markup. By maximizing discretionary markups, the
sales force increased the loan price and maximized commissions.

The case against Wells Fargo asserted that Wells Fargo’s sales force used markups
most aggressively to increase loan costs for African American and Hispanic bor-
rowers such that Wells Fargo’s markup policy resulted in a measurable disparate
impact across Wells Fargo’s mortgage lending business.10 To the extent that the
markups were imposed by nonemployee brokers, Plaintiffs relied on the long-
standing agency principles applicable to the discrimination laws.11

The evidence at issue was designed to show the amount by which the loan costs
for African American and Hispanic borrowers exceeded those of similarly situated
white borrowers. The statistical evaluation presented the actual costs of borrowers
with virtually identical credit characteristics as determined in Wells Fargo’s under-
writing process. In particular, the following tables are taken from the report of
Professor Howell Jackson, who served as the plaintiffs’ economic expert and pro-
vided the crucial statistical tests of disparate impact. Table 10.1 summarizes both the
average difference in loan costs (as measured by the Annual Percentage Rate (APR))
for Wells Fargo borrowers of different races as well as the racial differences after
controlling for a host of underwriting risk factors. Professor Jackson estimated that
the present value of the defendant’s overcharges had cost minority borrowers, in
aggregate, approximately half a billion dollars.

Of course, simple difference in the average APR charged to minorities and whites
might be justified by difference in creditworthiness. Even though statistically sig-
nificant average APR differences might be prima facie evidence of actionable
disparate impacts and therefore shift the burden of justification to the defendant,
plaintiffs routinely go further to establish that the disparities persist after controlling
in regressions for standard underwriting variables. Because regression analysis
remains opaque to many triers of fact, plaintiffs often show that average racial APR
disparities persist within individual credit score ranges. Thus, Professor Jackson’s
report showed (reproduced here as Table 10.2) that withinmost FICO score bins, the
average APR charged to whites was lower – often by dozens of basis points – than the
average APR charged to minority borrowers. The persistence of racial APR
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differences even among borrowers with similarly high credit scores particularly
underscores that Professor Jackson’s finding is not driven by the possibility that
minority borrowers tend to have poorer credit scores than white borrowers.

The core evidence of unjustified disparate impacts comes, however, from regres-
sions. Thus, for example, in the following table, Jackson reported four nested
specifications testing for racial disparities:

The simplest regression (Model 1) reported in Table 10.3 only includes controls
for the borrower race – and in this and the other models the reported coefficients
represent the estimated APR differences measured in basis points between the
indicated minority race and non-Hispanic white borrowers. Thus, Model 1 indicates
that African American borrowers’ APRs averaged 67 basis points more than white
borrowers. Model 1 in essence provides evidence for a disparate racial impact with-
out considering whether it is business justified.Models 2 and 3 respectively add fixed
effects controls for the month in which the interest rate lock occurred and for the
FICO score bins reported in Table 10.2. These models show that African American
and Hispanic borrowers continued to pay statistically higher APRs than non-
Hispanic white borrowers – but that the differentials are roughly halved when one
controls for borrowers’ FICO score. Finally, Model 4 adds to Model 3 controls for
the comprehensive set of underwriting variables listed in the notes to Table 10.3,
including loan amount, debt-to-income ratio, loan-to-value ratio, loan type, loan
purpose, loan term, occupancy type, property type, borrower history of bankruptcies,
foreclosures, collections, and late payments, documentation type, loan amortization
type, loan product category (e.g., 30-year fixed, 5-year ARM), prepayment penalty
length, and the borrower’s state and metropolitan area (MSA). Professor Jackson’s
specification includes a multitude of controls that could provide plausible business
justifications for charging borrowers different APRs. After controlling for all these

table 10.1: Summary of Disparate Impact and Monetary Relief

African
Americans Hispanics Total

Mean APR for Given Minority 6.940% 6.511%
Mean APR for Whites 6.266% 6.266%
Difference 0.674% 0.245%
Difference after Controlling for

Relevant Risk Factors with Regressions 0.101% 0.064%
Present Value of Relief over Five Years ($Millions) $297.7 $329.2 $627.0
Number of Loans 294,983 452,471 747,454
Avg. Present Value of Relief per Loan over Five
Years ($)

$1,009 $728 $839

Source:Class Certification Report of Howell E. Jackson, In reWells Fargo Residential Mortgage Lending
Discrimination Litigation, M: 08-md-01930 MMC (N.D. Cal. Aug. 6, 2010), at 6, 53

236 Ian Ayres, Gary Klein, and Jeffrey West

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


table 10.2: Mean Annual Percentage Rate (APR) by Race and Credit Score, 2001–2007

African American Hispanic White

Difference Mean between
Af. Amer. APR & Mean

White

Difference between Mean
Hisp. APR & Mean

White APR

Loans Mean APR Loans Mean APR Loans Mean APR APR Mean White APR

Missing score 24,994 6.370 33,811 6.336 190,503 5.986 0.384 0.350
300–539 10,506 8.847 5,163 8.609 25,806 8.875 −0.028 −0.266
540–559 8,615 8.395 5,171 8.149 26,662 8.279 0.116 −0.131
560–579 13,573 8.286 8,752 7.906 45,688 7.954 0.332 −0.048
580–599 18,144 7.984 13,375 7.648 70,260 7.618 0.367 0.031
600–619 22,675 7.609 20,145 7.251 107,043 7.181 0.428 0.070
620–639 29,809 7.333 32,065 7.014 165,535 6.882 0.452 0.133
640–659 30,519 7.086 37,265 6.807 218,907 6.630 0.456 0.177
660–679 31,058 6.776 46,209 6.567 294,162 6.395 0.381 0.172
680–699 29,454 6.562 52,537 6.416 365,036 6.246 0.315 0.170
700–719 26,177 6.424 52,855 6.335 412,046 6.169 0.255 0.166
720–739 22,676 6.355 49,844 6.268 450,023 6.126 0.229 0.143
740–759 21,136 6.263 50,019 6.194 525,970 6.071 0.192 0.123
760–779 18,679 6.171 46,681 6.111 617,954 6.019 0.152 0.092
780–799 14,106 6.124 33,932 6.053 563,555 6.014 0.110 0.039
≥ 800 4,990 6.125 10,610 10,610 211,130 6.055 0.070 −0.010
All Credit
Scores

327,111 6.940 498,434 6.511 4,290,280 6.266 0.674 0.245

Source: Class Certification Report of Howell E. Jackson, In re Wells Fargo Residential Mortgage Lending Discrimination Litigation, M: 08-md-01930MMC (N.D. Cal.
Aug. 6, 2010), at 35
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underwriting influences, the regression tests find that African Americans and
Hispanics still pay higher APRs than non-Hispanic whites who are similarly situated
with regard to plausible business justifications – respectively 10.1 and 6.4 basis points
higher. Moreover, the regression indicates that these disparities were highly statisti-
cally significant (p < 0.01). Model 4 thus represents the second stage of testing (and
in this case showing) that the disparate racial impact persists after controlling for
plausible business justifications.

Professor Jackson used these two racial APR differentials estimated in Model 4 to
estimate the monetary relief due to the plaintiff class. Portions of his calculations for
monetary relief are reprinted here as Table 10.4.

Professor Jackson calculated how much less the monthly payment for minority
borrowers would have been if these borrowers had been charged the expected APR
for similarly situated white borrowers. He then calculated the present value of this

table 10.3: Effect of Race on APR (Basis Points) Using Regressions Estimated on All
Loans

Race Model (1) Model (2) Model (3) Model (4)

African American 67.39*** 62.53*** 26.24*** 10.10***
(0.29) (0.26) (0.22) (0.16)

Hispanic 24.53*** 24.69*** 13.41*** 6.39***
(0.19) (0.16) (0.14) (0.11)

Observations 5,654,985 5,654,985 5,654,985 5,654,985
R-Squared 2.6% 30.7% 46.4% 70.5%
Adjusted R-Squared 2.6% 30.7% 46.4% 70.5%

Note: Standard errors in parentheses.
*** Statistically significant at 1%, ** Statistically significant at 5%, * Statistically significant at 10%.
Coefficients and standard errors for other explanatory variables are shown in Appendix 5 of
Professor Jackson’s expert report.
Explanatory variables for each model consist of:
Model (1): Race dummy variables only.
Model (2): Race dummy variables and interest rate lock month dummy variables.
Model (3): Same as Model (2), but add FICO score bin dummy variables.
Model (4): Same as Model (3), but add loan amount bin dummy variables, total debt-to-income ratio bin
dummy variables, housing debt-to-income ratio dummy variables, loan-to-value (LTV) bin dummy
variables, combined loan-to-value (CLTV) bin dummy variables, loan type (conventional, FHA, VA, or
RHS) dummy variables, self-employed borrower/co-borrower dummy variable, loan purpose dummy
variables, loan term dummy variables (e.g., 15-year, 20-year, 30-year), dummy variables for occupancy
type interacted with property type, property subclass dummy variables, dummy variables for credit report
items (such as the presence of bankruptcies, foreclosures, collections, and late payments), documentation
type dummy variables, loan amortization type dummy variables, loan product category dummy variables
(e.g., 30-year fixed, 5-year ARM), escrow waiver dummy variables, length of rate lock dummy variables,
rate float-down option dummy variables, lender-paid mortgage insurance dummy variable, combination
loan dummy variable, prepayment penalty length dummy variables, state dummy variables, and metro-
politan area (MSA) dummy variables.
Source:Class Certification Report of Howell E. Jackson, In re Wells Fargo Residential Mortgage Lending
Discrimination Litigation, M: 08-md-01930 MMC (N.D. Cal. Aug. 6, 2010), at 37
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monthly differential (discounting at the Treasury rate) under different assumptions
of about how long the minority borrowers were subjected to the higher monthly
payments. Thus, Table 10.4 shows that if the average minority borrower pays for just
five years of inflated fees (before paying off or refinancing their loans), the present
value of the expected additional payments is more than $600 million.12

10.2.B Predatory Terms

While we have focused on litigation challenging disparate racial impact with regard
to the cost of borrowing, a number of lawsuits have alleged that minority borrowers
were disproportionately subjected to potentially predatory mortgage terms that
artificially increased the risk of default. For example, loan characteristics described
as potentially predatory in these lawsuits include higher interest rates reportable
under the rate spread thresholds established by the Home Mortgage Disclosure
Act (HMDA) regulations,13 subprime status, high LTVs, high debt-to-income
ratios, interest-only payment periods, balloon payments, prepayment penalties,
negative amortization, “stated” or no documentation requirement during loan
underwriting, and teaser rates (in which the loan’s initial interest rate was substan-
tially lower than the interest rate that could be imposed later during the life of the
loan).14 Moreover, some banks used distinct marketing tactics and product develop-
ment strategies in communities of color that some have argued lead to more
expensive loans in those communities. An example is a case that resulted in
a $3.5 million jury verdict: Jones et al. v. Wells Fargo Bank NA, et al., Case No.

table 10.4: Present Value of Monetary Relief to Wells Fargo Minority Borrowers Using
the APRs Predicted by Model (4)

African Americans Hispanics Total

Present Value of Relief over Entire Loan
Term ($Millions)

$923.0 $996.7 $1,919.7

Present Value of Relief over 10 Years
($Millions)

$539.8 $592.9 $1,132.7

Present Value of Relief over Five Years
($Millions)

$297.7 $329.2 $627.0

Number of Loans* 294,983 452,471 747,454
Avg. Present Value of Relief per Loan over 5
Years ($)

$1,009 $728 $839

Note: *Monetary relief calculations are restricted to those loans in Wells Fargo’s loan database with APR
data.
Source:Class Certification Report of Howell E. Jackson, In reWells Fargo Residential Mortgage Lending
Discrimination Litigation, M: 08-md-01930 MMC (N.D. Cal. Aug. 6, 2010), at 53
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BC337821 (Ca. Super. Court, LA Cty., 2011). Certainly it would make sense to study
whether loan terms are, on average, more favorable at suburban institutions where
loan officers are more common, for example, than in urban branches of large national
banks where mortgages are more often made through loan brokers. Similarly, exam-
ination of advertisements and other marketing materials available in different com-
munities and possibly a renewed focus on paired testing may be useful.

Municipalities, including the cities of Atlanta, Baltimore, Cleveland,Memphis, Los
Angeles,Miami,MiamiGardens, andOakland, have pursued lawsuits against some or
all of the four largest lenders (Bank of America, Wells Fargo, JPMorgan Chase, and
Citibank), alleging that these lenders disproportionately originated loans with preda-
tory terms to minority borrowers, which increased their likelihood of default, resulted
inmore foreclosures, and caused themunicipalities to suffer damages through losses in
property taxes (through decreased property values) and increased municipal services.15

The defendant lenders argued that the FHA does not cover municipalities seeking
monetary recovery for these types of claims. The Supreme Court recently ruled that
the municipalities have standing under the FHA and that the cases may go forward,
albeit with some admonitions to the underlying courts to consider the question of
whether the violations proximately caused the injuries complained of. Bank of America
Corp., v. City of Miami, Slip Op., 581 U.S. ___ (May 1, 2017) (Stern 2017).

10.2.C DOJ Settlements

The Justice Department’s Civil Rights Division during theObama administration in
a series of enforcement actions aggressively pursued disparate impact theories
against major mortgage lenders.

10.2.C.1 Countrywide (2011)

In December 2011, the U.S. Department of Justice settled an investigation against
Countrywide alleging FHA and ECOA violations between 2004 and 2008. The U.S.
Department of Justice alleged that “more than 200,000 Hispanic and African-
American borrowers paid Countrywide higher loan fees and costs for their home
mortgages than non-Hispanic White borrowers, not based on their creditworthiness
or other objective criteria related to borrower risk, but because of their race or
national origin” (Complaint, U.S. v. Countrywide, 2).16 The U.S. Department of
Justice also alleged that, between 2004 and 2007, “more than 10,000 Hispanic and
African-American wholesale borrowers received subprime loans, with adverse terms
and conditions such as high interest rates, excessive fees, prepayment penalties, and
unavoidable future payment hikes, rather than prime loans from Countrywide, not
based on their creditworthiness or other objective criteria related to borrower risk,
but because of their race or national origin” (3).
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The Justice Department’s core evidence was quite similar to the kinds of evidence
used in the previous class-action suits (exemplified by Professor Jackson’s analysis
discussed earlier). The Department found that Hispanic and African American
borrowers paid between 13 and 28 basis points more in interest than similarly situated
non-Hispanic white borrowers in Countrywide’s retail Consumer Markets Division
channel from 2004 to 2008, and these disparities were statistically significant
(39–40). The Department also found that Hispanic and African American borrowers
paid between 12 and 67 basis points more in broker fees than similarly situated non-
Hispanic white borrowers in Countrywide’s wholesale channel from 2004 to 2008

(65–68). With respect to allegations of steering, the Department concluded:

Statistical analyses of loan data kept by Countrywide on wholesale 30-year term
prime and subprime loans originated by Countrywide between January 2004

and August 2007 demonstrate that on a nationwide basis Hispanics who qualified
for a Countrywide home mortgage loan and who obtained wholesale loans from
Countrywide had odds between approximately 2.6 and 3.5 times higher than
similarly-situated non-Hispanic White borrowers of receiving a subprime loan
instead of a prime loan, after accounting for objective credit qualifications. Those
odds ratios demonstrate a pattern of statistically significant differences between
Hispanic and non-Hispanic White borrowers with respect to their placement by
Countrywide in one of these two loan product categories even after controlling for
objective credit qualifications such as credit score, loan amount, debt-to-income
ratio, loan-to-value ratio, and others. (34)

Moreover, the Department’s causal explanation for these disparities emulated the
discretionary-pricing theories of the plaintiff class litigation.

The disparate placement of both Hispanic and African-American wholesale
borrowers whom Countrywide determined had the credit characteristics to qua-
lify for a home mortgage loan into subprime loan products, when compared to
similarly-situated non-HispanicWhite borrowers . . . resulted from the implemen-
tation and interaction of Countrywide’s policies and practices that: (a) permitted
mortgage brokers and Countrywide’s own employees to place an applicant in
a subprime loan product even if the applicant could qualify for a prime loan
product; (b) did not require mortgage brokers or its employees to justify or
document the reasons for placing an applicant in a subprime loan product even
if the applicant could qualify for a prime loan product; (c) did not require
mortgage brokers to notify subprime loan applicants that they could qualify for
a prime loan product; (d) created a financial incentive for brokers to place loan
applicants in subprime loan products; (e) allowed brokers and Countrywide loan
officers and underwriters to request and to grant underwriting exceptions in
a subjective, unguided manner; and (f) failed to monitor these discretionary
practices to ensure that borrowers were being placed in loan products on
a nondiscriminatory basis. (37–38)

The Department settled the case for $335 million.17
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10.2.C.2 Wells Fargo (2012)

In July 2012, using some of the same evidence described earlier, the Justice
Department resolved allegations that Wells Fargo Bank engaged in a pattern or
practice of discrimination against qualified African American and Hispanic bor-
rowers in its mortgage lending from 2004 through 2009 (Complaint, U.S. v. Wells
Fargo, 15–16).18TheDepartment’s investigation showed that the odds that an African
American borrower of a Wells Fargo wholesale channel loan would receive
a subprime loan rather than a prime loan were approximately 2.9 times as high as
the odds for a similarly situated non-Hispanic white borrower from 2004 to 2008.
Over the same time period, the same odds for an African American borrower of
aWells Fargo retail channel loan were 2.0 times the odds for a similarly situated non-
Hispanic white borrower. The odds that a Hispanic borrower of a Wells Fargo
wholesale channel loan would receive a subprime loan rather than a prime loan
were approximately 1.8 times as high as the odds for a similarly situated non-
Hispanic white borrower from 2004 to 2008. Over the same time period, the same
odds for a Hispanic borrower of a Wells Fargo retail channel loan were 1.3 times the
odds for a similarly situated non-Hispanic white borrower. All of these disparities
were statistically significant (15–16). The Department also found that Wells Fargo
charged minority borrowers in its wholesale channel up to 78 basis points more in
broker fees than similar white borrowers (26).

The settlement provided $125 million in compensation to wholesale borrowers
who were steered into subprime mortgages or who paid higher fees and rates than
white borrowers because of their race or national origin (Consent Order,
U.S. v. Wells Fargo, 13).19 In addition, Wells Fargo agreed to internally review its
retail mortgage lending policies and to compensate African American and Hispanic
retail borrowers who were placed into subprime loans when similarly qualified white
retail borrowers received prime loans (21–22). Wells Fargo also agreed to provide
$50million in down payment assistance for new loans to borrowers in communities
around the country that were especially hard hit by the housing crisis (18–19).

10.2.C.3 Sage Bank (2015)

In 2015, the Justice Department reached a smaller settlement on similar theories
with Massachusetts-based Sage Bank. The United States alleged that Sage had set
a target price for each mortgage loan and allowed loan officers to mark up loans
above that target (Complaint, U.S. v. Sage Bank).20 It further alleged that the
discretion was exercised in a manner that resulted in higher prices for African
American and Hispanic borrowers. Sage agreed to practice changes and to create
a fund of just over $1 million in compensation for affected borrowers (Consent
Order, U.S. v. Sage Bank, 4–10).21
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10.3 rejection of statistical analysis as a basis for

certification of a disparate impact class

In Dukes v. Wal-Mart Stores, Inc., plaintiffs brought an ambitious broad-based
challenge to Wal-Mart’s treatment of its female employees. Although the plaintiffs
successfully sought class certification in the district court in a decision that was
ultimately affirmed both by a panel of the Ninth Circuit and by the Ninth Circuit
sitting en banc (603 F. 3d 571 (9th Cir. 2010)), the Supreme Court reversed in a far
reaching decision on what it means to have a “common question” under the class-
action rule and on the use of statistical analysis to establish commonality in
a disparate impact case (Wal-Mart Stores, Inc. v. Dukes, 564 U.S. 338 (2011)).

From its inception, the Wal-Mart class action involved claims of both disparate
treatment and disparate impact regarding the hiring and promotion of more than
amillion female employees. The plaintiffs alleged that the company delegated employ-
ment decisions to local managers who intentionally discriminated against women.
The SupremeCourt held that if employment discrimination is alleged to occur because
local managers are exercising discretion in a discriminatory manner, no common issue
exists for purposes of class certification. The Court explained that the company essen-
tially had a policy against having uniform employment practices (355). Accordingly,
managers “were left to their own devices” to determine criteria for making hiring and
promotion decisions for millions of employees (355). The Court concluded (in a 5–4
decision) that granting employees discretion was the antithesis of having a policy:

The only corporate policy that the plaintiffs’ evidence convincingly establishes is
Wal-Mart’s “policy” of allowing discretion by local supervisors over employment
matters. On its face, of course, that is just the opposite of a uniform employment
practice that would provide the commonality needed for a class action; it is a policy
against having uniform employment practices. (355)

The Court thus found that where there was no challenge to a uniform policy or
practice, a court would need to look at millions of individual decisions by the local
managers (352). The Court explained there needs to be “some glue holding the
alleged reasons for all those decisions together” to meet the commonality require-
ment (352). Class certification was therefore not possible.22

In reaching this conclusion, the Court rejected the plaintiffs’ view that adequate
statistical analysis could function as “glue” by establishing that Wal-Mart’s grant of
discretion had a statistically significant overall discriminatory impact on female
employees. Notably, this rejection appears to be inconsistent with the driving
impetus behind a “disparate impact” claim itself and is therefore an implicit rejec-
tion of Watson and perhaps even Griggs.

The “impact” of any policy is represented by its aggregate effects. Where those
effects tend to fall negatively on a protected class, a conclusion of discrimination is
appropriate even if not every class member is affected. InGriggs, for example, some
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African American applicants apparently did have high school diplomas; neverthe-
less, the Supreme Court correctly recognized that the overall effect of the diploma
requirement fell more heavily on African American applicants. Similarly, some
applicants, with or without diplomas, would properly be denied employment irre-
spective of their educational background.23 A disparate impact claim arises from the
negative impact of being subjected to the policy in the first instance, particularly if
the impact is demonstrated by a measurable factor such as loan cost. A policy that
results in an average increase in the amount charged to members of a protected class
affects borrowers both above and below the mean loan payment. That is, a disparate
impact claimant paying below the mean might have a payment even further below
the mean absent the impact of the policy.

It would be well-nigh impossible for the individual evidence of the impact of
any corporate policy in employment or lending, particularly one granting dis-
cretionary autonomy to those making subjective decisions, to point in a single
direction across a large group of individuals. Wal-Mart’s class certification
rubric, taken at face value, may thus render any group private remedy for
disparate impact unachievable.24 Despite this, the Supreme Court explicitly
declined to overrule Watson v. Fort Worth Bank and Trust, 487 U.S. 977

(1988) in which the court concluded:

We are also persuaded that disparate impact analysis is in principle no less applic-
able to subjective employment criteria than to objective or standardized tests.
In either case, a facially neutral practice, adopted without discriminatory intent,
may have effects that are indistinguishable from intentionally discriminatory
practices. . . . If an employer’s undisciplined system of subjective decision-making
has precisely the same effects as a system pervaded by impermissible intentional
discrimination, it is difficult to see why Title VII’s proscription against discrimina-
tory actions should not apply. . . . We conclude, accordingly, that subjective or
discretionary employment practices may be analyzed under the disparate impact
approach in appropriate cases. (990–91)

As one judge noted inMiller v. Countrywide, 571 F.Supp.2d 251, 258 (D.Mass. 2008),
a mortgage lending discrimination case against Countrywide:

Where the allocation of subjective decision-making authority is at issue, the “prac-
tice” amounts to the absence of a policy, that allows racial bias to seep into the
process. Allowing this “practice” to escape scrutiny would enable companies
responsible for complying with anti-discrimination laws to “insulate” themselves
by “refrain[ing] from making standardized criteria absolutely determinative.”
Watson, 487 U.S. at 990. This is especially the case in this context. Unlike in the
employment context, subjective criteria, unrelated to creditworthiness, should play
no part in determining a potential borrower’s eligibility for credit.

By neglecting to recognize that a policy permitting discretionary decision making
can let bias enter the system and that the overall effect of that bias can present
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a common question, the SupremeCourt’s analysis of class certification of a disparate
impact claim in Wal-Mart undermines, or perhaps eviscerates, Watson.
To reconcile Wal-Mart and Watson, if it’s possible, one needs to look carefully, on
a case-by-case basis, at the nature of the available proof.

If Wal-Mart makes sense as a rubric for disparate impact, it is perhaps only in
connection with evaluating which individuals are entitled to damages. Absent
analysis of each individual outcome, it is perhaps difficult to assess the monetary
impact of the discriminatory effect in order to provide appropriate compensation.
Traditionally, courts dealt with this by awarding injunctive relief and disgorgement
or other forms of equitable penalties to be split among those exposed to the policy.25

More recently, however, cases likeColeman v. GMACmade clear that any relief for
the individual effects of discrimination was unavailable to be awarded in conjunc-
tion with class certification for injunctive relief (Cubita, Willis, and Selkowitz 2015).

Wal-Mart put a final nail in this coffin. Not only was certification for injunctive
relief rejected, but by rejecting statistical evidence of the disparate effect of discre-
tion as a valid basis for evaluating commonality under the class-action rule, one
never gets to the question of whether injunctive relief, let alone whether monetary
relief consistent with the injunction, is available. This is because finding common-
ality under Rule 23(a)(2) is a prerequisite to evaluating whether injunctive relief
under 23(b)(2) is available at all.26 Absent the injunction, monetary relief incidental
to the injunction never comes into play.

After Wal-Mart, almost no class remedies based on the impact of discretionary
decision making remain.27 Remarkably, in Rodriguez v. National City Bank,28 the
Court concluded that a bank could not even choose to settle a disparate impact
mortgage lending claim against it for a class, because commonality under the class-
action rule was necessary to approve the settlement. Seven million dollars that the
bank was willing to pay to African American and Hispanic mortgage borrowers to
settle claims was therefore returned to the bank and the class members were left with
no remedy.

For private plaintiffs, Texas Department of Housing & Community Affairs
v. The Inclusive Communities Project, Inc., supra, provides little comfort.29

Although Inclusive Communities does reaffirm the availability of disparate impact
to establish discrimination under the FHA, it imposes restrictions on disparate
impact claims that would doom any but the least ambitious disparate impact
cases. Inclusive Communities emphasizes the importance of adequate safeguards
at the prima facie stage to make sure that the prospect of disparate impact liability
does not “almost inexorably lead” to the imposition of quotas and thus raise “serious
constitutional questions.” In particular, Inclusive Communities exhorts judges to
apply a “robust causality requirement” under which “a statistical disparity must fail if
the plaintiff cannot point to a defendant’s policy or policies causing that disparity”
(Hancock and Glass 2015). Moreover, even when plaintiffs can establish a prima
facie case of disparity, the Inclusive Communities decision arguably expanded the
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scope of the defendant’s business necessity defense by finding that “policies are not
contrary to the disparate-impact requirement unless they are ‘artificial, arbitrary, and
unnecessary barriers.’” It is hard to see how this restriction can apply in the context of
subjective decision-making processes that tend to result in biased choices. Again,
Watson and its progeny may be nothing but dead letters.

Perhaps, afterWal-Mart, the Court is starting to move back toward the science of
statistics as a tool for evaluating class cases. In Tyson Foods, Inc. v. Bouaphakeo, 136
S. Ct. 1036 (2016) , the Court concluded that average time to don and doff equip-
ment could be a basis fairly to award damages to class members with Fair Labor
Standards Act claims for uncompensated time that they spent preparing for work.30

The Court concluded that statistical evidence may be used to certify and provide
relief in a class action if the same sampling techniques could be used to establish
liability in an individual action. Perhaps this points to an approach to measuring
impact. If individuals can use representative statistics to show that their loan price
exceeds what they might have paid if they were white, that same evidence should be
equally available to the group.

10.4 possible futures

The foregoing impediments to private class-action litigation have coincided with the
emergence of the CFPB as an active enforcer of ECOA disparate impact claims.
TheCFPB has been aggressive in “reminding” lenders that ECOA prohibits policies
that result in a disparate racial impact unless those policies “meet a legitimate
business need that cannot reasonably be achieved as well by means that are less
disparate in their impact” (CFPB 2012). The Bureau has been aggressive in inter-
preting ECOA to apply to so-called “indirect lenders” – who, for example, may have
arrangements to purchase loans from car dealerships at pre-established “buy rates”
(CFPB 2013). A CFPB Bulletin explains:

Some indirect auto lenders may be operating under the incorrect assumption that
they are not liable under the ECOA for pricing disparities caused by markup and
compensation policies because Regulation B provides that “[a] person is not
a creditor regarding any violation of the [ECOA] or [Regulation B] committed by
another creditor unless the person knew or had reasonable notice of the act, policy,
or practice that constituted the violation before becoming involved in the credit
transaction.” This provision limits a creditor’s liability for another creditor’s ECOA
violations under certain circumstances. But it does not limit a creditor’s liability for
its own violations – including, for example, disparities on a prohibited basis that
result from the creditor’s own markup and compensation policies. (CFPB 2013)

Notwithstanding the Wal-Mart finding that granting discretion is “opposite of
a uniform employment practice,” the CFPB has notified indirect lenders that
discretion-granting policies that “permit dealers to increase consumer interest
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rates and that compensate dealers with a share of the increased interest revenues”
may be actionable (CFPB 2013).

The Bureau’s aggressive stance has not been limited to just its interpretation of
ECOA’s scope, but also in calling for “institutions subject to CFPB jurisdiction,
including indirect auto lenders” to develop “a robust fair lending compliance man-
agement program” that includes regular assessment of lending policies “for potential
fair lending violations, including potential disparate impact.” To avoid liability,
indirect and direct lenders “should take steps to ensure that they are operating in
compliance with the ECOA and Regulation [B],” including possibly “imposing
controls on dealer markup” or “eliminating dealer discretion to mark up buy rates
and fairly compensating dealers using another mechanism, such as a flat fee per
transaction” (CFPB 2013). Thus, the CFPB has felt empowered to call on indirect
lenders such as GMAC or Ford Motor Credit to exert their influence to substantially
restructure dealership compensation or to engage in an ongoing manner in the same
kinds of number-crunching undertaken by plaintiffs in the previous section.

The Bureau has translated these regulatory positions into a series of enforcement
actions that have resulted in a series of multimillion-dollar settlements that have
attracted the lending industry’s attention and ire. For example, in December 2013,
the CFPB and the Justice Department ordered Ally Bank to pay $80 million in
damages to consumers harmed by Ally’s auto loan pricing policies. The agencies
found that “Ally’s markup policy resulted in African-American, Hispanic, Asian and
Pacific Islander borrowers paying more for auto loans than similarly situated non-
Hispanic white borrowers” (Ficklin 2016).

Other actors, including cities and counties as well as national and local groups, that
can assert standing under the civil rights laws may continue to pursue disparate impact
claims that do not require class certification. Unfortunately, it is less clear that these
actions can provide specific and targeted remedies for the economic harm to
individuals that is associated with disparate pricing.

Finally, the principles described in this chapter may not apply to class-action
cases designed to test the discriminatory impact of discrete practices, unrelated
to discretion available to decision makers, that may lead to either disparate
treatment or disparate impact claims. For example, if a bank assigns mortgage
officers to its branches in white communities31 while making loans through
a network of high-cost brokers in minority communities, class certification and
class remedies may remain viable. Some of these practices may emerge most
clearly as explanatory in communities of color where rates of foreclosure
remain persistently high.

Some may argue that litigation remedies, whether initiated by private actors or
governmental entities, are among the least efficient methods for establishing discipline
and fairness in the housing market. Whether one accepts this premise turns on one’s
views about voluntary compliance with new regulation, including the changes asso-
ciatedwithDodd-Frank, as well as one’s beliefs about the effectiveness of competition to
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regulate markets, and about whether new tools can achieve more complete consumer
understanding of complex transactions. Others in this volume address those issues
directly or indirectly (see, e.g., Bostic and Orlando, Chapter 13, this volume). Our
view is that absent effective enforcement mechanisms, including meaningful opportu-
nities for aggregation of claims, new mechanisms will be found to discriminate by
manipulating the cost of housing credit for those least able to afford high credit prices.

10.5 conclusion

Themotivating force behind applying disparate impact theories tomortgage lending
has been the happenstance that the defendants collect and retain all of the borrower
characteristics that are relevant to the defendants’ underwriting decisions.
Defendants are, in an important sense, estopped from criticizing plaintiffs’ regres-
sions for not controlling relevant variables when the plaintiffs have controlled for all
the variables that defendants relied on in their own underwriting.

However, given the increased hostility to class actions and private disparate
impact claims, it is uncertain whether private plaintiffs can feasibly pursue such
claims. At the moment, it seems most likely that disparate impact discipline of
lenders will come from government enforcers, especially the CFPB.
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Notes

1. Griggs v. Duke Power Co., 401 U.S. 424 (1971).
2. Civil Rights Act of 1991 Pub. L. No. 102–166, 105 Stat. 1071 (codified in various

sections of 42 U.S.C (Supp. III 1992)).
3. Perez (2011). (“A [disparate impact] case of this nature would not have been

brought in the previous administration, because disparate impact claims were
not allowed, even though every circuit in the country where the issue has been
presented has determin[ed] that disparate impact theory is viable.”)

4. See also Turner and Skidmore (1999, 30–31) (interest rate offered African
Americans statistically greater than those offered whites only in Atlanta tests).
The report also found:

One early analytic study found discrimination against Blacks and Hispanics in interest rates
and loan fees but not in loan maturities. Another also found discrimination against Blacks in
the setting of interest rates. Both studies used extensive statistical controls to isolate the effect
of race and ethnicity from the effects of other factors. Two more recent studies examine
discrimination in overages, defined as the excess of the final contractual interest rate over the
lender’s official rate when it first commits to a loan. Both of these studies find cases in which
the overages charged to Black and Hispanic borrowers are higher than those charged white
customers by a small but statistically significant amount.

Ibid. at 19. Paired audit studies have been questioned however for adequately
controlling for unobservables (Heckman 1998).

5. Project Implicit, at https://implicit.harvard.edu/implicit/.
6. Such claims were found viable and withstood dismissal in at least seven reported

district court opinions: Miller v. Countrywide Bank, N.A., 571 F. Supp. 2d 251

(D. Mass. 2008); Ramirez v. GreenPoint Mortg. Funding, Inc., 633 F. Supp. 2d
922 (N.D. Cal. 2008); Ware v. Indymac Bank, 534 F. Supp. 2d 835 (N.D. Ill.
2008); Zamudio v. HSBC North America Holdings, Inc., No. 07-C-4315, 2008
WL 517138 (N.D. Ill. Feb. 20, 2008);Martinez v. FreedomMortg. Team, Inc., 527
F. Supp. 2d 827 (N.D. Ill. 2007);Newman v. Apex Financial Group, Inc., No. 07
C 4475, 2008 WL 130924 (N.D. Ill. Jan. 11, 2008); Jackson v. Novastar Mortg.,
Inc., 645 F. Supp. 2d 636 (W.D. Tenn. 2007).

7. See also infra note 27 and accompanying text. The Massachusetts Attorney
General’s Office appeared in the Supreme Court as an amicus party in support
of this aspect of the holding. It did not take a position on other issues in that case
discussed in this chapter.

8. See, e.g., Wise v. Union Acceptance Corp., No. IP 02–0104-C-M/S, 2002 WL
31730920 at *3 (S.D. Ind. Nov. 19, 2002) (gathering cases). The text of the ECOA
clearly implies that disparate impact is a method of proving discrimination
under that statute: “In determining the amount of [punitive] damages in any
action, the court shall consider, among other relevant factors, the amount of any
actual damages awarded, the frequency and persistence of failures of compli-
ance by the creditor, the resources of the creditor, the number of persons
adversely affected, and the extent to which the creditor’s failure of compliance
was intentional.” 15U.S.C. § 1691e(b) (emphasis added). This is consistent with
the applicable regulatory determination. 12 C.F.R. Pt. 202, Supp. I, § 202.6(a)2.
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Official Staff Interpretations. See also Smith v. City of Jackson, 544U.S. 228, 244
(2005) (agency interpretation that disparate impact analysis is applicable to
discrimination statute is entitled to deference) (Scalia J. concurring).

9. In reWells Fargo ResidentialMortg. LendingDiscrimination Litigation,M: 08-
md-01930 MMC (N.D. Cal. 2011). We were involved as lawyer and consultants
in this matter. We also conducted statistical analyses of disparate impact against
minorities in similar cases against several other lenders. See In re First Franklin
Financial Corp., No. C08-01515JW (HRL) (N.D. Cal. 2010); Ramirez
v. Greenpoint Mortg. Funding, Inc., 268 F.R.D. 627 (N.D. Cal. 2010); Barrett
v. Option One Mortg. Corp., 2012 WL 407465 (D. Mass., Sept. 18, 2012); In re:
Countrywide Financial Corp. Mortg. Lending Practices Litigation, 708 F.3d
704 (6th Cir. 2013); Rodriguez v. Nat’l City Bank, 726 F.3d 372 (3d Cir. 2013);
Guerra v. GMAC LLC, 2:08-CV-01297-LDD, 2009 WL 449153 (E.D. Pa.
Feb. 20, 2009).

10. Some of the Wells Fargo cases also alleged steering, mostly by asserting that
minority applicants who qualified for prime loans were instead steered into less
favorable loan channels, or were otherwise pressured to accept subprime loans.
Those claims were supported, in part, by testimony of ex-employees who alleged
patterns of intentional discrimination. The statistical record on this issue was
inconclusive and is not discussed here.

11. E.g., Marr v. Rife, 503 F.2d 735, 741 (6th Cir. 1974).
12. Because loan servicing has become unmoored from loan origination, lenders

retained relatively little data on the performance of the loans they made during
the time period relative to these cases. Recent evidence that higher loan costs
lead to increased foreclosures is not surprising. Charging higher prices to those
least able to afford them makes foreclosure a self-fulfilling prophecy. Indeed, as
foreclosures in certain neighborhood multiply, the impact on property values
can contribute to a spiraling foreclosure problem. See Rugh, Albright, and
Massey (2015).

13. For loans originated from 2004 to 2010, the spread between a loan’s APR and
a benchmark Treasury security of comparable maturity would be reported if the
spread was three percentage points for first-lien loans or five percentage points
for subordinate-lien loans. For loans originated since 2010, the spread between
a loan’s APR and survey-based estimate of APRs offered on prime mortgages of
a comparable type would be reported if the spread was 1.5 percentage points for
first-lien loans or 3.5 percentage points for subordinate-lien loans. Federal
Financial Institutions Examination Council, History of HMDA, www.ffiec
.gov/hmda/history2.htm.

14. See, e.g., Adkins v. Morgan Stanley, No. 1:12-cv-7667-HB (S.D. N.Y. filed
Oct. 15, 2012); Saint-Jean v. Emigrant Mortg. Co., No. 1:11-cv-02122-SJ (E.D. N.
Y. filed Apr. 29, 2011); City of Los Angeles v. Bank of America Corp., Case
No. 2:13-cv-09046-PA (AGRx) (C.D. Cal. filed Dec. 6, 2013). Two of us have
served as consultants on these cases.

15. See, e.g., Mayor of Baltimore v. Wells Fargo Bank, N.A., No. 1:08-cv-00062-JFM
(D. Md. filed Oct. 21, 2010); City of Memphis v. Wells Fargo Bank, N.A., No. 2:09-
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cv-02857x-STA-dkv (W.D. Tenn. filed Apr. 7, 2010); City of Los Angeles v. Wells
Fargo & Co., No. 2:13-cv-09007-ODW (RZx) (C.D. Cal. filed Dec. 5, 2013); City
of Los Angeles v. Citigroup, Inc., No. 2:13-cv-09009-SVW (JCx) (C.D. Cal. filed
Dec. 5, 2013); City of Miami v. JPMorgan Chase & Co., No. 1:14-cv-22205-WPD
(S.D. Fla. filed Nov. 30, 2015), City of Miami Gardens v. Wells Fargo & Co.,
No. 1:14-cv-22203-FAM (S.D. Fla. filed Sept. 21, 2015); City of Oakland v. Wells
Fargo & Co., No. 3:15-cv-04321-EMC (N.D. Cal. filed Sept. 21, 2015). Many of
these cases are in active litigation at the writing of this chapter, and two of us have
served as consultants on several of these matters.

16. Complaint, U.S. v. Countrywide Financial Corp., No. 2:11-cv-10540-PSG-AJW
(C.D. Cal. filed Dec. 21, 2011), at 2.

17. Consent Order, U.S. v. Countrywide Financial Corp., No. 2:11-cv-10540-PSG-
AJW (C.D. Cal. Dec. 28, 2011), at 5.

18. Complaint, U.S. v. Wells Fargo Bank, NA, No. 1:12-cv-01150 (D.D.
C. filed July 12, 2012). We served as consultants for the Department of Justice
in its investigation of Wells Fargo.

19. Consent Order,U.S. v.Wells Fargo Bank, NA, No. 1:12-cv-01150 (D.D.C. July 12,
2012), at 13.

20. Complaint, U.S. v. Sage Bank, No. 1:15-cv-13969 (D. Mass. Nov. 30, 2015).
21. Consent Order, U.S. v. Sage Bank, No. 1:15-cv-13969 (D. Mass. Nov. 30, 2015),

at 4–10.
22. After Wal-Mart, a number of courts reconsidered a prior grant of class certifica-

tion in disparate impact cases with varied outcomes. Compare, e.g.,Ellis v. Costco
Wholesale Corporation, 285 F.R.D. 492 (N.D. Cal. 2012) (reaffirming class certi-
fication in an employment discrimination case after remand from the 9th
Circuit – (See Ellis v. Costco Wholesale Corp. (“Ellis II ”), 657 F.3d 970 (9th
Cir.2011)) – requiring reconsideration in light ofWal-Mart) with Barrett v. Option
OneMortg. Corp., 2012WL 4076465 (D.Mass., Sept. 18, 2012) (decertifying a class
in mortgage discrimination case after Wal-Mart).

23. See Zatz (forthcoming) (noting the statistical certainty of status causation for
some in a disparate impact class even though it is impossible to know which
ones).

24. Discovery costs alone would sink even themost deeply injured plaintiff (and any
well-intentioned counsel) from pursuing an individual claim based on statistical
analysis of the impact of a policy on a large group. In the discrimination cases
described here, discovery costs in each case were hundreds of thousands of
dollars, dwarfing any potential individual claim.

25. In Allison v. Citgo PetroleumCorp., 151 F.3d 402, 411, 415 (5th Cir.1998), the Fifth
Circuit held that “at least some form or amount of monetary relief” is available
in (b)(2) class actions if it flows “directly from liability to the class as a whole on
the claims forming the basis of the injunctive or declaratory relief.”

26. The structure of the rule makes clear that to certify a class, all elements of Rule
23(a) must be satisfied, including commonality under Rule 23(a)(2), before
evaluating whether at least one of the prongs of Rule 23(b) applies. As the
Advisory Committee note to the 1966 amendment to the rule states
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“Subdivision (a)” contains “necessary but not sufficient conditions for a class
action. . . . Subdivision (b) describes the additional elements which in varying
situations justify the use of a class action.”

27. AfterWal-Mart, plaintiffs were unable to achieve class certification in almost all
of the unresolved mortgage cases discussed in this chapter. See In re
Countrywide Financial Corp. Mortg. Lending Practices Litigation, 708 F.3d
704 (6th Cir. 2013); In re Wells Fargo Residential Mortg. Lending
Discrimination Litigation, 2011 WL 3903117 (N.D. Cal., Sept. 06, 2011);
Barrett v. Option One Mortg. Corp., 2012 WL 4076465 (D. Mass., Sept. 18,
2012) (decertifying a class of mortgage discrimination claimants in light ofWal-
Mart).

28. 726 F.3d 372 (3d Cir. 2013). Compare Harris v. Citigroup, Inc., Case 1:08-cv-
10417-MLW, Doc. No. 128 (D. Mass. August 10, 2012) (finding commonality for
the purposes of certifying the class for settlement). The judge in Citigroup
concluded that the common question was whether the plaintiffs were entitled
to an injunction to end the discretionary pricing policy of the lender. Ibid., Doc.
No. 105 (D. Mass., Mar. 6, 2012).

29. See also Case Note (2015).
30. Notably, Wal-Mart was hit recently hit with a similar class certification decision

in Pennsylvania and, after class certification, the Supreme Court refused to
grant certiorari. Braun v. Wal-Mart Stores, Inc., 106 A. 3d 656 (Pa. 2014), cert.
denied, 136 S. Ct. 1512 (2016).

31. There is a renewed potential for redlining claims where banks simply fail to do
business (CFPB 2015).
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11

Household Debt and Defaults from 2000 to 2010:
The Credit Supply View

Atif Mian and Amir Sufi

11.1 introduction

From 2000 to 2007, the United States experienced the most dramatic boom and bust in
household debt since the Great Depression. Household debt increased at a steady pace
through the 1990s, and then jumped by $7 trillion from 2000 to 2007. The boom in debt
ended badly: by 2009, the delinquency rate on debt had reached above 10 percent,
much higher than seen since the Great Depression. Figure 11.1 shows these patterns.

Our previous research on the housing and household debt cycle of 2000 to 2010 in
the United States, summarized in Mian and Sufi (2014a), made four main points:

• From 2002 to 2005, there was an expansion in the supply of mortgage
credit for home purchase toward marginal households that had pre-
viously been unable to obtain a mortgage, and this expansion was unre-
lated to improved economic circumstances of these individuals. We have
referred to this fact as the extensive margin of mortgage credit expansion.

• The expansion in mortgage credit availability and the increase in house
prices were closely connected, but the expansion in credit was not merely
a passive response to higher house price growth. Credit expansion was
prevalent even in areas that experienced slow house price growth, and
there is substantial evidence that house price growth during the boom
was itself a result of credit expansion.

• Existing homeowners borrowed aggressively against the rise in home
equity values through cash-out refinancing and home equity loans, and
this behavior explains the substantial rise in the household debt to GDP
ratio from 2000 to 2007. This borrowing was strong among the bottom
80 percent of the credit score distribution. Only the top of the credit score
distribution was unresponsive. We have referred to home equity–based
borrowing as the intensive margin of mortgage credit expansion in pre-
vious research.
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• The sharp rise in delinquencies on household debt in 2007 was driven
primarily by lower credit–score individuals living in areas where the
house price boom and bust was most severe.

We have argued that these four points collectively support the credit supply view in
which an increase in credit supply unrelated to fundamental improvements in
income or productivity was the shock that initiated the household debt boom and
bust shown in Figure 11.1.

In this study, we provide new evidence and highlight other research that
supports the previously listed four points. In the process, we also discuss criticism
of the credit supply view, which argues that credit played only a passive role in
the housing boom and bust of 2000 to 2010. In this passive credit view, put
forward most strongly by Foote, Gerardi, and Willen (2012) and Adelino, Schoar,
and Severino (2016), mortgage credit simply followed the housing bubble and
played no independent role.1 This alternative view is difficult to reconcile with
numerous studies that show that the expansion in mortgage credit had a causal
effect on house prices during the boom. The dramatic growth in house prices
from 2000 to 2006 depended at least in part on the expansion of credit
availability.

The credit supply view is not incompatible with the idea that unreasonable house
price growth expectations were important. In particular, the initial credit supply
shock may have been due to lenders having unrealistic beliefs about house prices.
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figure 11 . 1 Aggregate Household Debt and Defaults
The left panel of this figure (Panel 1) plots nominal household debt according to

the Federal Reserve Flow of Funds. The right panel (Panel 2) plots the default rate
on household debt according to our sample of credit reports.

Source: Authors’ calculations using Federal Reserve Flow of Funds data (Panel 1),
Equifax credit bureau data (Panel 2)
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Further, existing homeowners likely borrowed so aggressively because they believed
house prices would continue to rise. But the expansion in credit supply interme-
diated by the financial sector was a necessary ingredient in generating the boom and
bust in household debt seen in Figure 11.1. This view has been formally modeled in
a number of recent studies, including Favilukis, Ludvigson, and Van Nieuwerburgh
(2017) and Justiniano, Primiceri, and Tambalotti (2015).2

Why are we still debating the causes of the housing boom and bust, eight years
after the height of the mortgage default crisis? Determining whether credit
played an active or passive role is important for a number of reasons. First, in
the credit supply view, the financial sector plays an important role in explaining
the mortgage boom and bust. As a result, an analysis of financial-sector activities
during the boom such as incentives in securitization or fraudulent underwriting
of mortgages is important to understanding what happened. Further, distribu-
tional issues come to the forefront because the financial sector transforms savings
of some into borrowing by others. In contrast, under the passive-credit view, the
financial sector is largely a sideshow. It simply followed the housing bubble like
everyone else, and its actions had little independent effect on either the boom or
the bust. Put differently, finance and capital structure play no role in this alter-
native view.

Second, the two views have different implications for economicmodeling and our
understanding of boom-and-bust episodes. A large body of research has shown
a systematic relation between increases in household debt and subsequent eco-
nomic downturns and financial crises (e.g., Jordà, Schularick, and Taylor 2016;
Mian, Sufi, and Verner 2015). A growing body of theoretical models relies on
changes over time in borrowing constraints, credit supply, or risk premia (as opposed
to productivity shocks) to explain fluctuations in house prices, debt levels, and the
real economy (e.g., Farhi and Werning 2016; Favilukis, Ludvigson, and Van
Nieuwerburgh 2017; Justiniano, Primiceri, and Tambalotti 2015; Korinek and
Simsek 2016; Martin and Philippon forthcoming; Schmitt-Grohé and Uribe
2016). We believe the experience of the Great Recession supports the assumptions
and conclusions of these models. The evidence and theory line up nicely, and they
suggest that we have a solid understanding of the drivers of severe economic down-
turns. On the other hand, in the passive-credit view, we have little understanding of
the ultimate causes behind boom-and-bust episodes such as the one we witnessed in
the United States from 2000 to 2010.3

Third, and closely related to the previous point, the policy conclusions one
reaches are different depending on which narrative is true. In the passive-credit
view, regulation can accomplish little. For example, Foote, Gerardi, and Willen
(2012) write that “critics might contend that treating bubbles like earthquakes is
reminiscent of a doctrine often associated with Alan Greenspan: policy makers
should not try to stop bubbles, which are not easily identified, but should instead
clean up the damage left behind when they burst. To some extent, we concur with
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this doctrine, because we believe that policy makers and regulators have little ability
to identify or to burst bubbles in real time.”

In contrast, the credit supply view argues that a consistent pattern emerges from
the data: debt-fueled asset price booms, especially in real estate, typically end badly,
and should therefore raise a red flag for regulators. The credit supply view suggests
that more equity-based contracts may help reduce the amplitude of real estate
booms, and make their busts less painful. Policies such as macro-prudential regula-
tion targeting household debt-to-income ratios also follow naturally from the credit
supply view. These policies are theoretically justified (e.g., Farhi and Werning 2016;
Korinek and Simsek 2016), and they have been implemented by the Bank of
England, the Bank of Israel, the Bank of Korea, and the Swedish financial super-
visory authority.

We use a number of datasets in the analysis that follows. We will describe most of
the datasets as we utilize them, and others are already described in our previous
research. The main dataset we utilize is individual-level Equifax credit bureau data,
which is the same dataset used in Mian and Sufi (2011). It is based on a 0.45 percent
random sample of individuals in 1997 who were residing in ZIP codes for which
Fiserv Case Shiller Weiss data are available. We sample these individuals and then
obtain yearly credit bureau data through 2010. Although this sample is based on
a limited number of ZIP codes, and new entrants are not included, the aggregate
debt patterns for this sample closely match aggregate debt from the Federal Reserve
Flow of Funds. We discuss these issues in more detail in the appendix.

11.2 mortgage credit expansion on

the extensive margin

The first main fact supporting the credit supply view is that lenders from 2002 to 2005
became more willing to extend home purchase mortgages to households that were
traditionally denied credit. The increased willingness to extend credit to these
households was not due to an improvement in the permanent income or productiv-
ity of these individuals. Let us first examine the aggregate evidence, and then we will
present evidence from microeconomic data.

11.2.1 Aggregate Evidence

Levitin andWachter (2012) show a dramatic expansion of mortgage credit originated
and sold into the private-label, mortgage-backed security market from 2002 to 2005.
The private-label, mortgage-backed security market went from 22 percent of origina-
tions in 2002 to 46 percent of originations in 2004 and then more than 50 percent in
2005. The total dollar amounts originated jumped from $200 billion to $800 billion
(see 1198, fig. 2). As they put it, this was a market designed for “nonprime, non-
conforming conventional loans.” In terms of interest rates, Demyanyk and Van
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Hemert (2011) show that there was a steady decline in the subprime mortgage
to prime mortgage interest spread from 2001 through 2006 once loan and
borrower characteristics are taken into account. They also suggest that their
calculation understates the decline in the risk-adjusted spread because unob-
servable characteristics likely deteriorated more for subprime than prime
borrowers.

During the mid-2000s, there was a simultaneous increase in the quantity of credit
originated for nonprime borrowers and a decline in the interest rates faced by
nonprime borrowers, exactly as would be expected with an expansion in credit
supply.

Data from the American Community Survey show an increased willingness of
lenders to originate credit for households that were traditionally denied mortgages.
In Figure 11.2, we present the average characteristics of survey respondents who say
that they both moved within the prior year and have a mortgage. We refer to these
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figure 11 .2 Characteristics of Marginal Borrowers
This figure plots the characteristics of individuals with a mortgage that bought a home
within the prior year and the characteristics of all homeowners. Compared to recent

homebuyers in 2000, 2005 recent homebuyers with a mortgage saw a decline in income,
a decline in age, and an increase in the fraction that was Hispanic.

Source: Authors’ calculations using American Community Survey and U.S. Census data
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households as “recent homebuyers with a mortgage.” As a comparison, we also plot
characteristics of all homeowners. The three characteristics we examine are income,
age, and race. We pick these three characteristics because ZIP code–level evidence
from 1997 reveals higher denial rates on mortgage applications for individuals living
in lower-income, younger, more Hispanic, and more black ZIP codes.

As the top left panel of Figure 11.2 shows, from 2000 to 2005, the real median
income of recent homebuyers with a mortgage actually fell. This is the only time
from 1980 to 2005 such a decline occurred. The individuals buying a home with
a mortgage in 2005 had lower real income than those who bought a home with
a mortgage in 2000, which is strong evidence that a credit supply shift toward more
marginal borrowers occurred during these years. As a comparison, real median
income for all homeowners grew from 2000 to 2005, but at a slower pace than
previously.

Over the same time period, the average age of recent homebuyers with a mortgage
fell, which is also the only time this happened in the 1980 to 2005 period.
The fraction of recent homebuyers with a mortgage who are of Hispanic origin
increased substantially, while the fraction who was black remained constant.
Relative to 2000, recent homebuyers with a mortgage in 2005 had lower income,
and they were younger and more likely to be Hispanic. These are all characteristics
associated with higher mortgage denial rates prior to 2000. These changes were
unique to recent homebuyers with a mortgage: the average characteristics of all
homeowners remained on a similar trend.

The expansion of credit to marginal borrowers is also seen in homeownership
rates. As the left panel of Figure 11.3 shows, the homeownership rate increased
sharply from 2002 to 2004, falling only slightly in 2005. However, we believe the
homeownership rate is not the ideal measure of an increase in homeownership due
to credit expansion. The homeownership rate is measured as the number of owner-
occupied units scaled by the number of owner-occupied and renter-occupied hous-
ing units. This measure is problematic for two reasons. First, because the number of
owner-occupied units is in both the numerator and denominator, an increase in the
number of owned units will mechanically have a reduced effect on the homeowner-
ship rate through an increase in the denominator. Second, movements in the
number of renter-occupied units can have an effect on the homeownership rate,
and such movements are not directly related to extensive margin changes in home-
ownership. We discuss these two issues at more length in the appendix. A better
measure of the extensive margin of expansion in homeownership is the total number
of owner-occupied homes scaled by the adult population. We plot this ratio in the
right panel of Figure 11.3, which shows a sharp rise from 2002 to 2004, and continues
to rise from 2004 to 2005. A disadvantage of this measure is the numerator is only
available from 2000 onward.

The homeownership rate data are collected by the Census. The Census also
provides homeownership rates by subgroups including race, age, and income.
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Table 11.1 shows the change in the homeownership rate from 2002 to 2005, and from
2003 to 2005 for these subgroups. We provide the changes for both time periods
because the homeownership rate for subgroups tends to be noisy. Consistent with
the evidence from the American Community Survey, the Census homeownership
rate shows a large increase in homeownership rates for young and Hispanic house-
holds for 2002 to 2005 or for 2003 to 2005. However, the evidence on income is less
conclusive. From 2002 to 2005, the homeownership rate increased by more for
households above median income, but from 2003 to 2005 we see the opposite
pattern.

In general, homeownership rates by income from the Census are especially noisy.
The coefficient of variation for the quarterly homeownership rate from 2000 to 2006
for those below the median income is substantially larger than the coefficient of
variation for the U.S. homeownership rate. We have some evidence that potentially
illustrates why. In 2010, the Census changed its methodology to impute income for
households that do not report income. As a result of the imputation, the home-
ownership rate for individuals below the median increased by 1.9 percentage points
in 2015 relative to without this imputation. It increased by only 0.2 percentage points
for those above median family income. In other words, there appears to be systema-
tic bias in the households that do not report income: they tend to be poorer. It is
difficult to know whether this bias leads the Census to understate or overstate the rise
in homeownership from 2002 to 2005 among low-income individuals. But we believe
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figure 11 .3 Homeownership Increased from 2002 to 2005

The left panel (Panel 1) plots the homeownership rate, which is defined as the number
of owner-occupied housing units divided by the total number of occupied housing units.
The right panel (Panel 2) shows the owner-occupied units per adult ratio, which is

defined as the number of owner-occupied housing units divided by the total population
of individuals 15 years old and above.

Source: Authors’ calculations using U.S. Census data.
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both the noisiness of the data and the fact that there is systematic bias in who reports
income levels should lead researchers to use extreme caution with these data.4

11.2.2 ZIP Code– and Individual-Level Evidence

InMian and Sufi (2009), we utilized ZIP code–level data fromEquifax and the Home
MortgageDisclosure Act (HMDA), and we showed stronger growth in home-purchase
mortgage originations in ZIP codes with a higher share of subprime borrowers as of
1996. We split ZIP codes into quartiles based on the fraction of subprime borrowers in
1997. From 1991 to 2002, the total dollar amount of home-purchase mortgages grew at
a similar rate for the top and bottom quartile. However, from 2002 through 2005, the
home-purchase mortgage amounts skyrocketed in low credit–score ZIP codes.
The expansion of mortgage credit on the extensive margin in low credit–score ZIP
codes from 2002 to 2005 was unprecedented in the 1991 to 2008 period.

In Figure 11.4, we use data from DataQuick by CoreLogic on the number of
housing transactions in a ZIP code. In order to isolate housing transactions that are
purchased for owner occupation, wematch the address of the property to the address
of the buyer where tax documents are sent.5 We also isolate the sample to transac-
tions in which a mortgage was present.6 So Figure 11.4 measures the growth in
owner-occupied transactions in which a mortgage is present, which should purge
any effect coming from investment purchases. Similar to the analysis in Mian and

table 11.1: Change in Homeownership Rates during the Mortgage Credit Boom

This table plots the change in the homeownership rate during the mortgage credit boom
by age, race, and family income. All data come from the Census.

Change in Homeownership Rate by Age

Age < 35 35 ≤ Age < 45 45 ≤ Age < 55 55 ≤ Age < 65 65 ≤ Age

Δ 2002 to 2005 1.025 0.725 0.050 −0.075 −0.075
Δ 2003 to 2005 1.550 0.875 0.150 −0.100 0.200

Change in Homeownership Rate by Race

White Black Hispanic

Δ 2002 to 2005 1.075 0.800 2.525

Δ 2003 to 2005 0.475 0.125 2.825

Change in Homeownership Rate by Family Income

Above Median Below Median

Δ 2002 to 2005 1.525 0.850

Δ 2003 to 2005 0.575 1.125

Source: Authors’ calculations using the American Community Survey and U.S. Census
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Sufi (2009), we split ZIP codes into quartiles based on the fraction of subprime
borrowers in 1997.

As Figure 11.4 shows, the number of owner-occupied housing transactions in the
most subprime 25 percent of ZIP codes was similar from 1998 to 2000 relative to the
most prime ZIP codes. There is a slight increase from 2000 to 2002, and then a large
increase from 2002 to 2005. The number of properties bought for primary residence
with a mortgage grew much more rapidly in low credit–score ZIP codes during
exactly the period when credit supply expanded along the extensive margin.

Owner-occupied transactions increased substantially more in low credit–score
ZIP codes from 2002 to 2005. In Table 11.2, we test whether investors increased their
presence in these same low credit–score ZIP codes. Using DataQuick, we classify
investor purchases in two ways. First, we classify a purchase as an investor purchase if
the street name is different on the tax mailing address compared to the property
address. Second, we use the ZIP code on the tax mailing address compared to the
property address. Table 11.2 shows that, if anything, there was a relative decline in the
investor share of purchases from 2002 to 2005 in low credit–score ZIP codes. Investor
purchases cannot explain the larger mortgage credit and transaction growth in low
credit–score ZIP codes from 2002 to 2005.
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figure 11 .4 Number of Owner-Occupied Transactions, ZIP Code–Level Evidence
This figure shows that both the number of owner-occupied housing purchases financed
with a mortgage grew rapidly in low credit–score ZIP codes from 2002 to 2005. ZIP codes
are split into quartiles based on the share of individuals with a credit score below 660 in
1997, and we show the top quartile (most subprime) and bottom quartile (most prime) by
this measure. The number of owner-occupied transactions with a mortgage uses data
fromDataQuick by CoreLogic. All series are normalized to be 100 in 1998. The sample of
ZIP codes is those that are in theMian and Sufi (2009) sample and are located in counties

for which DataQuick has transaction data available for 1998 through 2010.
See the appendix for more details.

Source: Authors’ calculations using data from DataQuick by CoreLogic
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Growth patterns in mortgage debt among low credit–score individuals are also
consistent with an expansion of credit along the extensive margin. In Figure 11.5, we
use the individual-level Equifax data and we split the sample into five quintiles
based on the Vantage Score in 1997. Individuals are placed into one of these five
quintiles based on their 1997 credit score, and they remain in the same quintile
throughout the sample period. Given the large number of individuals with zero
debt, we aggregate the debt of all individuals within the category before estimating
the growth rates, as opposed to taking the average of the individual growth rates.
As the left panel shows, the bottom 20 percent of the credit score distribution saw
a 300 percent increase in debt from 2000 to 2006. The growth rates are uniformly
smaller as the credit score gets larger.

Is the higher growth rate in debt among lower credit–score individuals purely
a function of age? Individuals in the low credit–score bin are younger, with an
average age as of 1997 of 37 versus 44 for the middle quintile and 58 for the highest
quintile (see the appendix for the differences across credit score quintiles). However,
there is enough variation in age for individuals within the same credit score quintile
that we can extract the growth effect independent of age. To produce the right panel
of Figure 11.5, we first aggregate individuals into credit score by age bins, where we
use the five quintiles of credit scores and age as of 1997 for the age bin. For each year
of the sample, we regress annual growth of credit for each credit score by age bin on
a set of age indicator variables and indicators for the five credit score bins.
The coefficients on the credit score bins then give us the differential growth rate
for each credit score quintile, controlling for age.

table 11.2: Did the Investor Share of Purchases Rise in Low Credit–Score ZIP Codes?

This table uses DataQuick data from CoreLogic to examine whether the change in the
investor share of purchases from 2002 to 2005 was larger in low credit–score ZIP codes.
In columns 1 and 2, the definition of an investor is based on whether the street name of
the tax mailing address is different that the street name of the property purchased.
In columns 3 and 4, the definition is based on whether the ZIP code of the tax mailing
address is different than the ZIP code of the property purchased. The sample includes
ZIP codes from Mian and Sufi (2009) that are also in DataQuick.

Δ Investor Share 2002 to 2005,
Street

Δ Investor Share 2002 to 2005,
ZIP Code

(1) (2) (3) (4)

Fraction Subprime
Borrowers, 1996

−0.078*
(0.030)

−0.052**
(0.017)

−0.018
(0.027)

−0.012
(0.015)

Constant 0.042**
(0.010)

0.034**
(0.006)

0.025**
(0.009)

0.023**
(0.005)

County FE?
Observations

No
1923

Yes
1923

No
1925

Yes
1925

R2

0.003 0.778 0.000 0.779
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As the right panel of Figure 11.5 shows, such an age adjustment decreases the
relative growth rate of the low credit–score quintile over the other quintiles. But
even with these detailed controls for age, low credit–score individuals saw the
largest growth in debt from 2000 to 2006. Finally, controlling for age in such
a rigorous manner is an example of too many control variables. Prior to the debt
boom, younger individuals were more likely to be denied credit. As a result,
stronger mortgage credit growth by younger individuals could be interpreted as
evidence of an expansion of mortgage credit on the extensive margin. Nonetheless,
mortgage credit grew by more for low credit–score individuals, even taking out the
age effect.

While Mian and Sufi (2009) and the findings presented earlier emphasize
the shift in credit supply toward marginal borrowers previously denied credit,
credit supply likely expanded on other margins as well. For example, even
consumers with high credit scores applying for mortgages may have faced
lower interest rates or less stringent verification of income during the mortgage
boom.
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figure 11 .5 Low Credit–Score Individuals Experienced Largest Growth in Debt
This figure plots debt growth for individuals in credit bureau data, sorted by their credit

score in 1997. Each quintile contains 20 percent of the population. In the right panel, we
partial out age fixed effects to ensure that stronger growth for the lowest credit–score

individuals is not merely an artifact of their younger age on average.
Source: Authors’ calculations using data from Equifax
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11.2.3 Other Research

In addition to Mian and Sufi (2009), several other studies conclude that the
early 2000s witnessed a dramatic expansion in mortgage credit toward marginal
borrowers. For example, Mayer, Pence, and Sherlund (2009) use a variety of
datasets on subprime mortgages and conclude that “lending to risky borrowers
grew rapidly in the 2000s . . . we find that underwriting deteriorated along
several dimensions: more loans were originated to borrowers with very small
down payments and little or no documentation of their income or assets in
particular.”

Demyanyk and Van Hemert (2011) conducted one of the first academic explora-
tions of the LoanPerformance data. As they wrote, “we uncover a downward trend
in loan quality . . . we further show that there was a deterioration of lending
standards and a decrease in the subprime-prime mortgage rate spread during the
2001–2007 period. Together, these results provide evidence that the rise and fall of
the subprime mortgage market follows a classic lending boom-bust scenario, in
which unsustainable growth leads to the collapse of the market.” Levitin and
Wachter (2012) come to a similar conclusion: the “[housing] bubble was, in fact,
primarily a supply-side phenomenon, meaning that it was caused by excessive
supply of housing finance . . . the supply glut was the result of a fundamental shift
in the structure of mortgage-finance market from regulated to unregulated
securitization.”

Justiniano, Primiceri, and Tambalotti (2016) use the FRBNY Consumer Credit
Panel and CoreLogic data to show that both mortgage debt growth and house price
growth were stronger from 2000 to 2006 in ZIP codes with a high fraction of
subprime borrowers as of 1999. This is similar to the results shown previously, and
suggests that the results are robust to using alternative data sources. The authors
further show that such a finding can be rationalized in a model where the funda-
mental shock is an outward shift in credit supply.

The results are also confirmed by Adelino, Schoar, and Severino (2016), who show
in their summary statistics that home-purchase mortgage credit growth from 2002 to
2006 was strongest in ZIP codes with the lowest per capita income as of 2002. They
show this using both the total amount of the mortgages, and the total number of
mortgages. They also show that these same low-income ZIP codes saw the worst
income growth from 2002 to 2006.

The fact that mortgage credit expanded along the extensive margin toward more
marginal borrowers was viewed as relatively uncontroversial until recently. For
example, Foote, Gerardi, and Willen (2012) wrote, “to our knowledge, no one has
disputed the fact that from 2002 to 2006, credit availability increased far more for
subprime borrowers than for prime borrowers – this growth was widely discussed as it
occurred.”
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11.3 mortgage credit and house price growth

In this section, we discuss the large body of evidence showing that expansion in
mortgage credit availability caused an increase in house price growth; the evidence
contradicts the argument that credit passively followed the housing boom.

11.3.1 Evidence from Mian and Sufi (2009)

In Mian and Sufi (2009), we conducted two main tests to support the view that the
expansion of mortgage credit pushed up house prices. First, we showed that house
price growth was significantly stronger in low credit–score ZIP codes, despite the fact
that these ZIP codes saw a decline in income compared to high credit–score ZIP
codes within the same city. This was especially true in cities where geographical
barriers induce a low elasticity of housing supply. To our knowledge, proponents of
the passive credit view have never addressed this pattern. An explanation for the
housing boom must explain why house prices rose the most in low credit–score
neighborhoods within inelastic housing supply cities. The credit supply view pro-
vides a clear explanation: mortgage credit for home purchase was expanding rapidly
in these neighborhoods, which pushed up housing demand. In inelastic housing
supply cities, house prices rose in response to the demand shock.

The second technique we used in Mian and Sufi (2009) to support the view that
credit supply pushed up house prices was to examine very elastic housing supply
cities. In cities with very elastic housing supply, there was little house price growth
from 2002 to 2006 and there was little reason to expect house price growth from an
ex ante perspective. Yet even in these cities, mortgage credit expanded by more in
low credit–score ZIP codes seeing a decline in income growth. When we shut
down the house price growth expectations channel by focusing on elastic housing
supply cities, we still see an expansion in mortgage credit to low credit–score
individuals. This supports the view that the expansion in mortgage credit supply
was not simply a function of house price growth or house price growth expecta-
tions. To our knowledge, advocates of the passive-credit view have not addressed
this test from Mian and Sufi (2009). If the expansion of mortgage credit supply to
marginal households was purely a function of house price growth expectations,
why did such an expansion occur even in elastic housing supply cities with no
house price growth?

Neither of these results implies the absence of a feedback effect from house price
growth onto credit. As we acknowledged in Mian and Sufi (2009), “we want to
emphasize that there may be a feedback mechanism between credit growth and
house price growth . . . increasing collateral value may also increase credit avail-
ability for previously constrained households, which forces a cycle by further push-
ing up collateral value . . . in fact, our results lend support to such a feedback effect.”
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11.3.2 Evidence from Other Research

The idea that an increase in mortgage credit supply caused an increase in house
prices prior to the Great Recession is supported by an extensive body of research. Di
Maggio and Kermani (forthcoming) use variation in state anti-predatory laws in
combination with the federal preemption of national banks in 2004 from such laws
as an instrument for credit supply. They show that an exogenous increase in credit
supply increased house price growth significantly. As they write, “a 10% increase in
loan origination, through a local general equilibrium effect, leads to a 3.3% increase
in house price growth, which resulted in a total increase of 10% in house prices
during the 2004 to 2006 period.” They also show that credit supply expansion
predicts the decline in house prices during the bust.

Landvoigt, Piazzesi, and Schneider (2015) build an assignment model designed to
understand the sources of house price growth within a city. They focus on SanDiego
county during the early 2000s to quantify the model. They conclude that “cheaper
credit for poor households was a major driver of prices, especially at the low end of
the market.” Using a completely different methodology, Landvoigt, Piazzesi, and
Schneider (2015) come to a similar conclusion as Mian and Sufi (2009): mortgage
credit expansion caused an increase in house price growth, especially in neighbor-
hoods with a disproportionate number of individuals previously denied mortgage
credit.

Favara and Imbs (2015) exploit the deregulation of restrictions on bank branching
across the United States from 1994 to 2005. They show that such deregulation caused
an increase in mortgage credit supply, and that the expansion in mortgage credit
supply caused a rise in house prices. They also show that the effect of deregulation
on house prices is mitigated in elastic housing supply cities, consistent with the idea
that a credit-induced rise in housing demand increases house prices more in
inelastic housing supply areas. The magnitude is large: the authors show that
between one-third and one-half of the increase in house prices from 1994 to 2005

can be explained by the expansion in mortgage credit supply. While the sample
period is not exactly the 2002 to 2006 period studied by others, the findings show that
house price growth is affected by increases in mortgage credit supply.

Adelino, Schoar, and Severino (2014) also show that exogenous increases in
mortgage credit supply affect house prices. They exploit exogenous changes in the
conforming loan limit set by the Federal Housing Finance Agency, and they find
that houses that become eligible for cheaper funding because of these changes see
a rise in value. While the average effect is small, they find that credit supply shifts
“have a strong impact on particularly constrained households.”

It is worth mentioning that these studies each use a different empirical methodol-
ogy to isolate exogenous shifts in mortgage credit supply. And they all find that an
expansion in mortgage credit supply causes a rise in house prices. While the exact
magnitude remains a debated point, the core conclusion does not: movements in
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house prices should not be viewed as independent of changes in mortgage credit
supply.7

11.3.3 Investors, Speculation, and Housing Supply Elasticity

While the expansion of credit supply to marginal households was a chief determinant
of house price growth during the 2000 to 2007 period, we do not mean to suggest it
was the only factor. A recent body of research argues that speculation by investors,
defined broadly as individuals or companies buying for a purpose other than residing
in the property, was an important determinant of house price growth (Chinco
and Mayer 2016; Gao, Sockin, and Xiong 2016; Nathanson and Zwick 2016).8

One of the key insights from these studies is that house price growth and
construction were strong in some cities in the medium part of the housing supply
elasticity distribution such as Phoenix, Las Vegas, and the Central Valley in
Northern California. The studies show that strong house price growth in these cities
was related to purchases by investors who were speculating on house prices. This
point is related to the critique given by Davidoff (2013; 2016) that housing supply
elasticity is not a legitimate instrument for house price growth.

These studies convincingly show that the presence of investors was higher in
elastic housing supply cities experiencing strong house price growth. In Table 11.3,
we explore this finding to see how it is related to credit supply expansion. The house
price growth data are from CoreLogic, and the housing supply elasticity measure is
from Saiz (2010). All of the regressions are weighted by the total population in the
Core-based-statistical area (CBSA).

In columns 1 and 2, we follow Gao, Sockin, and Xiong (2016) by regressing house
price growth in a city on both the linear and squared housing supply elasticity
measure. There is a very strong negative correlation between house price growth and
housing supply elasticity, and the squared term is positive in column 2. However, the
R2 is not 1, and so there are outliers to the relation.

In columns 3 through 5, we include measures of the presence of marginal
borrowers in the city before the housing boom. In contrast to the within-city ZIP
code–level variation in the presence of marginal borrowers used in Mian and Sufi
(2009), we focus here on the between-city variation in the presence of marginal
borrowers.

As columns 3 through 5 show, after controlling for housing supply elasticity, house
price growth in a city from 2000 to 2006 is strongly positively related to the presence
of marginal borrowers. The fraction of subprime borrowers is positively related to
house price growth, and higher ex ante homeownership rates and income levels are
negatively related to house price growth. The statistical power is very strong: the R2
including the income variable increases by 0.06.

The results in columns 3 through 5 of Table 11.3 show that the residual variation in
house price growth after controlling for housing supply elasticity is closely related to
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the presence of marginal borrowers in the city prior to the boom. This is not to say
that the investor channel proposed in the existing research is incorrect. But it does
suggest that between-city variation in credit supply may have been an important
factor explaining why some elastic housing supply cities saw rapid price growth.
Indeed, Davidoff (2013) suggests the exact same mechanism in his critique of
housing supply elasticity as an instrument. He points to the fact that Washington
Mutual, one of the most aggressive subprime mortgage lenders of the 2002 to
2005 period, had a large market share as of 2001 in many of the elastic housing
supply cities that saw strong house price growth.

11.4 home equity–based borrowing

on the intensive margin

The expansion of credit supply to marginal borrowers alone could not possibly
explain the tremendous rise in household leverage from 2000 to 2007. Marginal
borrowers are a small part of the population, especially if one weighs by ex ante debt

table 11.3: House Price Growth and Housing Supply Elasticity: The Outliers

This table presents CBSA-level regressions relating measures of house price growth from
2000 to 2006 to housing supply elasticity. As has been pointed out, housing supply
elasticity does not fully explain house price growth. However, controlling for housing
supply elasticity, the extent to which marginal borrowers live in the CBSA prior to the
housing boom has a strong effect on house price growth. All regressions are weighted by
the total number of households in the CBSA as of 2000.

House Price Growth, 2000 to 2006

(1) (2) (3) (4) (5)

Housing Supply
Elasticity

−0.246**
(0.022)

−0.471**
(0.047)

−0.494**
(0.046)

−0.543**
(0.047)

−0.428**
(0.052)

Housing Supply
Elasticity Squared

0.041**
(0.008)

0.043**
(0.008)

0.046**
(0.008)

0.037**
(0.008)

Fraction Subprime
Borrowers, 2000

1.422**
(0.324)

Ln(average income
per capita, 2000)

−0.638**
(0.119)

Homeownership
Rate, 2000

−0.568*
(0.282)

Constant 1.129**
(0.045)

1.351**
(0.060)

0.911**
(0.116)

8.064**
(1.252)

1.655**
(0.162)

Observations 253 253 253 253 253

R2

0.339 0.405 0.448 0.467 0.415

Source: Authors’ calculations using data from DataQuick by CoreLogic, Fiserv Case Shiller Weiss, and
Saiz (2010), and the U.S. Census
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amounts in 2000. InMian and Sufi (2011), we showed that the rise in household debt
was driven primarily by existing homeowners borrowing heavily against the rise in
house prices. While the marginal propensity to borrow out of a rise in home equity
was strongest among low credit–score individuals, it was also positive among all but
the top 20 percent of the distribution.

This fact can be seen in Mian and Sufi (2014b), where we show the marginal
propensity to borrow against home equity by credit score. Using the Vantage Score
from Equifax as of 1997, we show that the marginal propensity to borrow out of a one-
dollar rise in home value was 0.25 for individuals having a credit score below 700, 0.22
for individuals having a credit score between 700 and 799, and 0.10 for individuals
between 800 and 899. For individuals with credit scores above 900, the marginal
propensity to borrow is almost exactly zero. In our sample of homeowners, only
10 percent of individuals had a credit score above 900 as of 1997. In other words,
homeowners throughout almost the entire distribution borrowed against home
equity; only the very top of the distribution was unresponsive. While both Mian and
Sufi (2011) andMian and Sufi (2014b) use various strategies to isolate causality as best as
possible, the basic insight can be seen in correlations. In Table 11.4, we use the
individual-level Equifax data and we split the sample by both credit score in 1997

and house price growth from 2000 to 2007 of the ZIP code in which the individual
lived in as of 2000. Each credit score bin contains exactly 20 percent of the population,
and each house price growth bin also contains approximately 20 percent of the
population.

The top panel in Table 11.4 shows the distribution of the population. If house price
growth and 1997 credit scores were uncorrelated, there would be 4 percent of
individuals in each bin. This is not the case, as low credit–score individuals tend to
live in ZIP codes experiencing stronger house price growth from 2000 to 2007 (Mian
and Sufi 2009). As the second panel shows, the level of debt in 2000 is closely related
to credit scores, with the lowest credit–score individuals having the smallest amount of
debt. As a result, even though the growth in debt was quite dramatic for these low
credit–score individuals (reflecting the expansion of credit on the extensive margin),
the increase in the total level of debt should be expected to be less dramatic than the
growth rates.

Figure 11.6 shows how the level of debt evolved for individuals in each quintile
based on 1997 credit scores. The level of debt went up substantially for the bottom
60 percent of the credit score distribution. It went up the least for the top 20 percent
of the distribution. The total level of debt went up by the highest amount for
individuals in the 20th to 60th percentile of the credit score distribution.

The bottom panel of Table 11.4 shows that the rise in the level of debt was closely
related to house price growth. It presents the share of the total aggregate rise in debt
by both 1997 credit score and house price growth from 2000 to 2007 bins. The six
cells at the top right of the panel represent the low and middle credit–score
individuals living in the high house price–growth ZIP codes. These individuals
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account for 33 percent of the aggregate rise in household debt, despite making up
only 25 percent of the total population.

Further, as Table 11.4 shows, every credit score bin shows a larger rise in house-
hold debt as house price growth increases with the exception of the top credit score
bin. There is no relation between house price growth and the rise in debt for the top
credit score bin. Individuals with the highest credit scores were unresponsive to
higher house price growth, as shown in Mian and Sufi (2011) and Mian and Sufi
(2014b).

table 11.4: Share of Rise in Debt, by Credit Score and House Price Growth

This table shows means by 1997 credit score quintile and by house price growth from
2000 to 2007. Each individual is assigned the house price growth from 2000 to 2007 of the
ZIP code in which he or she resided in 2000. The bottom panel shows the share of total
debt increase from 2000 to 2007 for each cell.

Share of Population, 1999 (%)

House Price Growth Category

Credit Score Quintile lt 40% 40–75% 75–105% 105–130% gt 130%

1 3.7 3.2 3.7 3.7 5.4
2 3.8 3.8 4.0 3.6 4.8
3 3.9 4.2 4.1 3.5 4.1
4 4.0 4.8 4.4 3.5 3.5

5 3.7 5.1 4.5 3.7 3.4

Debt level, 2000 (thousands $)

House Price Growth Category

Credit Score Quintile lt 40% 40–75% 75–105% 105–130% gt 130%

1 32.3 34.0 32.4 33.9 28.9
2 63.6 69.0 65.4 68.8 59.5
3 75.4 84.2 76.8 82.1 73.8
4 65.2 78.0 66.3 68.7 64.0

5 76.0 90.1 77.1 84.0 76.3

Share of Debt Increase, 2000 to 2007 (%)

House Price Growth Category

Credit Score Quintile lt 40% 40–75% 75–105% 105–130% gt 130%

1 2.2 3.2 3.6 4.1 5.6
2 3.3 5.7 5.9 5.7 6.9
3 3.7 6.2 5.4 5.1 5.6
4 2.8 4.5 3.8 3.3 3.4
5 1.6 3.0 1.9 1.9 1.7

Source: Authors’ calculations using data from Equifax and Fiserv Case Shiller Weiss
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11.5 defaults

In Mian and Sufi (2009), we argued that the mortgage default crisis as of 2007
was “significantly amplified in subprime ZIP codes, or ZIP codes with
a disproportionately large share of subprime borrowers as of 1996.” In Mian
and Sufi (2011), we showed that the default rate for low credit–score home-
owners who had borrowed aggressively against home equity during the boom
rose sharply in 2007 and 2008. These facts suggest that credit expansion on the
extensive margin in combination with aggressive borrowing against home equity
by low credit–score homeowners were main factors explaining the initial sharp
rise in defaults in 2007. Mortgage defaults triggered losses among large financial
firms, and these losses mark the beginning of the financial crisis episode that
peaked in the fall of 2008.

A real-time analysis of the media in 2007 confirms that the mortgage default
crisis was triggered by defaults on mortgages to low credit–score individuals, and
subprime mortgages in particular. For example, a MarketWatch story
from February 27, 2007 reports: “shockwaves have been rippling through financial
markets as more signs emerge that relaxed lending standards during the housing
boom of recent years are leading to escalating defaults and rising losses for lenders
and owners of securities backed by such loans.” New Century Financial
Corporation, described in an article by Reuters on March 9, 2007 as “the largest
independent U.S. subprime mortgage lender,” saw its shares fall 17 percent
on March 9, 2007. In a March 13, 2007 article titled “Subprime shakeout could
hurt CDOs,” MarketWatch discussed how losses in the subprimemortgage market
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figure 11 .6 Increase in the Level of Debt, by Credit Score
This figure plots the average level of debt for individuals in the Equifax data, sorted by
their credit score in 1997. Each quintile contains 20 percent of the population.

Source: Authors’ calculations using data from Equifax
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would impact financial institutions through the mortgage-backed securities
market.

In July and August 2007, the media emphasized losses on Bear Stearns’ hedge
funds with large subprime mortgage exposure. An article on the German press
website Spiegel Online on August 15, 2007 led with the sentence: “The US
subprime mortgage crisis has hit banks and stock markets worldwide.”
Regulators were also emphasizing problems in the subprime market quite
early in 2007. For example, on May 17, 2007, Chairman Ben Bernanke gave
a speech on rising defaults in the subprime mortgage market. This explains why
the first wave of academic research focused on this market (i.e., Demyanyk and
Van Hemert 2011; Keys, Mukherjee, Seru, and Vig 2010; Mayer, Pence, and
Sherlund 2009).

The individual-level credit bureau data confirm the anecdotal evidence from the
media. Figure 11.7 shows the default rate among individuals based on their credit
score as of 1997. As it shows, the default rate from 2005 to 2007 increased by seven
percentage points for individuals in the lowest 20 percent of the credit score
distribution. The default rate hardly budged for those in the top 40 percent of the
distribution. In 2008 and 2009, default rates rose significantly for even higher
credit–score individuals. However, this likely reflects the fallout of the initial mort-
gage default crisis, as banks pulled back heavily on mortgage lending and house
prices began to rapidly fall. At the very least, the default rate among higher credit
score individuals in 2008 and 2009 cannot be viewed as independent of the subprime
mortgage crisis that erupted in 2007.

One concern about the default rate evidence in Figure 11.7 is that while default
rates may be high for low credit–score individuals, the total credit outstanding to low
credit–score individuals was quite small. We examine the total amount in default in
the left panel of Figure 11.8. Recall that our Equifax sample is based on
a 0.45 percent random sample of ZIP codes that make up about 45 percent of the
U.S. population. We scale up the defaulted amounts by this sampling frequency to
obtain total defaults.9

In 2007, of the $900 billion of delinquent household debt, $660 billion came from
the bottom 40 percent of the credit score distribution. Only $81 billion came from
the top 40 percent of the credit score distribution and $160 billion from the middle
quintile. Put another way, let us suppose that borrowers in the top 60 percent of the
credit score distribution did not default on one single dollar of debt. Even in such
a counterfactual, total delinquent household debt would have been $660 billion in
2007, which is twice as much as the total delinquent debt as of 2003. Such a large
amount of delinquent debt would have constituted an unprecedented default crisis,
even had individuals in the top 60 percent of the credit score distribution avoided
defaults entirely. Table 11.5 shows the share of all delinquent debt in 2007 by credit
score quintile and house price growth quintile. Individuals in the bottom 40 percent
of the credit score distribution with the highest house price growth during the boom

276 Atif Mian and Amir Sufi

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


0

5

10

15

20

25

D
ef

au
lt 

R
at

e

2005 2006 2007 2008 2009 2010

Lowest Q2 Q3 Q4 Highest

figure 11 .7 Default Rate, by 1997 Credit Score
This figure plots the default rate for individuals in credit bureau data based on their

1997 credit score. Each quintile contains 20 percent of the sample.
Source: Authors’ calculations using data from Equifax
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figure 11 .8 Total Defaults and Foreclosures, by 1997 Credit Score
This figure plots the total defaults and foreclosures for individuals in our credit bureau

data based on their 1997 credit score. Each quintile contains 20 percent of the sample.
The left panel (Panel 1) plots the total amount in delinquency for each quintile.

The right panel (Panel 2) shows total foreclosures, which is measured as a flag in credit
bureau data for a foreclosure in the past 24 months. We scale up the total defaults and

foreclosures by the sampling frequency to obtain aggregates.
Source: Authors’ calculations using data from Equifax
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make up more than 22 percent of defaults in 2007, despite being only 10.4 percent of
the population.

By 2008 and 2009, the default crisis spread to higher credit–score borrowers.
However, the bottom 40 percent of the initial credit score distribution continued
to account for the lion’s share of delinquencies: 69 percent in 2008 and 66 percent in
2009. Individuals in the top 40 percent of the initial credit score distribution never
accounted for more than 15 percent of total dollars in delinquency, even at the
height of the mortgage default crisis. As the right panel shows, the exact same pattern
is seen for foreclosures, where we use the flag in the credit bureau data for an
individual experiencing a foreclosure in the past 24 months.

Our reading of the evidence in Figure 11.8 is that the default crisis was primarily
associated with defaults among low credit–score individuals, especially at the begin-
ning of the crisis during the financial sector meltdown.

11.6 contrasting with recent research

In this section, we describe some of the reasons for disagreement in recent
research on the source of the mortgage credit boom and bust. We begin with
two conceptual points, and then discuss more detailed data issues that lead to
different conclusions.

11.6.1 The Extensive versus Intensive Margin of the Rise in Household Debt

One source of disagreement in recent research is based on confusion between the
extensive margin and intensive margin of household debt expansion. The analysis in
Mian and Sufi (2009) was focused uniquely on the extensive margin of credit
expansion, or the expansion of credit that allowed households that previously were

table 11.5: Share of Delinquencies, by Credit Score and House Price Growth

This table shows the share in delinquencies in 2007 by 1997 credit score quintile and by
house price growth from 2000 to 2007. Each individual is assigned the house price growth
from 2000 to 2007 of the ZIP code in which he or she resided in 2000.

Share of Delinquent Debt, 2007 (%)

House Price Growth Category

Credit Score Quintile lt 40% 40–75% 75–105% 105–130% gt 130%

1 5.6 6.8 7.6 7.9 12.8
2 4.5 5.8 6.7 6.6 9.7
3 2.3 3.5 3.3 3.8 4.6
4 1.0 1.4 0.9 1.1 1.2
5 0.4 0.9 0.5 0.3 0.8

Source: Authors’ calculations using data from Equifax and Fiserv Case Shiller Weiss
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unable to obtain a mortgage to buy a home. The article does not claim that
expansion in mortgage credit for home purchase to marginal borrowers explains
the rise in aggregate household debt.

This point is emphasized in our follow-up work: in Mian and Sufi (2014a), we
wrote, “let’s recall that households in the United States doubled their debt burden to
$14 trillion from 2000 to 2007. As massive as it was, the extension of credit to marginal
borrowers alone could not have increased aggregate household debt by such
a stunning amount. In 1997, 65% of U.S. households already owned their homes.
Many of these homeowners were not marginal borrowers –most of them already had
received a mortgage at some point in the past.” Mian and Sufi (2011) and Mian and
Sufi (2014b) focused on the rise in aggregate household debt, and these studies show
that home equity extraction by all but the top 20 percent of the distribution was the
most important factor in explaining the rise in aggregate household debt.

Many of the findings in Adelino, Schoar, and Severino (2016) support the credit
supply view of expansion on the extensive margin. Their summary statistics show
that low-income ZIP codes saw stronger growth in home-purchase mortgage origi-
nated amounts from 2002 to 2006, while households in these ZIP codes saw lower
income growth. They also show in the aggregate that the share of mortgages for
home purchase by low-income ZIP codes increased from 2002 to 2006.

Adelino, Schoar, and Severino (2016) also show that the growth in average
mortgage size conditional on origination is positively correlated with IRS income
growth. As we show in Mian and Sufi (2017), this finding is an artifact of improper
calculation of total mortgage size in Adelino, Schoar, and Severino (2016). More
specifically, Adelino, Schoar, and Severino (2016) treat first and second liens as
separate mortgages instead of combining them when calculating the total mortgage
size used in a home purchase. Second liens are smaller than first liens, and second
liens expanded more in low income–growth ZIP codes, which makes it appear as if
average mortgage size decreased in low income–growth ZIP codes. Once first
and second liens are properly combined, Mian and Sufi (2017) show that average
mortgage size increased in low credit–score, low income–growth ZIP codes during
the mortgage credit boom.

In general, it is crucial to emphasize that the credit supply view of the mortgage
boom does not imply that the lowest-income or lowest credit–score individuals were
responsible for the aggregate rise in household debt. The aggregate rise in household
debt was driven by homeowners borrowing against the rise in home equity, and as
already mentioned, this was prevalent in most of the distribution except at the very top.
The key finding inMian and Sufi (2009) is that credit expanded tomarginal households
previously unable to obtain credit, and this was unrelated to improvements in income.
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11.6.2 Falling House Prices versus Credit Expansion?

A second conceptual point is the assertion in some studies that falling house prices
“caused” the mortgage default crisis, and therefore the credit supply view is incorrect.
This is a conceptually flawed assertion. A homeowner with positive equity will never
default on her mortgage. Instead, she will sell the house, pay off the mortgage, and
pocket the equity value of the home. As a result, negative equity is a necessary
condition for default. In any hypothesis explaining the mortgage default crisis,
a decline in house prices will be necessary to generate a rise in defaults. Put differently,
the fact that falling house prices generate a default crisis is almost a tautology: it does
not help discern different hypotheses for why the default crisis occurred.

The key question is: what explains the rise and fall in house prices? As already
mentioned, a substantial body of evidence shows that the expansion in mortgage
credit supply pushed up house prices, and this expansion was unsustainable given
that it was not based on fundamental improvements in income. There are also
convincing studies showing the role of speculators, investors, and mortgage fraud in
explaining the rise and fall in house prices. But any hypothesis for what caused the
mortgage default crisis must take a stand on the fundamental cause of the dramatic
rise and fall in house prices. Simply stating that house price declines caused
mortgage defaults is insufficient.

11.6.3 Using Share of Defaults over Time

The evidence in Figures 11.7 and 11.8 show that default rates and total defaulted
amounts were highest for low credit–score individuals during the mortgage default
crisis. However, recent research questions this conclusion, asserting that middle and
even high credit–score borrowers played a more important role (Adelino, Schoar,
and Severino 2016). What explains this disagreement?

The main source of this disagreement is how the basic facts are interpreted.
Adelino, Schoar, and Severino (2016) in particular focus on the share of total defaults
over time, and they show that the share of total defaults for richer and higher
credit–score individuals went up during the mortgage default crisis relative to
previous years. There is no disagreement on this basic fact; one can see this also in
our Figure 11.8.

The fact that the share of defaults increased for high credit–score individuals is
interesting, and perhaps informs us on important questions about the default crisis.
However, in our view, this fact does not imply that high credit–score individuals
drove the default crisis. Even with a higher share of total defaults in 2008, individuals
in the top 40 percent of the credit score distribution had total delinquent debt of only
$178 billion. Individuals in the bottom 20 percent of the credit score distribution had
$530 billion of delinquent debt in 2008, three times larger.
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A focus on the change in the share of defaults over time can lead to faulty
conclusions on the source of overall defaults during the crisis. For example, in
2003, the top 20 percent of the credit score distribution made up only 2.3 percent of
total defaults. In 2008, their share increased to 3.9 percent of defaults. This rise is
a large increase in the share of defaults relative to the baseline in 2003. But in 2008,
the top 20 percent had a total amount in default of $59 billion, which is only one-third
the amount of defaults by the lowest 20 percent of the credit score distribution in 2003.
Defaults in the crisis by the top 20 percent of the credit score distribution were small
even relative to defaults of the lowest credit score bin in a normal year. In general, we
believe the best way of assessing who drove the default crisis is to look at who made up
most of the dollar amount in default during the crisis, not by a comparison of default
shares in a crisis versus non-crisis year. It is unambiguous that low credit–score
individuals accounted for the lion’s share of defaults during the crisis.

11.6.4 Other Data Issues

Two other data issues help explain some of the disagreements in recent research.
First, the use of fraudulently overstated income reported on mortgage applications
leads to incorrect conclusions. While Adelino, Schoar, and Severino (2016) confirm
that total mortgage origination growth for home purchase is negatively correlated
with IRS income growth in a ZIP code from 2002 to 2005, they find a positive
correlation between total mortgage origination growth and the growth in income
reported on mortgage applications in a ZIP code.

The reason for this finding is that income reported on mortgage applications was
fraudulently overstated during the mortgage credit boom, and this fraudulent over-
statement was pronounced in ZIP codes with low income growth. The fact that
fraudulent overstatement of income was a prominent part of the mortgage credit
boom is one of themost rigorously established facts in the literature (Avery et al. 2012;
Blackburn and Vermilyea 2012; Garmaise 2015; Jiang, Nelson, and Vytlacil 2014;
Mian and Sufi 2017). We address this issue in more detail in a companion piece
(Mian and Sufi 2017) and we show that researchers should not use mortgage
application income in low credit–score ZIP codes as true income. It leads to
mistaken conclusions on the nature of the credit supply expansion.

A second data issue is the measurement of credit scores. Our research always sorts
individuals or ZIP codes based on their credit score prior to the mortgage credit
boom, and then follows the same group over time. We sort based on ex ante credit
scores because credit scores become endogenous to the mortgage credit boom from
2002 to 2006. In contrast, many researchers dynamically sort individuals into groups
based on their credit score during the boom. For example, Adelino, Schoar, and
Severino (2016) sort individuals into groups based on the credit score at origination
on home purchase mortgages in 2006.

Household Debt and Defaults from 2000 to 2010 281

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


Sorting on credit scores during the mortgage credit boommechanically biases the
correlation between credit scores and default rates upward because credit scores
increased more for individuals in high house price–growth areas who were borrow-
ing heavily against home equity. As we show in Mian and Sufi (2011), low
credit–score individuals living in high house price growth areas saw a sharp decline
in defaults from 1997 to 2005 (see themiddle panel of their figure 5). In that study, we
argue lower default rates were due to the ability of homeowners in high house
price–growth areas to extract equity to avoid default in case of a negative shock such
as unemployment (e.g., Hurst and Stafford 2004). When house prices crashed, the
pattern reverses and default rates increase by far more for the same households that
saw the largest drop in default rates during the boom.

Because of lower default rates during the boom, low initial credit–score home-
owners in high house price–growth areas saw the largest increase in their credit
scores from 2000 to 2006. Table 11.6 shows that the largest increase in credit scores
occurred among the lowest 40 percent of the credit score distribution living in high
house price–growth areas (the top right four cells). We know from Table 11.5 that
these individuals made up the largest share of defaults during the crisis. In other
words, conditional on the 2006 credit score, the increase in credit scores from 2000 to
2006 predicts higher defaults during the crisis.

We confirm this result in a regression framework reported in Table 11.7. Using the
individual-level Equifax data, we first show that a higher credit score as of 2006
predicts a lower propensity to default during the crisis. However, conditional on the
credit score in 2006, an increase in the credit score from 1998 to 2006 is positively
related to defaults during the crisis. As column 5 shows, the increase in credit scores
from 2002 to 2006 in particular strongly predicts defaults. This shows the endogene-
ity of credit scores during the mortgage credit boom, and it shows that sorting on

table 11.6: Change in Credit Scores, by Credit Score and House Price Growth

This table shows the change in the Vantage Score from 2000 to 2006 by 1997 credit score
quintile and by house price growth from 2000 to 2007. Each individual is assigned the
house price growth from 2000 to 2007 of the ZIP code in which he or she resided in 2000.

Change in Vantage Score, 2000 to 2006

House Price Growth Category

Credit Score Quintile lt 40% 40–75% 75–105% 105–130% gt 130%

1 30.1 40.0 38.6 43.1 43.9
2 31.2 42.2 45.1 47.6 48.5
3 32.1 38.7 40.5 43.4 43.4
4 22.7 26.3 24.7 26.8 24.6
5 11.1 10.3 8.2 8.8 8.1

Source: Authors’ calculations using data from Equifax and Fiserv Case Shiller Weiss
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credit scores during the boom will mechanically push up the correlation between
credit scores and default propensities.

11.7 conclusion

In their classic history of financial crises, Kindleberger and Aliber (2011) provide an
axiom: “asset price bubbles depend on the growth in credit.” They show that even
classic asset price bubble episodes such as the tulip mania in the Netherlands in the
seventeenth century were associated with significant leverage. An established body
of economic models shows how changes in leverage can have a causal effect on asset
prices (e.g., Allen and Gale 2000; Geanakoplos 2010). We believe that the evidence
from the United States during the first decade of the twenty-first century is most
consistent with the view that credit expansion played a prominent role in explaining
the rise in house prices.

The view in which credit expansion played no independent role in the mortgage
debt boom and subsequent default crisis is inconsistent with the evidence. Further,

table 11.7: Increases in Credit Scores during Boom Predicts Default during Bust

This table presents regressions in individual-level credit bureau data of the probability of
default during the crisis on credit scores prior to 2007. While the level of the credit score
in 2006 is negatively correlated with subsequent defaults, the change in credit scores from
1998 to 2006 is positively related to subsequent defaults.

(1)
Default in
2008

(2)
Default in
2008

(3)
Default in
2009

(4)
Default in
2010

(5)
Default in
2010

Credit Score,
2006

−12.527**
(0.061)

−13.423**
(0.068)

−12.731**
(0.069)

−12.153**
(0.068)

−12.424**
(0.070)

Δ Credit Score,
1998 to 2006

2.318**
(0.079)

3.655**
(0.084)

3.981**
(0.083)

Δ Credit Score,
1998 to 2000

2.279**
(0.116)

Δ Credit Score,
2000 to 2002

3.653**
(0.126)

Δ Credit Score,
2002 to 2004

4.775**
(0.127)

Δ Credit Score,
2004 to 2006

5.717**
(0.126)

Constant 114.384**
(0.534)

120.476**
(0.576)

114.819**
(0.580)

109.569**
(0.577)

111.899**
(0.591)

Observations 245308 244299 244299 244299 240502

R2

0.213 0.216 0.176 0.161 0.165

Source: Authors’ calculations using data from Equifax

Household Debt and Defaults from 2000 to 2010 283

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


it leads to a mistaken conclusion that we have no understanding of the nature of
boom-and-bust episodes.

This not to say we understand everything about the U.S. experience from 2000 to
2010. There are a number of open questions. For example, what was the funda-
mental driver of the increase in credit supply? The increase in global savings,
especially from East Asian and oil-producing countries, is a likely culprit. Levitin
and Wachter (2012) make a compelling case that private-label securitization took on
a fundamentally different character in the early 2000s. Research by Bruno and Shin
(2015), Miranda-Agrippino and Rey (2015), and Rey (2015) suggests that monetary
policy is also an important driver of credit supply shifts. A rise in income inequality
in the United States may have helped fuel higher credit availability.

Also, what is the exact interaction between behavioral biases, fraud, and leverage?
In one extreme view, the originators ofmortgage credit knew that they were feeding an
unsustainable bubble, and were preying on both the buyers of homes and the ultimate
holders of the mortgage-backed securities. On the other extreme, perhaps the origina-
tors of mortgage credit expanded lending because of their own beliefs about house
prices. Cheng, Raina, and Xiong (2014) provide evidence to support the latter view.
However, the sheer scale of the fraud by mortgage originators and banks is difficult to
resolve with the view that the financial sector was an innocent bystander simply caught
up in a bubble (e.g., Griffin and Maturana 2016b; Piskorski, Seru, and Witkin 2015).
Regardless of whether lenders had flawed expectations or not, their decision to extend
credit was an important driver of the housing boom.

Finally, models in which a credit supply shock drives house prices typically do not
take into account the feedback effect of house prices on consumption. While the
credit supply view holds that the fundamental shock is an expansion in credit supply,
the macroeconomic effects are mainly driven by homeowners borrowing against the
rise in home equity. This feedback effect should be present in models, and research
is needed to understand exactly why homeowners borrow so aggressively. Flawed
expectations formation or other behavioral biases are likely important.
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Notes

1. Adelino, Schoar, and Severino (2016): “these results provide a new picture of the
mortgage expansion before 2007 and suggest that cross-sectional distortions in the
allocation of credit were not a key driver of the run-up in mortgage markets and
the subsequent default crisis. In contrast, our results point to an explanation
where house prices increases and drops played a central role during the credit
expansion and in the subsequent defaults.” Foote, Gerardi, and Willen (2012):
“the facts suggest that the expansion occurred simply because people believed
that house prices would keep going up – the defining characteristic of an asset
bubble. Bubbles do not need securitization, government involvement, or non-
traditional lending products to get started.”

2. In Favilukis, Ludvigson, and Van Nieuwerburgh (2017), “a relaxation of finan-
cing constraints leads to a large boom in house prices.” In Justiniano, Primiceri,
and Tambalotti (2015a), “an increase in credit supply driven by looser lending
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constraints in the mortgage market can explain . . . the unprecedented rise in
home prices.”

3. Adelino, Schoar, and Severino (2016): “It is beyond the scope of this paper to
analyze the drivers of house prices dynamics.” Foote, Gerardi, and Willen (2012):
“the unanswered question is why this bubble occurred in the 2000s and not some
other time. Unfortunately, the study of bubbles is too young to provide much
guidance on this point. For now, we have no choice but to plead ignorance.”

4. The footnote at the bottom of Table 17 from the Census says: “Previously,
householders not responding to this [income] question were excluded from the
homeowner calculations for those below/above the median family income level.
When compared to previous procedures, this change resulted in an increase in
the homeownership rate of 1.9 percentage points for those at or below the median
family income and an increase of 0.2 percentage points for those above the
median family income level for the fourth quarter 2015.”

5. This is a rough but common technique used among practitioners to measure
whether a transaction is a purchase for primary residence or an investment
purchase.

6. The sample is limited to ZIP codes that have transaction data available from
DataQuick for 1998 through 2010 and are in the sample from Mian and Sufi
(2009). See the appendix for details.

7. Griffin and Maturana (2016a) show that it was not only the expansion in credit
supply that lifted house prices during the housing boom, but also that fraud
associated with mortgage originations was an important factor. They show a
systematic relation between the presence of mortgage originators who defrauded
investors in a ZIP code and house price growth in the ZIP code. The presence of
dubious originators is associated with larger house price boom-and-bust cycles.

8. In general, investors were responsible for a large increase in debt. See, e.g.,
Bhutta (2015) and Haughwout, Lee, Tracy, and Van der Klaauw (2011).

9. There are two reasons that the total amount of delinquent debt may be overstated
in Figure 11.8 relative to other measures of aggregate defaults. First, some debt for
the individuals in our sample is double-counted because it is joint debt with
another individual (a spouse, for example). Second, there may be differences in
default rates among individuals in our random sample versus the universe.
In either case, we are not aware of any reason that the relative default amounts
for low versus high credit–score individuals should be distorted.
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12

Representations and Warranties: Why They Did Not Stop
the Crisis

Patricia A. McCoy and Susan Wachter

12.1 introduction

Real estate is vulnerable to procyclicality, with real estate booms and busts often
leading to financial and economic instability.1 The Great Recession in the United
States was triggered by the collapse of securitized finance, which had spawned
a credit-fueled bubble in residential real estate (Levitin and Wachter 2012; McCoy
et al. 2009). The bursting of the twin real estate and credit bubbles ultimately
crippled the U.S. financial system and the real economy (Levitin, Pavlov, and
Wachter 2012; Levitin and Wachter 2012).

In hindsight, we know that securitization was accompanied by a decline in
underwriting standards that exacerbated the subsequent economic downturn
and that contractual obligations in the form of representations and warranties
did not deter this decline. Through securitization, originators pass virtually all
mortgage risk to the market. Thus, in order to align the incentives of originators
with those of investors in residential mortgage-backed securities (RMBS), origi-
nators are subject to put-back risk for violations of representations and warran-
ties. The purpose of these contractual obligations is to assure maintenance of
underwriting standards.

This chapter examines why representations and warranties failed to accomplish
this key requirement for the integrity and sustainability of the securitization process.
These provisions in loan sale agreements for RMBS are paradoxical in nature.
Representations and warranties did not stop the wave of bad loans from capsizing
the U.S. housing market in 2007 and 2008 and the expectation that they would,
arguably, worsened the crisis. Yet more recently, liability for the breach of those
representations by originators and other securitization participants, along with loan
losses themselves, have been linked to bank lenders’ withdrawal from themarket and
overly tight lending standards, which slowed the recovery process. Post-crisis, len-
ders’ fears over put-back exposure appear to have contributed to a contraction in
lending to creditworthy borrowers.2 This contraction has coincided with the return
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of thinly capitalized nonbank lenders, who have little capital at risk for future
mortgage repurchase claims.

If both are true, then the representations and warranties in securitization docu-
ments through 2008 were simultaneously too weak and too harsh, engendering
procyclicality.3 During the run-up to the 2008 financial crisis, these representations
gave investors false assurance that mortgage loans were being properly underwritten,
contributing to overinvestment in underpriced MBS. Moreover, there was virtually
no enforcement of those provisions during the bubble, which exaggerated their
cyclical effects. Only later, after the harm was done, did the pendulum swing to
excess enforcement and fear of penalties, which encouraged undue restrictiveness in
the origination of mortgages and hampered the economic recovery.

Is this paradoxical outcome due to surprise that these agreements would ever be
enforced and surprise about how they were enforced; or due to the unforeseen events
that made these agreements actionable; or due to misaligned incentives that led
agents to knowingly ignore these contractual obligations? Or to some combination
of these differing interpretations of ignorance or malfeasance?More critically, going
forward, for the integrity of the securitization process, can representations and
warranties be reformed to buttress the integrity of the securitization process, or are
there intrinsic limitations on the use of contractual terms to assure this outcome?

This chapter proceeds as follows. Part 2 provides an overview, describing the
intended role of representations and warranties in deterring loose underwriting and
providing compensation for breach, how these contractual provisions failed to halt
the deterioration in underwriting during the credit bubble, and the efforts to enforce
these provisions following the 2008 crisis. In Part 3, we survey themarket responses to
put-back litigation, including contraction of credit by bank lenders and the con-
comitant surge in market share by more lightly regulated nonbank lenders, and
propose reforms. In particular, we contend that representations and warranties will
not have teeth unless they are accompanied by countercyclical provisioning and
capital standards. Part 4 concludes.

12.2 historical background and overview of recent mortgage

put-back liability

The current controversy over mortgage put-backs emanates from the shift of
U.S. housing finance from a bank-based system to a capital-markets system over
the past 50 years. Fifty years ago, mortgage originators usually held loans in portfolio.
But that all changed in the 1970s with the invention of MBS,4 which gave mortgage
lenders the ability to move newly originated mortgages off their balance sheets by
bundling those loans into bonds sold to private investors. Over time, securitization
became the predominant means of mortgage finance and three securitization
channels emerged: Ginnie Mae for FHA-insured and VA mortgages, Fannie Mae
and FreddieMac for other conformingmortgages (also known as agencymortgages),
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and the private-label (Wall Street) market for nonconforming mortgages (most
notably jumbo loans and subprime and Alt-A mortgages).5 Securitization offers
benefits to depository institutions by solving the term-mismatch problem arising
because bank liabilities (in the form of demand deposits) are considerably more
liquid than their long-term mortgage assets (Diamond 2007).

12.2.A The Growth of Mortgage Securitization

The secondary market in the United States, established after the Great
Depression, was small, relative to the overall mortgage market until the 1980s.
Originators, mostly savings and loan associations (S&Ls), held mortgages in
portfolio, other than government-insured Federal Housing Administration
(FHA) and Veterans Administration (VA) mortgages. In the aftermath of the
S&L crisis, Ginnie Mae and the government-sponsored enterprises (GSEs),
Fannie and Freddie, grew rapidly as funding sources (Levitin and Wachter
2013a, 1165–67).

Starting in the late 1990s and accelerating between 2003 and 2007, regulatory
shifts (McCoy et al. 2009) and changes to the structure of the mortgage chain led to
the onset of a secondary mortgage lending regime dominated by private-label
securitization and mediated by Wall Street investment banks (Levitin and
Wachter 2012; Wachter 2014). A substantial expansion of credit followed.
The number of purchase mortgages originated increased from 4.3 million to
5.7 million and remained above 5.5 million through 2006 (FFIEC 2015). Private-
label securities (PLS) had originally funded jumbo mortgages whose size precluded
their inclusion in GSE securitizations. The PLS lending of 2003 through 2007

funded nontraditional mortgage (NTM) products and subprime loans. Prior to the
PLS boom, most mortgages were conforming, self-amortizing 30-year fixed-rate
mortgages (FRMs). However, during the boom, there was a substantial increase in
nontraditional mortgages, including non-amortizing (or negative amortization)
balloon, interest-only (IO), and option-payment mortgage products, as well as
subprime loans and other Alt-A products (which did not require full documentation
of income). Themarket share of NTMs in dollars (including second-lienmortgages)
rose from 20 percent in 2003 to 50 percent in 2006 (Figure 12.1). There was
a simultaneous change in the types of products sold in the secondary market and
a shift to private-label securitization.

While most conforming mortgages were securitized by Fannie Mae and Freddie
Mac, most NTMs and subprime loans were securitized in the PLS market.
Figures 12.1 and 12.2 (which disaggregate mortgages by type) show the share of PLS
and NTM and subprime mortgage issuance peaking during 2006 and almost
disappearing after 2008. While the PLS market share rose during the housing
boom, the GSE (conventional, conforming) and Ginnie Mae markets shares shrank
(Wachter 2014).
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12.2.B Principal-Agent Problems in Securitization

Securitization ushered in new principal-agent problems that the inventors of MBS
worked to address. Adverse selection was one issue, consisting of the fear that
originators would retain their best loans and securitize the rest. Investors were also
concerned about information asymmetries, because lenders know more about the
quality of the loans they originate than investors and have incentives to conceal
negative information when selling those loans.6

Private capital would shun the mortgage finance system absent assurances to
investors on both scores. Consequently, securitizers used a host of techniques to
address the principal-agent problems in securitization, including disclosures, under-
writing standards, quality control, due diligence reviews, and risk retention. Key
among those techniques was representations and warranties, the focus of this
chapter.

12.2.C The Use of Representations and Warranties in MBS

Every mortgage-backed securitization starts out with the sale of a pool of mortgage
loans by a seller to a purchaser. The purchaser is generally a GSE, an FHA/VA
securitization issuer, or an investment bank that plans to transfer the loans to
a special purpose vehicle for bundling into MBS for sale to investors. Often the
seller is the originator, but it can also be a large bank that aggregates loans bought
from a third-party originator. In the course of the series of transfers that make up
a securitization, many of the transferors make representations and warranties to the
next transferee down the chain (Murphy 2012).

The central contract governing the loan sale is a Mortgage Loan Purchase
Agreement between the seller and the purchaser (Miller 2014, 259, 267). This
agreement or its equivalents are found in all three major securitization chan-
nels, including Ginnie Mae, the GSEs, and private-label securitizations
(FHFA 2012, 6, 10–12). The typical agreement contains more than 50 repre-
sentations, warranties, and covenants by the seller to the purchaser (see, e.g.,
Master Loan Purchase Agreement 2005, § 5 & Exh. A). The representations
and warranties inure to the benefit of the purchaser and sometimes to its
assignees, transferees, or designees, including the trustee of the securitization
trust (see, e.g., id., § 6).

While these representations and warranties share common subject matters, in
PLS transactions their precise language varies (sometimes significantly) across deals
(Standard & Poor’s 2013b; Tate 2016). In contrast, representations and warranties are
standardized for GSE and Ginnie Mae securities. The representations and warran-
ties made to Fannie and Freddie are cheaper to litigate by virtue of their standardi-
zation and are also generally stronger than those agreed to in private-label deals
(Fleming 2013; Strubel 2011).
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Representations and warranties serve dual functions: deterrence and compensa-
tion. One reason investors demand those representations is to deter lax loan under-
writing by lenders. Investors also require those provisions to assure compensation in
the event of breach. For this reason, the enforcement provisions of the Mortgage
Loan Purchase Agreement require repurchase of any mortgages that are found to be
in breach.

12.2.C.1 The Contractual Representations and Warranties

Some representations and warranties deal with the legal status, bona fides, operating
systems, and condition of the seller and related parties (see, e.g., Master Loan
Purchase Agreement 2005, § 5(b) & Exh. A), but most involve statements about
the legality and quality of the loans being sold. The loan-specific representations and
warranties can be grouped into the following subjects (see, e.g., id., Exh. A; Miller
2014, 270–73):

• Mortgage Loans as Described: Under this provision, the seller affirms that
information relating to the mortgage loans in the pool is complete, true,
and correct and the interest rates are those stated in the mortgage notes.
A related provision states that all necessary documents have been deliv-
ered to the custodian and that the seller possesses the complete, true, and
accurate mortgage file.

• Current Payment Status: In this representation and warranty, the
seller confirms that no loan in the pool is in default or has been
delinquent for 30 days or more in the past 12 months. In addition,
a warranty provides a safeguard against early payment default by
stating that the first three monthly payments shall be made within
the month in which each payment is due. In a related, open-ended
provision, the seller confirms that it has no knowledge of any circum-
stances or conditions that would cause any of the mortgage loans to
become delinquent.

• Legality: Representations and warranties typically provide that each
mortgage loan when it was made complied in all material respects with
applicable local, state, and federal laws, including, but not limited to, all
applicable predatory and abusive lending laws. In addition, the seller
warrants that none of the mortgage loans were “high cost” or predatory
loans for purposes of federal or state or local anti-predatory lending laws.
A companion provision states that the origination, servicing, and collec-
tion practices used with respect to the mortgage loans are legal and in
accordance with accepted practices.

• Appraised Value: Another group of representations and warranties pro-
vides that the properties securing the mortgage loans have been appraised
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according to the standards specified in the Mortgage Loan Purchase
Agreement.

• No Misrepresentations: This provision states that no one has engaged in
any misrepresentation, negligence, fraud, or similar occurrence with
respect to a mortgage loan.

• Loans Meet Agreed-Upon Underwriting Standards: In this set of provi-
sions, the seller confirms that the mortgage loans in the pool all meet
specified underwriting standards, including maximum loan-to-value
ratios and minimum credit scores.

• Loans Meet Agreed-Upon Loan Features: In these provisions, the seller
agrees that none of the loans in the pool contains prohibited features.
This list of prohibited features varies with the loan pool, but sometimes
includes balloon terms, negative amortization, shared appreciation, pre-
payment penalties, mandatory arbitration clauses, and/or single premium
credit insurance terms.

• Mortgage Loan Fully Marketable and Enforceable: These representations
and warranties provide assurance that the mortgage loans are fully mar-
ketable and enforceable and have not been impaired, waived, or
modified.

• NoOutstanding Charges: Here the seller states that all taxes, assessments,
insurance premiums, and other charges due under the terms of the
mortgages have been paid and are up to date.

• Underlying Properties Intact and Adequately Insured: In this representa-
tion and warranty, the seller confirms that all of the properties securing
the mortgage loans are undamaged and have adequate hazard insurance,
including flood insurance where required, as well as title insurance.

• Conforming Asset Class: This representation and warranty states that all of
the mortgaged properties securing the loan pool belong to the appropri-
ate asset class (e.g., residential properties instead of commercial
properties).

• Owner-Occupied: The seller affirms that all of the homes securing the
loans are owner-occupied.

• Provisions Regarding the Timing, Amount, and Crediting of Payments:
Several other representations and warranties address the timing, amount,
and crediting of payments.

Taken together, these representations and warranties allocate the responsibility
for loan quality to the originator or other seller, who can ensure that quality more
cheaply than the purchaser (Miller 2014, 263, 286–88, 290).

Despite the wealth of representations and warranties, most put-back requests and
disputes turn on a handful of core representations (271–73). These representations
include statements that the loans in the pool: (1) are as described (particularly with
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respect to loan-to-value ratios, credit scores, debt-to-income ratios, owner-occupied
status, and the like); (2) have no past delinquencies and will not go delinquent
within the first three months after origination; (3) are free from misrepresentations;
(4) are legal; and (5) conform with the agreed-upon underwriting standards.
In addition, some repurchase requests are prompted by claims of inflated or frau-
dulent appraisals.

12.2.C.2 Enforcement Provisions for Representations and Warranties

The standard Mortgage Loan Purchase Agreement limits the contractual relief for
breach of these representations and warranties to one set of remedies and one set
alone7 (Miller 2014, 274–76). Under the “Repurchase Obligation” provisions in
versions of the Agreement before the crisis, if the substance of any representation
and warranty was inaccurate and the inaccuracy materially and adversely affected
the value of the mortgage loan in question or the interest of the purchaser, then the
representation and warranty was breached, even if the seller was unaware and could
not have been aware of the inaccuracy when the representation was made (see, e.g.,
Master Loan Purchase Agreement 2005, § 6). The Agreements go on to state that
following prompt written notice of the discovery of such an inaccuracy, the seller
shall use its best efforts to promptly cure the breach within 90 days. If the breach
cannot be cured, then the seller, at the purchaser’s option, shall repurchase the
mortgage loan at issue at the purchase price8 (see, e.g., id., § 6). Effectively, this gives
the purchaser a put option for loans that violate representations and warranties.

In theory, this put option is quite strong. This remedy is not technically condi-
tioned on a realized loss to the investor; instead, it can apply so long as a breach
results in a material paper loss to the mortgage loan in question. As a practical
matter, however, operationally relatively “small” errors in representations would not
in general lead to exercise of the put option prior to default. In default, such errors
become salient. And in the crisis, the decline in real estate prices made such
ordinarily ignored errors particularly salient as prices and collateral declined
dramatically.

At the same time, the contractual remedy for breach of representations and
warranties is only as good as a seller’s solvency. For the put option to have bite,
a seller must still be operating and have sufficient assets to pay a judgment. This
became a particular concern in the case of breaches by nonbank lenders, more than
100 of whom operated with razor-thin margins and capsized after they lost their
funding in 2007.9

12.2.D The Mortgage Crisis

Had investors given representations and warranties scant credence when they
originally bought loans, those provisions might not have mattered. However,
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investors took representations and warranties seriously. The rating agencies, for
instance, touted their review of the representations and warranties for every pri-
vate-label deal in order to give investors confidence that their ratings had integrity
(see, e.g., S&P Global Ratings 2004). After the crisis, the Basel Committee and
government investigators concluded that investors had placed undue faith in the
efficacy of representations and warranties (Basel Committee on Banking
Supervision 2011; Ergungor 2008).

To investors’ chagrin, those representations and warranties failed to prevent the
spike in mortgage loan defaults that culminated in the 2008 financial crisis.
As discussed earlier, by the early 2000s, private-label securitization had outgrown
its traditional function of funding jumbo conforming loans to also financing increas-
ing numbers of nontraditional mortgage products. From 2004 through 2007, inves-
tors flocked to subprime and Alt-AMBS because of their higher yields (McCoy et al.
2009, 496–97 and fig. 1). Originators met the demand for higher coupon mortgages
with risky interest-only and pay-option mortgages with no or negative amortization,
which together reached an astonishing 50 percent of all mortgage originations in
spring 2005 (id., 497, fig. 1). A series of decisions by federal banking regulators to
deregulate residential mortgages also helped pave the way for this unprecedented
growth (Engel and McCoy 2011, 151–205).

During the run-up to the crisis, the proliferation of subprime and Alt-A loans was
accompanied by a marked deterioration in loan underwriting standards. Between
2002 and 2006, two of the strongest predictors of default rose noticeably: loan-to-
value ratios and the proportion of loans with combined loan-to-value ratios of more
than 80 percent (Levitin and Wachter 2015). Meanwhile, lenders increasingly
layered one risk on top of another, often combining low-equity, no-amortization
loans with reduced documentation underwriting (McCoy et al. 2009, 504–05 and
fig. 3). Loan fraud also became more prevalent during this period, with private-label
securitized mortgages and low-documentation mortgages experiencing particularly
high levels of fraud (Mian and Sufi 2015). Loan origination volume shifted to lenders
who used private-label securitization with lower and less well-enforced underwriting
standards, although there is evidence that there was somewhat of a decline in the
GSE underwriting standards as well (Wachter 2014, 2016). Under pressure to main-
tain market share, other lenders cast aside their reputational concerns and lowered
their lending standards in response (Engel and McCoy 2011, 38–40).

As the ensuing disaster unfolded, it soon became apparent that representations
and warranties had not prevented the sharp deterioration in underwriting standards
during the credit bubble. Increasingly, it became apparent that loan features and
performance that were in direct breach of the representations and warranties –
including excessive loan-to-value ratios, early payment defaults, and outright
fraud – had become commonplace. The first warning signs of higher defaults
appeared in subprime and Alt-A adjustable-rate mortgages (ARMs) beginning in
mid-2005 and worsened after that (see Table 12.1). As defaults mounted in 2006, the
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number of mortgage repurchase requests remained modest but started to increase in
response10 (Sabry and Schopflocher 2007). According to Fitch Ratings, early pay-
ment defaults were the “root cause” of these early repurchase requests, particularly
in loans with layered risks such as lower credit scores, second liens, and stated
income underwriting (Fitch 2006).

Through 2006, rising housing values allowed troubled borrowers to refinance
their mortgages in order to avoid default. In the first quarter of 2007, however,
housing prices began to slide nationwide for the first time since the Great
Depression and the foreclosure crisis began in earnest. During this period, the
compensatory and deterrent functions of representations and warranties were ser-
iously tested.

12.2.E Repurchase Demands and Actions to Enforce Put-Back Clauses

As falling home prices impeded the ability of distressed borrowers to avoid default by
refinancing their loans or selling their homes, mortgage delinquencies skyrocketed
and mortgage put-back requests surged (Hartman-Glaser et al. 2014, 28, fig. 3). Data
on aggregate recoveries for all put-back demands are hard to come by. But we can get
a sense of the magnitude by examining put-back collections by Fannie Mae and
Freddie Mac.

The two GSEs sought recourse for bad loans for two lines of business activities.
First, Fannie Mae and Freddie Mac lodged repurchase claims against originators or
aggregators for defective loans that had been sold to them. While the evidence is
incomplete, the percentage of loans subject to Fannie/Freddie buyback claims
seems to have been modest (less than 2 percent of balances at origination for GSE
30-year, fixed-rate full-documentation, fully amortizing loans from select deals)
(Goodman and Zhu 2013; Goodman et al. 2015, 3–5 and fig. 1). From January 1,
2009 through the third quarter of 2015, as a result of those claims, Fannie and
Freddie collected a total of $76.1 billion from more than 3,000 companies for
loans repurchased from their mortgage-backed securitization trusts (GSE

table 12.1: Percentage of Subprime and Alt-A Adjustable Rate Mortgages (ARMs) 90
Days or More Past Due or in Foreclosure

Reporting Period Subprime ARMs Alt-A ARMs

July 2005 5.63% 0.43%
July 2006 8.16% 0.74%
July 2007 14.63% 3.06%
December 2007 20% 6%

Source: Board of Governors of the Federal Reserve System, Table Data for Mortgage Delinquency Rates,
2001–07; Board of Governors of the Federal Reserve System, Monetary Report to Congress 6 (2008)
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Repurchase Activity). This more than doubled the total industry liability that
Standard & Poor’s had originally estimated for GSE repurchase and securitization
claims in 2011 (Murphy 2012). Not all of the GSEs’ put-back claims were successful,
however, and the two enterprises ultimately withdrew or stopped pursuing another
$61.9 billion in repurchase demands (GSE Repurchase Activity). For the put-back
claims that settled, the average payment per loan was substantially less than the
average purchase price for all of the loans11 (Siegel and Stein 2015).

In addition, Fannie and Freddie pursued claims for their purchases of private-
label MBS during the housing bubble (Hill 2011/2012, 375–81). In January 2016, their
regulator and conservator, the Federal Housing Finance Agency (FHFA), reported
that it had settled lawsuits against 16 out of 18 financial institutions involving the sale
of private-label instruments to Fannie and Freddie. Technically, these were not
buyback claims insofar as the actions alleged securities law violations and sometimes
fraud in the sale of the PLS. But these claims were also founded on lax mortgages
and their financial effect on originators and issuers was similar. Total settlement
amounts equaled $18.2 billion as of year-end 2014 (FHFA 2016b).

12.2.E.1 Sources of Put-Back Claims

As this discussion of GSE recoveries suggests, each of the three securitization
channels has generated put-back demands and lawsuits (Standard & Poor’s 2013a).
While these demands share many similarities across channels, there are also differ-
ences depending on the channel.

Turning to the private-label channel, many private-label issuances featured long
chains of transfers involving mortgage brokers, loan originators, correspondent or
wholesale lenders, investment banks, depositors, trustees, and investors. At each link
in the securitization chain, representations and warranties were often made.
Consequently, put-back demands for any given securitization in the PLS channel
usually involved not just one, but a sequence of repurchase requests throughout the
chain12 (Hill 2011/2012, 375; Murphy 2012). Private-label securities were especially
prone to buyback claims because they experienced higher average default rates than
GSE RMBS (Fitch 2011).

As discussed, the GSE channel also generated repurchase claims. Although the
GSEs’ issuances performed better on average than their PLS cousins, as noted
previously, the representations and warranties made to Fannie and Freddie were
stronger in nature and spawned more interpretive case law due to their standardiza-
tion, making them easier to litigate successfully (Fleming 2013; Strubel 2011).

Finally, defective FHA-insured loans generated their own set of buyback and
statutory claims, sometimes by Ginnie Mae and sometimes by the U.S.
Department of Justice (DOJ). Some of those claims became turbocharged due
to certifications that the originators had to sign when making FHA-insured
loans. Under the FHA’s direct endorsement program, designated lenders are
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allowed to designate mortgages as eligible for FHA insurance. In order to qualify
for this program, lenders must provide annual certifications that their quality
control systems comport with all relevant rules of the Department of Housing
and Urban Development (HUD)13 (Goodman 2015). Lenders must further
certify that each FHA-insured loan observes all relevant HUD rules14 (id.).
Before 2015, lenders had to make these affirmations regardless of their knowl-
edge or their ability to detect violations (id.).

The DOJ has taken the position that any lender who knowingly submits loans for
FHA mortgage insurance containing material underwriting defects that disqualify
those loans for FHA mortgage insurance makes a false claim for purposes of the
False Claims Act (U.S. Department of Justice 2016). Under that Act, lenders who
knowingly submit false or fraudulent claims to the federal government for payment
or approval are liable to the government for damages. Justice Department claims
under the False Claims Act pose the highest monetary exposure of any of these types
of claims because violators must pay civil penalties of $5,000 to $11,000 per claim
plus treble damages. In 2011, the United States sued all of the top five mortgage
originators for False Claim Act violations in connection with their certifications for
FHA insurance15 (Goodman 2015). According to the Justice Department, the federal
government recovered more than $5 billion in these and other claims for housing
and mortgage fraud from January 2009 through October 2015 (U.S. Department of
Justice 2015).

In addition, the DOJ has also pursued Federal Housing Administration claims
under the powerful and flexible civil money penalty provisions in Section 951 of the
Financial Institutions Reform, Recovery and Enforcement Act of 1989 (FIRREA)
(Standard & Poor’s 2013a). FIRREA is attractive in many circumstances because it
has a longer limitations period and lower threshold of proof than the False Claims
Act. However, the SecondCircuit Court of Appeals cast doubt on the viability of this
theory when it ruled in 2016 that FIRREA precludes recovery for intentional breach
of contractual representations and warranties through the sale of poor-quality mort-
gages absent evidence that a seller intended to defraud purchasers when the repre-
sentations and warranties originally were made (United States ex rel. Edward
O’Donnell 2016).

12.2.E.2 Success of Put-Back Claims

As the GSE experience shows, buyback claims have not been invariably successful.
The chances of prevailing on claims for breach of representations and warranties
vary widely according to the type of breach, the passage of time, the litigation
capacity of the plaintiff, and the solvency of the defendant.

To begin with, success may turn on the type of claim. Some breaches of repre-
sentations and warranties are easily proven because they turn on commonly avail-
able evidence using objective standards. Early payment defaults are a good example,
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because servicing records normally show whether the borrower was delinquent in
the first three months of the loan.

Other breaches are harder to substantiate and subject to dispute. The facts may
require further investigation into hard-to-obtain documents outside of the purcha-
ser’s possession or the representation in question may be couched in vague or
subjective language. Thus, cases alleging false loan-to-value ratios or appraised
values require reconstructing the actual appraised value at origination, which is
subject to debate and difficult to do. Purchasers who assert other types of fraud or
misrepresentation generally must prove those claims based on evidence from the
face of the loan or deal documents, which can be daunting (Miller 2014, 300–01).
Buyback disputes over loans that supposedly were allowed to depart from under-
writing standards due to compensating factors can be particularly messy to litigate.

While it is relatively simple to point to errors in loan documents based on
a sample of the contested book of business, the import of those errors will be in
question. Were they simple errors (such as whether the borrower was self-employed
versus a contractual employee) that would not or should not be counted against the
originator? Or is a large share of such errors indicative of sloppy underwriting that
should and does matter to outcomes in conjunction with a price decline, even
though it is the price decline itself that is a major factor in default and thus in losses?

In addition, the amount of time that has elapsed since the loan sale affects the
deterrent role of representations and warranties and the prospects for compensation.
Many Mortgage Loan Purchase Agreements predating the crisis contained no hard-
and-fast outer time limits on bringing put-back claims. Under those contractual
provisions, and absent an otherwise binding statute of limitations, a purchaser could
ostensibly demand repurchase at any time upon discovery of a breach of
a representation until the loan principal was fully repaid (Hartman-Glaser et al.
2014; Miller 2014, 311; Tate 2016). This is not a hypothetical concern: Hartman-
Glaser and colleagues (2014, 2 n. 2) discovered loans fromGSE securitizations going
back to 1985 that were the subject of repurchase requests between 2011 and 2014.
In too many cases, defects did not surface and repurchase claims were not made
until those responsible were long gone, eviscerating the deterrent function of
representations and warranties.

This timing issue is a double-edged sword for purchasers and sellers. The more
time that elapses until a put-back demand is made, the harder it is for the purchaser
to prove due to dimming memories, missing witnesses, and lost documentation
(Miller 2014, 299–300). At the same time, the specter of open-ended contingent
liabilities can erode investors’ confidence in a bank or other issuer. For this reason,
sellers have aggressively resisted older put-back claims based on lack of reasonably
prompt notice16 or expiration of statutes of limitations (id.).

The litigation capacity of the purchaser also affects the likelihood of successful
put-back claims. The vigor with which the GSEs pursued buyback demands
reflected their ability to terminate lenders’ contractual rights to sell agency loans
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(Hill 2011/2012, 371),17 their greater litigation might combined with that of the federal
government, plus the mission of Fannie and Freddie’s conservator to maximize the
assets in the conservatorship estates in many cases. Similarly, GinnieMae’s ability to
pursue claims through civil actions brought by the Justice Department – together
with the threat of treble damages under the False Claims Act – substantially
enhanced its power to negotiate favorable settlements.

In contrast, investors found it harder to bring successful put-back claims for
private-label securities. One hurdle is that representations and warranties for PLS
are less standardized than those for agency MBS (Fleming 2013; Standard & Poor’s
2013a, 6). In addition, in order to have standing, at least 25 percent of an issue’s shares
must first typically vote to demand that the securitization trustee pursue a put-back
claim. Only if the trustee fails to take action within a set period of time may investors
directly sue. Still, investor groups have managed to surmount this obstacle (Murphy
2012; Standard & Poor’s 2013a, 6).

Finally, as noted before, recovery depends on the seller’s continued solvency.
The largest banks survived years of repurchase claims bruised but intact
(Standard & Poor’s 2013a, 3, 7–8). However, other mortgage originators failed
due in part to high put-back demands (Barr 2007; New Century Bankruptcy
Court Examiner 2008, 36, 70–72, 105–06, 405–06), leaving some of those
demands unsatisfied.

12.3 market responses and policy implications

There have been two major market responses to the post-crisis impact of put-
backs. First, citing the need to avoid future put-backs (Lux and Greene 2015, 17,
24), major lenders – particularly well-capitalized lenders who have much to lose
in the event of future put-back claims – have either withdrawn from govern-
ment-insured lending or have imposed on themselves credit overlays that go
beyond the requirements of the GSEs, thereby lowering their market share.18

Second, nonbank lenders have emerged as the major origination channel to fill
this gap. The shift is dramatic.

The problems with these market responses are twofold. First, the shift to thinly
capitalized entities implies that, in a future crisis, representation and warranty
penalties could not be effectively enforced against those entities. This undermines
the compensatory value of representations and warranties going forward, as well as
deterrence.

Second, lenders who believe they are no longer assured of default insurance
through FHA and the GSEs are imposing credit overlays that go beyond the
levels required by FHA and the GSEs. These lending constraints go beyond
historic levels and beyond the levels historically associated with creditworthy
lending, with mortgage market and home lending consequences that are
described later.
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12.3.A The Shift to Thinly Capitalized Entities, Growth of Credit Overlays, and
Consequences

Immediately after the crisis, most home mortgages were originated by the major
banks that were subject to capital adequacy and repurchase reserve requirements.
More recently, however, the market share of mortgage originations by banks and
especially the largest banks has fallen substantially (see Figure 12.3).19 This void has
been filled by more thinly capitalized nonbank mortgage originators who are not
regulated by prudential banking regulators for solvency (Lux and Greene 2015),
renewing concerns about the financial capacity of those lenders to make good on
their representations and warranties.

The lack of willingness on the part of established, traditional banks to extend
mortgage credit has created an opportunity for a new type of market participant:
minimally capitalized nonbank mortgage lenders. These lenders are denoted in
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figure 12.3 Market Share by Lender Type, 1995–2014
Source: Board of Governors et al. (2016b), 23 & fig. 10b
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Figure 12.3 as independent mortgage companies. In view of the recent history of
successful repurchase litigation against banks, nonbank lenders enjoy a distinct
competitive advantage because they lack legacy put-back exposure and have scant
capital at risk for future repurchase claims. The growth of these institutions
(Standard & Poor’s 2014) presents unique systemic risk – as these lenders are not
subject to traditional capital requirements under prudential bank regulation and are
minimally capitalized,20 their failure can be harmful to the market as a whole
(FHFA OIG 2014b, 23–24; FSOC 2015, 10, 114). There is no evidence, moreover,
that investors are demanding pricing differentials based on the capital adequacy of
individual sellers (Standard & Poor’s 2013a).

At the same time, imposition of credit overlays by bank lenders who believe they
are no longer assured of default insurance through FHA and the GSEs has resulted
in a mortgage market that is notably constrained. This market constraint may be
explained in part from regulatory pressures from HUD and DOJ. Although the
primary intent of HUD and DOJ enforcement is compliance with HUD rules, it has
prompted FHA’s largest bank lenders to announce that they are significantly redu-
cing their extension of mortgage credit in response (Goodman 2015). As Goodman
states, “lenders have begun to protect themselves the only way available to them:
credit overlays, risk-based pricing, or a general pull away from FHA lending” (id.).

As evidence of the role of buyback requests on mortgage underwriting standards,
Hartman-Glaser and colleagues (2014) show that the change in the probability of
buyback requests on GSE MBS explains tighter mortgage lending standards.
Figure 12.4 demonstrates the tightening of standards for FICO scores.
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figure 12.4 FICOCredit Scores on New Prime Purchase Mortgages from 2003 to 2013
Source: Duke 2013, fig. 7
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The housing market has certainly made a recovery since the financial crisis, with
housing starts having doubled since the recession. However, these heightened
constraints on mortgage credit continue to suppress demand for housing and home-
ownership21 (Zandi and Parrott 2014). In an analysis of the extent to which con-
strained credit has affected the mortgage market, Bai and colleagues (2016) found
that 5.2 million more residential mortgages would have been made between 2009

and 2014 if credit standards had been at levels similar to those in 2001.
The tightening of the availability of credit has implications for homeownership.

Acolin and colleagues (2016a) estimate the role of the tightening of credit on the
aggregate homeownership rate. They find that the homeownership rate in 2010–2013
is predicted to be 5.2 percentage points lower than it would be if borrowing
constraints were at the 2004–2007 level and 2.3 percentage points lower than if the
constraints were at the 2001 level, before the relaxation of credit took place (Acolin
et al. 2016b, 13).

This tightening in lending standards is part of a cycle in lending. During the
credit expansion leading up to 2008, representations and warranties contributed
to the overheating of the cycle by giving false assurance to investors while failing
to deter the race to the bottom in lending standards. Years later, the protracted
enforcement of representations and warranties slowed recovery from the crisis by
impeding access to mortgages for creditworthy borrowers. This history of under-
correction during the bubble and over-correction following the collapse is the
hallmark of procyclicality.

This procyclicality has micro- and macro-prudential repercussions as well as
serious distributive implications. The after-the-fact use of representations and war-
ranties as a means to allocate risk presented solvency threats to individual entities as
well as having macro repercussions, by increasing systemic risk and slowing recov-
ery. The distributive implications of the unnecessarily tight credit box on low- and
moderate-income households and people of color persist.

Accordingly, the goal of reforms to representations and warranties should be to
reverse the procyclicality that is inherent in the current system. To achieve this, it
will be necessary to right-size the enforcement of these provisions while endowing
them with deterrent effect. Doing so will enhance financial stability while expand-
ing the credit box in a healthy and sustainable way going forward.

12.3.B Procedural Reforms

One way to increase the efficacy of representations and warranties is to counter the
long temporal disconnect between breaches of those representations and enforce-
ment. In many cases, the perpetrators of those breaches were long gone by the time
repurchase claims were made. Shortening the timespan between the sale of loans
and the presentation of put-back claims will enhance deterrence while speeding up
recovery.
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After the financial crisis, the put-back process was slow to initiate in many
cases and arduously protracted afterward, thus prolonging the threat of litigation.
In part, this could be blamed on resistance to put-back claims by sellers.
However, purchasers contributed to the drawn-out nature of the proceedings
by dragging their feet in presenting claims. The GSEs, for instance, did not
close out their repurchase claims on loans originated before 2009 until the end
of 2013, and only then at the insistence of FHFA’s then acting director, Edward
DeMarco (Goodman et al. 2015, 7).

The GSEs, FHFA, and other actors eventually instituted a variety of reforms to
speed up the put-back process. The GSEs instituted sunset provisions to bring some
finality to the put-back process for performing loans.22 In addition, some court
decisions hold that statutes of limitation on buyback claims run from the date of
sale, not the date of discovery (Miller 2014, 290, 312), putting the onus on purchasers
to make claims more promptly.

Another concern is the vague and open-ended nature of some of the representa-
tions and warranties on which sellers are sued. In private-label deals, sellers had
latitude to renegotiate the language of the representations and warranties they
agreed to, thus potentially undermining their capacity to deter. Their negotiating
ability was substantially less in deals with the GSEs and Ginnie Mae.

There will always be tension about the advisability of objective representations
versus ones that are more general and ambiguous. Sellers want certainty about
compliance and the extent of their exposure; purchasers worry about losses from
negligence, fraud, and misconduct that they cannot anticipate in advance.
A problem, as discussed further later, is that a breach may be “minor.” In the nature
of underwriting it may be difficult to avoid such mistakes completely. Then in the
aftermath of a crisis, all such mistakes may be grist for put-back claims. But how to
tell which claims are important and which are not? While this tension will likely
never fully be resolved, the following principles can be used to cabin the open-ended
nature of certain representations and warranties:

• First, the industry should adopt improved procedures to expedite the
negotiations over put-back claims. Sellers have complained that purcha-
sers insist on repurchase even when loans go delinquent due to life events
such as job loss and divorce following origination (Standard & Poor’s
2013b). It goes without saying, however, that sellers should not be respon-
sible for events such as these outside of their control unless breach of
a representation or warranty exacerbated the loss severity or risk of default.
To resolve these and similar repurchase disputes without resort to litiga-
tion, sellers and purchasers could agree to send those disputes to neutral
third-party arbitration. The GSEs adopted this independent dispute
resolution procedure in 2016 (FHFA 2016a; Standard & Poor’s 2016)
and Ginnie Mae and private-label conduits might follow suit.
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• Second, loans that consistently perform for a stated number of years
should be exempt from repurchase claims. The GSEs’ sunset provisions
embody this approach by shielding loans with a 36-month record of on-
time payments (12 months in the case of HARP loans) from buyback
demands (FHFA OIG 2014a, 15–17; Goodman et al. 2015, 3).

• Third, liability for breach should be excused where the seller was not
aware of the problem and could not have discovered it using reasonable
investigation. HUD revised its annual certification in this respect in 2015

by adding the language “to the best of my knowledge and after conduct-
ing a reasonable investigation” (Goodman 2015).

It would be also advisable to standardize representations and warranties as much
as possible in the private-label market. Doing so would promote the growth of
arbitral decisions and case law interpreting those standardized terms, which could
then provide guidance for faster resolution of similar disputes in the future.

Similarly, it is time to confront the fact that False Claims Act treble damages
sanctions are overkill in the absence of knowing fraud. The threat of treble damages
is discouraging bank lenders from serving the low- and moderate-income commu-
nity that FHA loans were designed to serve. Instead, penalties for flaws in FHA loans
should be tailored to the FHA’s defect taxonomy, according to the seriousness of the
violation and the violator’s culpability (Goodman 2015; HUD 2014).

In an ideal world, the deterrent effect of representations and warranties could also
be strengthened on the front end to curb the proliferation of lax loans during credit
booms while obviating the need for enforcement. Suggested reforms have included
improved due diligence and internal quality control, stronger data integrity controls
for automated underwriting systems, faster post-purchase reviews by investors, and
improved, standardized disclosures for put-back obligations (which the Securities
and Exchange Commission issued in 2014 (Dodd Frank Act § 943; SEC 2014)).

All of these reforms, in place or contemplated, have a potential flaw, however,
which is that they rely on originators’ compliance. Standardized disclosures and
detailed underwriting guidelines are only as good as the integrity of the underwriting
process that generates them. Even if some purchasers carefully monitor loan origi-
nations through pre-purchase and post-purchase quality assurance and control as
suggested, there is the potential for other purchasers to not do so, thus undermining
the quality of underwriting for the system as a whole. Those originators and
purchasers who skirt requirements and procedures in the “hustle” for business will
rapidly gain market share, even as they lower their costs. The result will be higher
prices as loans are made that otherwise would not be made and the higher prices will
mask the poor underwriting. The representations and warranties may stop some, but
if more aggressive lenders operate in this way, there is an “externality” (Wachter
2014) that results as the quality of the aggregate mortgage book of business deterio-
rates and risk increases even for more careful lenders. Moreover those lenders who
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are willing to undermine standards will set the bar lower for other lenders who unless
they similarly lower the bar will not be able to attract the marginal borrower (Pavlov
and Wachter 2006). And the process is unleashed again.

12.3.C Systemic Reforms

Lenders have called for greater clarity in the representations and warranties that they
provide. But better drafting alone is not the answer to deterrence. The events of 2008
showed that lenders ignored even objective representations and warranties such as
loan-to-value caps in the rush for greater market share at the height of the credit
bubble. The market incentives are for contractual representations and warranties to
be procyclically implemented. No one will exercise a put option when prices are
rising, but everyone will do so once they have fallen. Besides market forces that lead
to sliding standards across firms during the bubble, in the aftermath, there will be
competitive tightening: firms will not want to be the lax lender when they fear that
representations and warranties will be strictly enforced. While a normal level of
“mistakes” is to be expected and not entirely avoidable, such mistakes will become
the potential source for put-backs if in the overall market, prices have plummeted
due to the aftermath of the unsustainable expansion of credit. And at that point put-
backs bite. Accordingly, stronger external measures are needed in order for repre-
sentations and warranties to have real teeth, to prevent market-wide pressures for
deterioration in underwriting. Some of those measures are already in place.

Ability-to-Repay and Qualified Mortgage Provisions: The new ability-to-repay and
qualifiedmortgage rule promulgated by the Consumer Financial Protection Bureau
places a federal floor under underwriting practices by prohibiting reduced docu-
mentation loans. Because the rule requires documentation and verification of
income and assets, it should significantly reduce one of the main sources of put-
back claims. In addition, the rule creates a new category of loans with especially risky
features such as balloon terms and negative amortization – called non-qualified
mortgages – and imposes liability for any such loans made in disregard of the
borrowers’ ability to repay (CFPB 2013; Dodd-Frank Act §§ 1411–1412). The rule is
enforced through federal examinations of lenders and through public and private
enforcement mechanisms (which apply to poorly underwritten loans and non-
qualified mortgages), which should help ensure that the federal floor is observed
(Dodd-Frank Act §§ 1024(a)(1)(A), 1025–26, 1042(a), 1413, 1416(b)).

Heightened Solvency Safeguards: Increased solvency supports would give lenders
a greater stake in observing representations and warranties ex ante in order to avoid
liability for breach ex post, while providing purchasers with greater assurance of
compensation where needed. These supports can take the form of capital require-
ments, provisioning thresholds, and mandatory risk retention.

To begin with, countercyclical provisioning requirements for representations and
warranties would give representations and warranties more teeth while ensuring that
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the reserves on hand for compensation by lenders are sufficiently deep. Currently,
insured depository institutions maintain reserves against their representation and
warranty exposures. However, the computation of those reserves is severely procy-
clical. Because institutions compute these reserves based on losses already incurred,
instead of expected future losses (FASB 2016, 1; Standard & Poor’s 2013a, 6), they
chronically under-reserve for representation and warranty liability during expan-
sions, while struggling to boost those reserves post-crisis once lawsuits spike.

A shift to the countercyclical technique known as dynamic provisioning would
reverse this perverse sequence of events. During credit booms, dynamic provisioning
triggers a switch in the algorithm for loss reserves that calculates those reserves as if
credit were contracting. Later, if an economic downturn strikes, that switch is turned
off (Caprio 2009, 22; Ren 2011, 11–19). This model requires lenders to build up their
representations and warranties reserves during credit booms, when they have cash,
and allows them to spend down those reserves during economic downturns to pay for
any legal exposures. To the extent that these added reserves made representations
and warranties more effective, any resulting legal liability would be reduced.23

While federal regulators have not adopted dynamic provisioning, U.S. accounting
standards have made strides toward countercyclical provisioning. In 2016, the
Financial Standards Accounting Board adopted a new standard requiring lenders
to calculate their loan loss allowances based on expected credit losses, regardless of
whether losses have probably been incurred (FASB 2016, 1–2; see Board of Governors
et al. 2016a). The provision, which takes effect in 2019, requires lenders to book all
projected losses over the lifetime of the loans immediately upon origination. This is
not a fully countercyclical approach because some losses for long-term residential
mortgages may not become expected until years down the road. Nevertheless, the
new provision will require lenders to incorporate forecasts of future conditions in
addition to past and current events and record projected losses up front. Importantly,
the new FASB provision applies to all bank and nonbank lenders alike.

Minimum capital requirements form another important solvency safeguard.
Under Basel III, prudential banking regulators substantially increased the capital
adequacy requirements for residential mortgages originated and securitized by
federally insured depository institutions.24 In addition, Basel III imposes
a countercyclical capital buffer designed to kick in when credit conditions start to
overheat (Department of the Treasury et al. 2013, 62031, 62171). While questions
surround the implementation and efficacy of the countercyclical capital buffer if left
to regulators’ discretion (McCoy 2015, 1204–05 and n. 118), Basel III takes a step in the
right direction by increasing the deterrence exerted by representations and warran-
ties during incipient credit bubbles.

In the capital arena, however, regulatory arbitrage remains a serious concern.
Federal banking regulators lack jurisdiction to impose minimum capital require-
ments on independent nonbank lenders (Board of Governors et al. 2016b, 37).25

Even if they did have jurisdiction, uniform capital standards would be highly

Representations and Warranties 309

https://doi.org/10.1017/CBO9781316691335 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781316691335


unlikely, given federal regulators’ conclusion that Basel III is incompatible with the
business models of some large nonbank mortgage servicers (id., 37–39). This means
that as the nonbank sector grows, it will continue to enjoy arbitrage opportunities
and escape the disciplining effect of uniform capital requirements. Not only will this
reduce the in terrorem effect of representations and warranties, it will perpetuate
competitive inequalities among bank and nonbank lenders. Unless Congress
empowers federal banking regulators to impose capital adequacy requirements on
mortgage lenders regardless of charter, it will be incumbent on the GSEs, Ginnie
Mae, and the private-label sector to demand more meaningful safeguards from
nonbank originators than they have so far.26 Whether these investors will impose
sufficient capital requirements during a credit boom, when nonbank originators are
likely to expand and investors are prone to over-optimism, is questionable. Moreover
if investors and private-label securitizers themselves, in a bid to grow market share,
fail to demand comparable safeguards from nonbank originators, the game will be
on again. We can already see potential warning signs of trouble in the rising
numbers of FHA mortgages being made by nonbank lenders to borrowers with
FICO scores below 660 (Lux and Greene 2015, 18–25).

12.4 conclusion

During the run-up to the 2008 financial crisis, representations and warranties
(contractual statements enforceable through legal action) on lending processes
may have given investors false assurance that mortgage loans were being properly
underwritten. This assurance in turn may have contributed to overinvestment in
MBS in two ways. First, the assumption that legally enforceable penalties associated
with representations and warranties would deter lax underwriting may have led to
less screening of loans than would otherwise have occurred. In turn, the failure to
oversee actual underwriting practices enabled the spread of lax lending practices.
The existence of these representations and warranties and the potential penalties
associated with them did not deter lax underwriting. Paradoxically, after the fact
when the representations and warranties were enforced, this enforcement coincided
with a tightening of credit beyond historic norms, with serious distributive implica-
tions. Post-crisis, lenders’ fears over put-back exposure appear to have caused them to
scale back, particularly on government lending to creditworthy borrowers.
The representations and warranties as used in mortgage lending in the run-up to
the crisis were part of the procyclicality of lending, both in the easing and tightening
phases of the lending cycle.

We suggest reforms to add to the deterrent value of representations and warranties.
Particularly we suggest a shift to the countercyclical technique known as dynamic
provisioning to increase the in terrorem effect of representations and warranties. This
model requires lenders to build up their representations and warranties reserves
during credit booms, when they have cash and when risk is growing, and allows
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them to spend down those reserves during economic downturns to pay for any legal
exposures. To the extent that these added reserves signaled greater risk, they would
make self-enforcement of representations and warranties more effective and procy-
clicality would be reduced. We also propose stricter capital standards.

Nonetheless, such changes would be useless unless they were adopted throughout
the lending industry: otherwise, just those entities with risky practices would
increase their market share. And next time such entities are more likely to be thinly
capitalized, as the lesson of capital exposure to legal risk has been learned, thus
further reducing the deterrence effect of representations and warranties, going
forward.

authors’ note
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Notes

1. This relationship between real estate bubbles and busts, financial instability, and
subsequent economic crashes has been observed across countries and over time,
with the severity and frequency of this connection increasing with the integration
of housing finance into global capital markets (Green and Wachter 2007).

2. Critics also assert that the substantial payouts by lenders for breach of representa-
tions and warranties – in some cases, contributing to their insolvencies – are proof
that badly underwritten mortgages were not the cause of the 2008 financial crisis
(Miller 2014, 258 & n. 6). This confuses the deterrent function of representations
and warranties with their compensatory function and assumes that those repre-
sentations were successful in preventing lax underwriting ex ante. The evidence
shows, however, that representations did not deter poorly underwritten loans (see
Sections II(d)-II(e) supra). Instead, there was a disconnect between lenders’ loose
underwriting practices during the credit bubble and their liability, often many
years removed, for the resulting breaches of their representations and warranties.

3. For a general critique of procyclical financial regulation, see McCoy (2015).
4. Ginnie Mae and the government-sponsored enterprises (GSEs) unveiled the first

market innovations between 1970 and 1981. Ginnie Mae pioneered the first
mortgage pass-through security of an FHA-approved lender in 1970 (Ginnie
Mae 2016). Freddie Mac unveiled its first mortgage pass-through certificate in
1971. Fannie Mae introduced its first mortgage pass-through certificate, which it
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named a mortgage-backed security, in 1981 (Fabozzi and Modigliani 1992, 21,
23). Meanwhile, Lewis Ranieri is credited as having invented the first private-
label mortgage-backed securities while at Salomon Brothers in or around 1979

(Lewis [1989] 1990, 90–102).
5. Jumbo loans are mortgage loans – usually prime mortgages – that exceed

Fannie Mae and Freddie Mac dollar limits on the size of conforming loans.
Subprime mortgages are mortgages with higher interest rates, designed for
borrowers with impaired credit. The meaning of the term “Alt-A mortgages”
was more amorphous, but was commonly understood to include loans made
with less-than-fully amortizing principal or reduced documentation of income,
job, or assets.

6. For discussion of principal-agent problems in securitization, see, e.g., Keys et al.
(2010) and Mian and Sufi (2014).

7. Despite this attempt to limit claims against sellers for defective loans, transferees
have sued on a wide variety of claims for damages, rescission of entire loan
pools, and other types of relief (Murphy 2012).

8. Alternatively, the purchaser at its option may allow the seller to replace the
defective mortgage loan with another mortgage loan (see, e.g., Master Loan
Purchase Agreement 2005, § 6).

9. One hundred sixty-nine mortgage lenders, most of which were independent
nonbank originators, failed in 2007. Avery et al. (2008, A109-10).

10. An early example was subprime lender Ownit Mortgage Solutions, which failed
in December 2006 after it was overwhelmed by mortgage repurchase requests
(Reckard 2006).

11. Standard & Poor’s reported in 2013 that based on settlements publicly disclosed
by FHFA at the time, it “seem[ed] that the settlement amount was 12%-14% of
the original unpaid principal balance of securities” (2013a, 7). Professor Julie
Hill criticized the repurchase decisions of the GSEs and FHFA as opaque and
not always based on the merits of claims for breach, stating:

[I]n some instances the government allowed the Enterprises to absorb losses even when the
losses could be transferred to large banks. Presumably this is part of the government’s larger
efforts to stabilize systemically important banks. On the other hand, the government allowed
the Enterprises to transfer some losses to small banks, even when the losses ultimately resulted
in bank failures. The FHFA has likely allowed risk shifting to small banks in part because it
determined that even if some small banks fail, the economic impact will not be widespread.
(2011/2012, 347).

12. Financial guaranty insurers also lodged claims against insureds for
compensation of insurance proceeds paid to investors to cover claims
for breach of representations and warranties on the underlying PLS
(Murphy 2012).

13. Specifically, the certification states: “The operation is in compliance with all
the program’s regulations, requirements, and processes.”

14. For each loan, the lender must attest that the mortgage “is eligible for HUD
mortgage insurance under the Direct Endorsement program” and as to “the
integrity of the data supplied by the lender used to determine the quality of the
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loan” for loans submitted to automated underwriting. For loans that are manu-
ally underwritten, the lender must state that the underwriter “personally
reviewed the appraisal report (if applicable), credit application and all asso-
ciated documents and has used due diligence in underwriting the mortgage”
(Goodman 2015, 9 n. 6).

15. Separately, the inspector general of HUD has authority to pursue lenders who
have made false claims under the Program Fraud Civil Remedies Act of 1986.
Under that Act, the IG can seek $5,000 per claim plus double damages, up to
a maximum of $150,000. This relief tends to be used for smaller claims against
smaller lenders that the Justice Department is not interested in pursuing
(Goodman 2015, 9 n. 6).

16. Some private-label Mortgage Loan Purchase Agreements – although not all –
require reasonably prompt notice as a condition of repurchase.

17. In 2012, following a dispute over its put-back requests, Fannie Mae announced
that it would place restrictions on loan sales by Bank of America (Hill 2011/
2012, 374).

18. The private-label market is moribund, thus effectively the GSEs and Ginnie
Mae are the securitization market.

19. Although the relative market share attributable to credit unions (which resem-
ble banks more than nonbank mortgage lenders) has grown, that growth has
been relatively modest. See Figure 12.3.

20. Fannie Mae, Freddie Mac, and Ginnie Mae now require nonbank sellers/
servicers to maintain minimum capital ratios of 6 percent “or their equivalent,”
measured by tangible net worth to total assets (Fannie Mae 2016; Freddie Mac
2015; GinnieMae 2014). These capital thresholds are not risk-based and in many
cases, will be substantially lower than the minimum capital expected of insured
banks (Kaul and Goodman 2016).

In addition, some have attributed Basel III’s tighter capital treatment of
mortgage servicing assets (MSAs) to the steady recent migration of mortgage
servicing rights from banks to nonbanks (Mortgage Bankers Association 2016),
although federal regulators have cast doubt on that assertion (Board of
Governors et al. 2016b, 28, 35). Basel III increased the risk weights for MSAs
from 100 percent to 250 percent and also limited the percentage of the common
equity element of tier one capital that can be comprised of MSAs to 10 percent
(id., 17–18). These Basel III requirements apply to banks but not nonbanks (id.).

21. See Dulaney et al. (2016) (“Partly as a result [of False Claim Act claims], over
the past couple years some major banks, such as J.P. Morgan and Bank of
America, have pulled back sharply from the FHA program by imposing their
ownmore stringent requirements on FHA loans, a move that makes it harder for
less-credit-worthy borrowers to get a mortgage. Wells Fargo, which is still one of
the most prominent FHA lenders, last year said it would raise the minimum
credit score it accepts on certain FHA loans to 640 from 600, reversing a 2014
decision to reduce the required score.”).

22. In 2012, the GSEs announced that loans with 36 months of consecutive timely
payments (or 12months in the case of HARP loans) would thereafter be immune
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from repurchase exposure. These sunset provisions only applied to loans sold or
delivered on or after January 1, 2013 (Fannie Mae 2012; Freddie Mac 2012;
Goodman et al. 2015, 2).

In May 2014, FHFA Director Mel Watt relaxed these sunset requirements to
permit loans with no more than two 30-day delinquencies and no 60-day
delinquencies during the 36- or 12-month period to qualify for the sunset
(FHFA OIG 2014a, 15–17; Goodman et al. 2015, 3).

23. For a review of the literature analyzing the adoption of dynamic provisioning in
other countries, see McCoy (2015, 1207).

24. Under the standardized approach, residential mortgages that do not meet
specific quality standards or that are nonperforming have risk-weights of 100 per-
cent (Department of the Treasury et al. 2013, 62180–82, 62190–91, 62196–97).
In addition, federal banking regulators now require higher capital charges
against residential mortgages that are securitized by banks (id., 62116, 62119,
62121, 62194–96, 62253).

25. In contrast, Dodd-Frank’s risk retention provisions do apply to non-qualified
mortgages made by independent nonbank originators.

26. See note 20 supra. Two leading analysts recently concluded that the GSEs’ and
Ginnie Mae’s new capital requirements for nonbank mortgage servicers were
“inadequate” (Kaul and Goodman 2016).
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13

When the Invisible Hand Isn’t a Firm Hand: Disciplining
Markets That Won’t Discipline Themselves

Raphael W. Bostic and Anthony W. Orlando

The housing crisis of the 2000s exposed fissures in the U.S. financial system. These
shortcomings allowed the system to become encumbered with excessive risk and
ultimately triggered the worst economic downturn since the Great Depression. In
the wake of the deep recession, many academics and researchers wrote post-mortems
identifying key causes of the crisis. In 2010, Congress passed the Wall Street Reform
and Consumer Protection Act, also known as Dodd-Frank, and President Obama
signed it into law. It sought to address many of the identified problems by reforming
regulations pertaining to mortgage lending, securities trading, banking, insurance,
consumer protection, and corporate governance.

This chapter explores three causes of the crisis that the regulatory reforms have yet
to fully address. First, we highlight challenges that prevented credit rating agencies
from being a useful source of information for mortgage-backed securities investors to
impose effective market discipline on issuers. Second, we show the failure of several
institutional arrangements designed to prevent firm owners and managers from looting
the institutions over the short run at the expense of shareholders, who are expecting a
maximization of profits over the longer term. Finally, we consider markets from the
consumer perspective. We note the tension between overcoming market tendencies to
ration credit and exposing households with limited resources to risks associated with
products that can broaden access to credit by easing borrowing constraints.

In each case, we offer possible strategies for more effectively tackling these
problems. Regarding ratings agencies, we propose a new structure where agency-
investor conflicts of interest are removed and agencies only assess “ratings eligible”
products. Reforms in executive compensation, covenant banking for investment
banks, and increased penalties for looting that make criminal liability a real deter-
rent for firm owners and managers are possible avenues to reduce the likelihood of
looting by insiders. Third, we argue that significant investments should be made in
financial education to make consumers an additional bulwark – to go with laws and
regulations – against abuses and bad outcomes.

To begin, we tell the story of Black Friday, a deep financial crisis that occurred in
the mid-nineteenth century. We take this historical approach because Black Friday
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shares many of the features that brought down the economy during the recent crisis,
including the issues that we highlight. Indeed, a punchline of the current analysis is
that many of the problems in the recent episode are enduring and inherent to
virtually all regulatory structures. This fact should inform what we ask our regula-
tions to address and how we define transparency in financial markets.

13.1 a cautionary tale of undisciplined markets

It was Wednesday evening in downtown Manhattan, and Jay Gould had a problem.
He had just learned, through a secret letter written from the First Lady to her sister-
in-law Virginia Corbin, that the president of the United States was “very much
annoyed” by Gould’s speculation in the gold market and wanted him to unwind his
positions immediately. “I am undone,” Gould said to Corbin’s husband, Abel, “if
that letter gets out” to the public.

The date was September 22, 1869, andGould had been buying gold since April. By
himself, Gould didn’t have enough money to move markets, but in this era before
securities regulation, he didn’t have to work alone. He formed a pool with some of
the biggest investors onWall Street and instructed them to push up the price of gold
with their purchases. Meanwhile, he leveraged his position as the president of the
Erie Railroad to borrow tens of millions of dollars and multiply his wager. He even
paid President Ulysses S. Grant’s brother-in-law to lobby the government not to sell
its gold reserves.

Now, it seemed, the president had caught on to his scheme.
The next morning, Gould started selling gold at the opening bell, but he didn’t

tell all of his partners in crime. He feared a fire sale would ensue if everybody tried to
exit at the same time, so he got out stealthily and let them keep buying unaware.

It took only a day for the market to figure out what he was up to. Sell orders came
in so fast that the telegraph couldn’t keep up. “Nearly a thousand individual
investors were bankrupted on the day’s activity,” writes Gould’s biographer
Edward J. Renehan Jr. “Fourteen brokerage houses went under, along with several
banks.” Henceforth, September 24, 1869, would be known as Black Friday (Renehan
2005).

We begin our story here because Jay Gould was arguably the first trader to
stoke a speculative bubble on Wall Street, followed by a nationwide financial
panic, using real estate as collateral. Railroads were the first great real estate
companies in American history, gobbling up land to lay tracks across the country
and building the biggest corporations the world had ever seen. In their manip-
ulations and innovations, we see many parallels to the housing booms and busts
in our own time.

But we also begin our analysis with the tale of Jay Gould because it evokes such a
fitting reaction in those who hear it: This wasn’t supposed to happen. One investor
wasn’t supposed to have the power to trigger a national wave of bankruptcies. One
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cabal wasn’t supposed to be able to overpower the laws of supply and demand for any
asset. One market wasn’t supposed to threaten the entire economy.

This is a message of basic economics. Competition forces companies to minimize
prices and maximize quality, lest their customers find a better deal elsewhere. We
don’t need central planners to tell us what to produce or how to invest. And don’t
worry about bad actors like Jay Gould. The market will discipline them.

We have found this story incomplete – in Gould’s day and in our own. The
housing bubble, the twin financial and foreclosure crises, and the Great Recession
all demonstrated that markets are insufficient safeguards against bad behavior.

Perhaps the most compelling confession of this omission came from the chief
regulator himself, former Federal Reserve Chairman Alan Greenspan, when he
said, “I made a mistake in presuming that the self-interests in organizations, speci-
fically banks and others, were such as that they were best capable of protecting their
own shareholders and their equity in the firms” (Knowlton and Grynbaum 2008).

Market discipline, in other words, was absent. In this chapter, we document the
ways in which it was absent, and we propose new forms of discipline tominimize bad
behavior in the future. Throughout, we hope you will see that regulation is a
necessary component of financial stability, as well as social justice, without which
powerful and savvy players like Jay Gould can take advantage of less advantaged
individuals and change the very direction of progress in our society.

Jay Gould was not an anomaly. His successful rent-seeking was a creation of
undisciplined markets, as evidenced by the many robber barons who played the
same predatory game to similar effect. We highlight three levels, though there are
others, at which they could have been stopped – investors, board of directors, and
customers – and all three had to fail for their ploy to work.

13.2 step one: fool the investors

Investors are not stupid. They know that there’s a lot they don’t know about a firm.
There is an information asymmetry between what the managers know and what the
investors think they know. This is the classic explanation put forth by Myers and
Majluf (1984), for example, for why stock prices tend to fall when firms issue new
shares. The investors assume that the managers are more likely to issue shares when
they think the market is willing to pay more than their assets are really worth, which
means the stock price is too high.Managers, anticipating this price fall, will prefer to
issue debt instead. So if they issue stock, it means they’re really in need of cash,
confirming investors’ fears. It’s in the interest of both the investors and the managers
of undervalued firms, therefore, to have better public information to weed out the
managers who are trying to get investors to overpay.

The king of getting investors to overpay in this way, of course, was Jay Gould. He
issued so much stock during his run of the Erie Railroad that one of his successor’s
first actions as president was to recall 650,000 shares that he deemed “fraudulent”
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(Renehan 2005). But Gould wasn’t the only one oversubscribing investors to his
cause. By the time Gould left the Erie in 1872, the entire industry was “heavily
dependent on capital from Continental European investors,” according to econo-
mist Scott Mixon. Eventually, it became clear that assets weren’t growing as fast as
liabilities. Investors started pulling out. Credit spreads widened between high- and
low-grade bonds, and equity prices fell for the latter. In September 1873, Jay Cooke
& Co., one of the nation’s largest and most prestigious banking houses, filed for
bankruptcy when it couldn’t sell enough bonds to cover the losses on its railroad
investments. The stock market lost 25 percent of its value that week, triggering the
Panic of 1873 and a six-year recession that came to be known as the “Long
Depression” (Mixon 2008). Watching his father lose his fortune in this indiscrimi-
nate crash, one young lad resolved to do something someday to help investors sort
out those risks – some way to provide the kind of information that might have spared
them from being manipulated by insiders like Jay Gould.

That young lad was named John Moody.
Moody’s was not the first company to report credit information. As early as 1832,

The American Railroad Journal was reporting on the state of the industry, extending
to financial data such as assets, liabilities, and earnings when Henry Varnum Poor
took up the editorship in 1849. The first actual “rating agency,” though, was probably
theMercantile Agency, started by Lewis Tappan in 1841. As amerchant in New York,
Tappan had accumulated deep knowledge of the major firms’ creditworthiness. He
figured it would be profitable to share that knowledge with other merchants for a fee.
Over time, he built an entire army of information collectors across the United States.
By the turn of the century, they were opining on the creditworthiness of more than 1

million businesses every year (Sylla 2001).
Despite this wide reach, the early rating agencies failed to prevent investors like

William Moody from buying into the railroad craze that precipitated the Panic of
1873. To John, it was a classic failure of forecasting, a statistical art that was just
coming into its own at the turn of the century. Moody’s innovation in 1909 was to
issue forward-looking credit ratings so investors could see the losses coming before it
was too late. By 1924, his competitors Standard, Poor’s, and Fitch Publishing
Company had followed his lead. By 1941, S&P had merged, giving us the “Big
Three” as we know them today (Voznyuk 2015).

All this was the market’s way of attempting to discipline itself. The strange thing is,
it never really seemed to work very well. More than 70 percent of the money invested
in bonds that defaulted in the Great Depression had received the stamp of approval
from Moody’s as “investment grade” (i.e., low risk of default) (Sylla 2001). Despite
this mediocre track record, in 1936, regulators prohibited banks from investing in any
securities that the rating agencies hadn’t designated as investment grade. Essentially,
they outsourced their regulatory power to these private agencies. Soon thereafter,
state regulators set minimum capital requirements for insurance companies, with
higher-rated securities requiring less capital. The Securities and Exchange
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Commission took the same approach in 1975 with broker-dealers. They officially
defined the Big Three as “nationally recognized statistical rating organizations”
(NRSROs) whose ratings were valid for this purpose. In the 1990s, they extended
this approach to money market mutual funds (White 2010).

Many critics have pinpointed these regulations as a key cause of the recent
housing boom and bust, as they gave financial institutions an incentive to load up
on investment-grade securities that weren’t as safe as they seemed. The lessons of
history point in a different direction. First, we have seen that far more severe booms
and busts occurred before the rating agencies became powerful arbiters of capital
requirements. AsMyers andMajluf taught us, high-risk securities issuers have always
had an incentive to hide the truth about their assets, and investors have always been
willing to take a chance when times were good. Second, the rating agencies have
historically performed on par with the markets in predicting default risks (Sylla
2001). The regulators had to use some metric to confine institutions, and the rating
agencies were the best the market had to offer. It’s hard to see how this was worse
than the status quo that existed before 1936.

In fact, it turns out that the mistakes the rating agencies made – and investors
followed, to their detriment – had virtually nothing to do with regulation. They were,
on the contrary, a classic example of undisciplined markets at work.

We can trace their undoing back to 1968, when the world of finance began to
change. Ever since the Great Depression, the credit rating business had been a
sleepy affair. A generation of Americans had learned its lesson when bonds
defaulted, and they were slow to ante up again – partly out of lingering risk aversion,
partly due to regulation, and partly because the economy was growing so rapidly that
firms and governments could finance their investments with their own earnings.
Eventually, those motivations faded. Bonds were back, and they were bigger than
ever.

If you need to convince investors to buy a lot of bonds, you need credit ratings.
Starting in the late 1960s, bond issuers needed investors – and that meant they
needed rating agencies. The agencies were overwhelmed. They couldn’t sell enough
subscriptions to investors to cover the costs of rating all those bonds. So they changed
their business model. Instead of asking the investors to pay, they asked the issuers to
pay. It was a simple matter of supply and demand. Bond issuers needed to borrow
more than investors needed to lend. The rating agencies went to the highest bidder.

S&P began charging municipalities in 1968. Moody’s followed suit in 1970. Later
that year, Moody’s started charging corporate bond issuers, and S&P joined them
four years after that.

As soon as bond issuers started paying rating agencies, investors started complain-
ing about conflict of interest. The issuers wanted high ratings, and the agencies had
an incentive to keep their customers happy. Investors could have countered by
paying for their own ratings, but they had a coordination problem. Each bond had
a lot of investors, but it only had one issuer. There was no mechanism for all those
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investors to work together to split the cost that it would take to outbid the issuer. It
was a classic “free rider” problem.

The “issuer-pays” model has historically underperformed its “subscriber-pays”
counterpart. In 2001, Fitch, Moody’s, and S&P all failed to downgrade Enron
until a few days before it filed for bankruptcy, while the lesser-known Egan-Jones
Rating Company, sticking to the old-fashioned subscriber-pays model, was months
ahead. The following year, the issuer-pays agencies were late in predicting the
defaults of California utilities, WorldCom, Global Crossing, and AT&T Canada
(Egan-Jones Rating Company 2002). These failures prompted Johnson (2003) to
compare the two models for all their ratings, and he found that Egan-Jones con-
sistently predicted defaults earlier than the issuer-pays agencies since its inception in
1995. Three years later, Beaver, Shakespeare, and Soliman (2006) came to the same
conclusion in more exhaustive detail. Even after the SEC designated Egan-Jones as
an NSRSO, their superior performance persisted, suggesting that the source of the
difference really is their business model and not regulation (Bruno, Cornaggia, and
Cornaggia 2016).

It shouldn’t come as a surprise, then, that the issuer-pays agencies failed to predict
the financial crisis in 2008. Fitch, Moody’s, and S&P didn’t downgrade Bear Stearns
until a few days before it collapsed, and they were still rating Lehman Brothers as
investment grade on the day it went bankrupt. Egan-Jones was months ahead on
both counts. Rapid Ratings, another subscriber-pays agency, had started downgrad-
ing homebuilders as early as 2006 (Shorter and Seitzinger 2009).

So far, the research had been telling a David and Goliath story. The subscriber-
pays agencies were tiny compared to the Big Three. So, in the wake of the financial
crisis, Jiang, Stanford, and Xie (2012) thought it would be more convincing to
compare S&P and Moody’s between 1971 and 1974, when S&P was still charging
investors andMoody’s had started charging issuers. They found that Moody’s ratings
were significantly higher. After 1974, however, when S&P started charging issuers,
the difference disappeared. S&P raised its ratings to Moody’s level. Finally, econo-
mists had clear evidence that undisciplined markets were driving the agencies to
inflate ratings and hide risk from investors – precisely the behavior they were created
to prevent.

Faced with all this evidence, you might wonder why investors still rely on the
Big Three to monitor their investments for them. Why not do the work them-
selves? The question practically answers itself. Monitoring is hard work.
Investors can’t afford to spend all day investigating every potential investment.
It’s more efficient to delegate the job. It would be better if they didn’t have to
rely on the issuer-pays model, but as we saw earlier, the subscriber-pays model
isn’t very lucrative. The Big Three can afford to pay large staffs to issue far more
ratings, and they have the brand-name recognition to out-market and out-lobby
smaller competitors. That’s why, eight years after the financial crisis, they’re
bigger than ever (Martin 2016).
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The solution is now obvious. Policy makers must discipline this market by
removing the conflict of interest, but they must do so in a way that the agencies
can earn enough revenue to rate all large firms and securities on a regularly updated
basis. Ideally, an independent government agency would pool investors to overcome
the coordination problem, perhaps by charging a fee as a percent of each investment.
If this is not feasible, the government should randomly assign a rating agency to each
investment with a pre-negotiated fee, so the issuer has less power to shop for the
highest rating and reward the most favorable agency with a higher payment.

Unfortunately, this arrangement only benefits investors if the rating agencies have
an informational advantage that’s worth paying for. In the corporate bond market,
the agencies had deep expertise and a long historical record to inform their analyses.
When they ventured into structured finance, however, this advantage disappeared.
Private-label mortgage-backed securities and collateralized debt obligations were
new. They didn’t have a track record that rating agencies could use to predict future
defaults. They were so innovative that most analysts didn’t even understand them
completely. Retrospective accounts have discovered, for example, that they didn’t
account for the correlation between different tranches within the same security
(Lewis 2010). Nor did they account for the timing of default. The tranches were
designed to default one at a time. The “safest” tranche wouldn’t default unless all the
others had defaulted, basically an economic catastrophe. But this is a very bad time
to default – if the economy is in a catastrophe, investors can’t afford another loss – so
the “safest” tranche wasn’t safe at all! It was an “economic catastrophe bond,” as
Coval, Jurek, and Stafford (2009) named it, and that meant it should have paid
investors four to five times more to compensate them for the risk.

The lack of a track record of performance for new financial products and strategies
places ratings agencies in a position where their best guess about the risks posed by
the new instruments is nothing more than that, a guess. Without past performance,
the agencies must rely exclusively on theoretical constructs and analyst intuition.
Given that there is no way to create historical data for something that has no history,
there is no practical workaround that can result in a high-quality rating. This
suggests that the best solution may be for the ratings agencies to simply throw up
their hands in those circumstances in which there is no track record and acknowl-
edge that any rating is likely to have much lower precision than a comparable rating
for an established product. In the extreme, the ratings agency might limit its analysis
only to “ratings eligible” products, where the definition of “ratings eligible” could be
established by a government agency or an independent review board. Future
research could be helpful for identifying principles and parameters that could be
used in defining ratings-eligible thresholds.

Rating agencies are useful. They may even be necessary for a deep, liquid
financial market. They are not, however, a panacea for predatory financial behavior
for the simple reason that Myers and Majluf elucidated three decades ago: They
don’t have inside information. The managers who run the firms – and the boards
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who hire them – will always have better information about the riskiness of the
investments they’re issuing. That’s why the next part of our story is about corporate
governance.

13.3 step two: fool the board of directors

When the new management opened the company’s books, they found that Jay
Gould had left the Erie Railroad insolvent. They announced that Gould’s accounts
“were exercises in fiction.” The stock price plummeted, making even more money
for Gould, who had shorted the stock in anticipation of this discovery. They sued
him, but they didn’t have the cash to fight a long court battle – and Gould knew it.
He made them an offer, and they took it. He got to keep almost his entire loot. A few
years later, the Erie filed for bankruptcy (Renehan 2005).

Gould knew that the money he could extract from the Erie Railroad was worth
more than the value he could create with it. Put another way, taking out a dollar
today was a better bet than investing that dollar in the company and taking it out
tomorrow. Akerlof and Romer (1993) crystallized this logic in a now-classic paper.
They called it “bankruptcy for profit,” or more succinctly, “looting.”

Akerlof and Romer had witnessed several “crises” in the 1980s that seemed to defy
the Econ 101 story of market discipline. These episodes, we now know, were all
warnings for the much bigger global crisis that would strike two decades later. In
each case, Akerlof and Romer showed that market participants were acting so
recklessly that they couldn’t possibly have been trying to make a profit in the long
run. They weren’t just taking big risks. They were actively choosing not to do their job.

Their findings came with a sour whiff of irony. Like characters in an O. Henry
story, investors had pursued many of these financial products largely in order to
avoid a very similar outcome. Junk bonds and takeovers were solutions to the so-
called principal-agent conflict. Shareholders, the principals, hire managers, the
agents, to run the companies they own. Managers, being self-interested, want to
maximize their own profits. Shareholders must figure out a way to get the managers
to maximize the firm’s profits. In the 1980s, financiers led by Michael Milken at
Drexel Burnham Lambert thought they had found one such way. They issued bonds
and used the proceeds to take control away from underperforming managers. What
investors didn’t know, however, was that Milken was pushing up the price of junk
bonds with a cabal of fellow bankers, like Jay Gould in the run-up to Black Friday,
misleading many of them into firms that couldn’t be saved – and that would default
in large numbers (Akerlof and Romer 1993; Alcaly 1994).

How was it that, more than a century after the machinations of Jay Gould,
investors still hadn’t figured out how to discipline these looting bankers?

In Gould’s day, they didn’t stand a chance. Most corporations were controlled by
only a few men. Gould and his cronies, for example, owned the majority of shares in
the Erie Railroad. Gould himself was the largest shareholder. It wasn’t until his
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partner in crime, James Fisk, died suddenly that the board of directors was able to
wrest control away from him (Renehan 2005). Today, such concentration of own-
ership is virtually unheard of.

The Erie Railroad wasn’t an isolated case. The Vanderbilt family owned the
majority of the New York Central Railway. Andrew Carnegie owned the majority
of the Carnegie Steel Corporation. The Guggenheims owned the majority of the
American Smelting and Refining Company. John D. Rockefeller, along with his
brother and brother-in-law, owned exactly half of the Standard Oil Company. Three
of his close partners owned another 40 percent. In such an environment, there was
no principal-agent conflict. The principal (owner) was the agent (manager).

The separation began around the turn of the century. Antitrust policy broke up
Standard Oil and other trusts into multiple smaller companies. The big family
shareholders sold their majority blocks. According to Becht and DeLong (2005),
they wanted to diversify their holdings as a sensible hedge against idiosyncratic risk.
The Glass-Steagall Act separated the big banks into independent entities for com-
mercial banking, investment banking, and insurance. By the 1930s, the United States
had made the transition from “financial capitalism,” with corporations run by a few
large investors, to “managerial capitalism,” with a professional management class
elected by diffuse shareholders.

Adolf Berle and Gardiner Means were the first to warn about the dangers of this
separation in their classic book TheModern Corporation and Private Property. In the
initial decades after its publication in 1932, they needn’t have worried. The counter-
vailing forces against executive malfeasance were strong. Regulations limited risky
behavior. Labor unions pushed back against outsized profits and bonuses. And even
if managers could get away with looting, high tax rates gave them less incentive to
seek high rents.

One by one, those protections fell away. The Carter and Reagan administrations
initiated sweeping deregulatory reform. The Federal Reserve punished high wage
settlements with disinflation and high unemployment. The White House broke the
air traffic controllers’ union. Congress cut taxes on the rich (Orlando 2013). And for
the first time in its history, the New York Stock Exchange, bowing to the same
demand for financial capital that was transforming the rating agencies, allowed
investment banks to sell shares in their ownership to the public (Morrison and
Wilhelm 2008). The principal-agent conflict was back, and it was bigger than ever.

Enter Michael Milken.
Many economists hailed the “junk bond king” for bringing much-needed market

discipline to bear on corporate managers. Most famously, Jensen (1986) argued that
fixed debt payments forced managers to pay out extra cash, rather than spend it on
low-yield projects or other “inefficiencies.” More generally, Jensen and Meckling
(1976) contended in their classic paper that managers had more incentive to divert
profits into their own pockets if they had less of an ownership stake in the firm. This
argument was the one that stuck long after the junk bond king went to jail. Starting
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in the 1980s and continuing to today, firms have increasingly compensated their
executives with stock options so that their fortunes were tied to that of their share-
holders (Holmström and Kaplan 2001).

What Jensen – and the boards of directors who followed his advice – failed to
realize was that this solution had been tried before. The robber barons of the nine-
teenth century owned bigger shares in their companies than today’s executives could
ever dream of, yet they still managed to walk away with their investors’ money. Sure
enough, that’s exactly what Milken and his cronies did. They borrowed from banks
and took deposits from thrifts, they used themoney to buy risky companies, they paid
themselves handsomely, they hid the initial defaults by issuing more debt, and then
when they couldn’t hide them anymore, they left all the losses on the doorstep of the
banks and the taxpayers who bailed out the thrifts. This was the key insight of Akerlof
and Romer: Turning managers into owners didn’t necessarily solve the problem –
because they still had an incentive to take advantage of creditors and depositors!

The opportunities for looting don’t end there. Boyd and Hakenes (2014) show that
“owner-managers” (like Jay Gould) and “outside owners” (like the rest of us) are
really two different classes of stakeholders, and only the ones on the inside can do the
looting. Even an executive who receives all his compensation in stock options has an
incentive to exercise them early and leave the other shareholders with the eventual
losses. Case in point: In the years before the housing bubble crashed, the top five
executives cashed in $1 billion at Lehman Brothers and $1.4 billion at Bear Stearns
(Bebchuk, Cohen, and Spamann 2009). Gould would have been proud.

When Lehman and Bear met their grisly end, outside owners were clearly caught
unaware. They quickly discovered that every checkpoint that was supposed to
protect them – checkpoints that were hidden from their view but they assumed
were there – had failed. Executives had built sprawling empires that were too big and
complicated to manage (Dash and Creswell 2008). Risk managers had relied on one
very imperfect number – known as “Value at Risk,” or “VaR” – to measure risks it
couldn’t possibly predict. Traders had ignored the possibility of unprecedented
catastrophic events, known as “black swans” (Nocera 2009). Boards of directors
were in a similar disadvantaged outsider position. In order to ferret out the schemes
devised by unscrupulous owners and managers, a board would have to conduct
ongoing, full-fledged audits of every aspect of these large institutions. Such audits
would have to delve into considerable accounting and risk-management minutiae,
and would require a large inspection team, not a group of experts only able to devote
part-time attention to the company. Such an expectation was (and remains) imprac-
tical and never likely to completely eliminate the possibility of looting (Berman
2008).

On balance, the system was practically designed to lose money. And why wouldn’t
it be? The whole governance arrangement was premised on short-term profits at the
expense of long-term solvency. Nocera (2009) got it right when he said, “At the height
of the bubble, there was so much money to be made that any firm that pulled back
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because it was nervous about risk would forsake huge short-term gains and lose out to
less cautious rivals. The fact that VaR didn’t measure the possibility of an extreme
event was a blessing to the executives. It made black swans all the easier to ignore. All
the incentives – profits, compensation, glory, even job security – went in the direction
of taking on more and more risk, even if you half suspected it would end badly.” Is
there any doubt that the outcome would have been different if the managing directors
couldn’t cash out until they retired? Would Chuck Prince and John Theil and Ken
Lewis have given free rein to divisions worth tens of billions of dollars if their life
savings were on the line? Of course not. They would have been cautious. They would
have asked questions. They would have done their job – and so would everyone else.

This solution too is now obvious. Bankers need to have a bigger stake in the
success and failure of their enterprises. Stock options expose them to the upside, but
not the downside – and they’re too easy to cash out before the market realizes the
true value of the stock. That’s why Bebchuk (2010) advocates “grant-based limita-
tions” that require executives to hold their equity for a fixed number of years, along
with provisions that allow firms to adjust the grants downward if the profits are
subsequently wiped out and “anti-hedging requirements” so they can’t offset the
limitations with side bets.

But these rules only solve the principal-agent conflict. They don’t solve the looting
problem. To do that, owning equity isn’t enough. Owner-managers still have an
incentive to extract high salaries and perks in the short run and leave creditors and
depositors with the losses in the long run – unless they are personally liable for those
losses. Themarket has proven that it cannot discipline looters. The judicial systemmust
fill the void.

First, investment banks should return to a partnership form – or if that is too
restrictive for them to raise sufficient capital, they should adopt “covenant banking”
where they agree to be personally liable for part of the bank’s debts (Hill and Painter
2015). Second, intentional looting is a crime against society, not just creditors and
shareholders. The white-collar crime division at theDepartment of Justice should be
fully funded to make criminal liability a real threat for these banks’ willful neglect of
their fiduciary responsibility.

For too long, we have left boards of directors and shareholders to govern corpora-
tions, but they, like rating agencies, do not have inside information. Even if they do
manage to catch looters in the act, it is usually too late – and too costly – to claw back
the loot. Undisciplined markets favor the insiders, especially the wealthy ones. That
is one reason why it has been so difficult to prosecute alleged fraud in the wake of the
recent financial crisis. Making executives liable is an important step, but it still
places the burden on the accusers to prove their case. On this turf, outside investors
have always struggled to compete with the Jay Goulds of the world.

If we really want to stop looting, we can’t simply attempt to punish it after the fact.
We have to prevent it before it happens. It is there, in the trenches, that we find the
third and final act of our story.
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13.4 step three: fool the customers

It’s easy to forget, in all this talk of villains and violations, that there are heroes in
finance. The age of Jay Gould was also the age of John Creswell. The age of Mike
Milken was also the age of RonGrzywinski. If you haven’t heard these names before,
you’re not alone. They never became as famous as their wealthier contemporaries.
They were on a different mission. Where Gould and Milken chose to exploit their
customers, Creswell and Grzywinski sought to empower them.

The market has never done a very good job at providing financial services for
everyone. Stiglitz and Weiss (1981) taught us why. Their classic paper showed that
banks might not lend to risky borrowers, even if they can earn a higher interest rate.
Much like health insurance companies that cherry-pick healthy patients, banks face
an “adverse selection” problem. When they can’t differentiate between borrowers,
they can only charge one interest rate. Safe borrowers won’t pay a high rate because
they’d have to give away too much of their profit. Only risky borrowers will pay
because they’re not likely to make a profit anyway, so why not take the gamble?
Banks can get rid of some of these risky borrowers by rationing credit. They can
charge a low rate and only offer enough loans to satisfy a fraction of the borrowers.
This way, at least the safe borrowers will balance out the risky ones, whereas a higher
rate would have attracted only risky borrowers. If the banks can differentiate between
borrowers, they will give the loans to the safe borrowers, and the risky borrowers will
be shut out completely.

When financial markets first developed, this was exactly what happened. The
average American in the nineteenth century didn’t have a checking account. They
couldn’t get a mortgage. “The poor and the middle class . . . put their savings under
their mattresses,” writes Baradaran (2015), “and, should they need credit, were left to
the mercy of loan sharks.” Banks wouldn’t go near them.

Into this void stepped John Creswell.
As postmaster general in 1871, Creswell recognized the U.S. Postal Service was in

a unique position to serve the “unbanked.” Its post offices reached more commu-
nities than any other institution on the continent. He proposed that it open savings
banks. For nearly 40 years, the banking lobby beat back repeated proposals in
Congress to create postal savings banks. Only in 1910, after multiple financial panics,
did President William Howard Taft sign them into law. Within three years, they had
attracted $33 million in deposits with “virtually no bank withdrawals” from the
private sector. Clearly, there was pent-up demand for banking services.

The market had tried to fill this void on its own. In 1909, Massachusetts created
credit unions to pool the resources of the community for local borrowing and
lending. Building and loan associations, or “thrifts,” had had some success financing
homeownership with this model in the nineteenth century. These models overcame
the rationing problem by eliminating the information asymmetry. The lenders knew
the borrowers personally. They knewwho would pay them back, and they could hold
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them to it. But such a system only worked for small loans and steady deposits, both of
which could be monitored and predicted easily, and that meant they couldn’t make
big profits. Compared to commercial banks, credit unions and thrifts were small but
safe.

It was not enough. Without a coordinating authority, cooperative institutions are
difficult to forge and doubly difficult to maintain.Most communities couldn’t pull it
off. Postal savings banks, meanwhile, only accepted deposits. They never lent. And
so, the void remained.

Absent better options, many people turned to nontraditional lenders. Loan sharks
overcame the rationing problem by eliminating the risk altogether. They didn’t care
if borrowers eventually defaulted, as long as they could string them along, renewing
the loan over and over, collecting more and more fees and interest every time, until
the borrower was ruined. Pawnshops played a similar game, but instead of relying on
fees and interest, they used collateral. The family treasures the borrower gave them
were worth so much more than the loan that they came out ahead either way
(Baradaran 2015).

Not all nontraditional lenders were crooks. Many of them honestly believed that
borrowers would eventually pay them back if they just kept renewing the loan. Most
banks and thrifts, for example, issued short-term loans that weren’t amortized –
borrowers didn’t have to pay off the principal in regular increments throughout the
term of the loan – so they were left with a big “balloon payment” at the end that they
usually couldn’t afford without taking out a new loan. Like the pawnshops, though,
the banks and thrifts typically gave loans worth much less than the value of the
property. In the case of default, they figured, they could sell the property and still
make a profit since the market kept going up (Snowden 2010). That’s the trouble
with high-risk loans. They’re designed to ride the wave, not to weather the tsunami.

Loan failures were at the heart of the Great Depression. Bernanke (1983) famously
showed that credit rationing happened as Stiglitz and Weiss had predicted and,
crucially, that it had significant negative effects on the real economy. In their
wisdom, the architects of the New Deal recognized that this market could not
discipline itself. They outlawed nontraditional loans like adjustable-rate mortgages
and they subsidized safer features like 30-year terms. They restricted banks from
opening branches in multiple states to keep each bank dedicated to its local com-
munity. They combined savings banks and thrifts into federal “savings and loans,”
and they subsidized them along with federal credit unions (Baradaran 2015). In the
decades that followed, these new lenders multiplied and spread across the country.
The 30-year, fixed-rate mortgage became the dominant product in a uniquely
American housing system. Homeownership reached unprecedented heights. And
the economy went through a longer stretch than ever before (or since) without a
single major banking crisis (Orlando 2013).

Around the time rating agencies changed their business model and anti-looting
forces lost their power, these lending protections too began to erode. Credit unions
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merged and abandoned the community ownership model. Deregulation allowed
banks and thrifts to offer risky new products, including adjustable-rate mortgages.
Upper- and middle-income white residents moved out of the inner cities, and banks
followed them, leaving concentrated pockets of deep poverty with no access to the
credit they’d need to escape their misfortune. Banks closed branches in poorer
communities and opened more in richer ones. Even postal savings banks closed
their doors, ending a successful 56-year experiment.

One of the few bankers who fought back against this onslaught was Ron
Grzywinski.

When almost all the banks moved out of the South Side of Chicago, Grzywinski
moved in. Along with his colleagues Milton Davis, James Fletcher, and Mary
Houghton, Grzywinski purchased the South Shore Bank and invested in commu-
nity development without concern for immediate profit. It took 10 years for the bank
to get out of the red and into the black with its low-income clients and their small
bank accounts, but they stuck it out and eventually branched out into low-income
communities across the country (Baradaran 2015).

Legislators tried to encourage more banks to act like South Shore. They passed the
Community Reinvestment Act (CRA) in 1977 to rate banks on how well they were
serving low-income communities, but they stopped short of subsidizing or otherwise
providing these services through the government. Regulators could only use the ratings
as leverage when approving mergers or other requests. Avery, Bostic, and Canner
(2000) analyzed the largest survey ever conducted on CRA activity and found that this
threat was effective. A majority of banks issued loans that they would not have
otherwise lent. Encouragingly, “the vast majority” were profitable. This isn’t surprising.
Stiglitz and Weiss taught us that credit rationing shuts many creditworthy borrowers
out of the market along with the risky ones. The CRA brought some of them back in.
Unfortunately, they were a very, very small fraction of the banks’ business.

And so, the void reappeared.
This is where looters thrive. They prey on desperation. “Rather than looking for

business partners who will honor their contracts,” say Akerlof and Romer, “the
looters look for partners who will sign contracts that appear to have high current
value if fulfilled but that will not – and could not – be honored.” Many of these
looters found their way into thrifts in the 1980s and found deals like Mike Milken’s
that wouldn’t be honored in the end. Then, when they failed – with many of them
explicitly shut down for fraud – they reopened under a new name as unregulated
non-depository lenders issuing subprime mortgages. Two decades later, some of
these failed thrift looters were the biggest subprime lenders in the biggest housing
bubble in world history. Investigations have revealed how they “brainwashed” sales-
men, forged documents, and targeted the most vulnerable, least financially savvy
borrowers (Hudson 2010).

These nonbank lenders weren’t covered by the CRA. The vast majority of subprime
loans issued in the 2000s were outside the CRA’s jurisdiction. So it’s no surprise that
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CRA loans have performed better than comparable non-CRA loans in the wake of the
crash (Orlando 2011). Their displacement was at the heart of the bubble.

Some states tried to resist this trend. Illinois, for example, tested a new anti-predatory
lending program that required risky borrowers in the City of Chicago to consult with
financial counselors certified by the U.S. Department of Housing and Urban
Development before agreeing to a loan. The experiment only lasted for a few months,
but it had a significant effect. Agarwal, Amromin, Ben-David, Chomsisengphet, and
Evanoff (2014) show that fewer risky loans were issued and fewer risky borrowers got
loans – and as a result, the loans in these neighborhoods were significantly less likely to
default. Similarly, Brown (2016) shows that first-time homebuyers in Tennessee were
42 percent less likely to experience foreclosure if they were required to attend home-
buyer education classes. Unfortunately, we don’t have many other experiments to
learn from. Federal regulators stamped out most state regulations targeting predatory
lending (Orlando 2013). One shining exception comes from the Federal Reserve Bank
of Philadelphia. It conducted a five-year experiment with first-time homebuyers and
found that a two-hour counseling session led to significantly higher credit scores and
lower delinquency rates over time (Smith, Hochberg, and Greene 2014).

The design of these programs is crucial. We know from history that blunt
instruments like usury laws can wind up pushing borrowers out of the regulated
banking system and into riskier nontraditional lending – or simply leave them
without access to credit at all. For many borrowers, nontraditional loans may
even be beneficial if the terms aren’t too onerous and the borrowers understand
them. Acolin, Bostic, An, and Wachter (2017) show that nontraditional mort-
gages did increase the homeownership rate in most communities during the
recent housing boom. Unfortunately, these mortgages also exacerbated the bust,
but after the dust settled, they still were associated with an increase in home-
owners overall. Clearly, there were many creditworthy borrowers who weren’t
getting loans in the traditional system. Imagine how much more beneficial this
infusion of credit could have been if it had gone from reputable lenders to
knowledgeable borrowers!

Since the crisis, regulators have restricted these loans. The Dodd-Frank Act
created “qualified mortgage” standards, and the Consumer Financial Protection
Bureau has been investigating various questionable practices. Still, nontraditional
loans have not gone away. Earlier this year, a CNN headline reported, “Unpaid
subprime car loans hit [a] 20-year high” (Egan 2016). A few months later, the Wall
Street Journal and theWashington Post reported that homebuyers were increasingly
sending mortgage payments directly to the seller, rather than an actual lender, an
expensive and shady practice known as “contract for deed.” This practice was often
used in place of mortgages in the Jim Crow era to prevent blacks from owning their
homes (Badger 2016; Hong 2016). Meanwhile, nonbank lenders are making a come-
back, taking 20 percent of the market away from commercial banks since the start of
the recession (Grind 2016).
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Cut off from the regulated banking system, borrowers are once again finding ways
to fill the void.

This solution, like the others, is obvious when cast in this light. Credit rationing is
real and pervasive. We cannot simply ban the products that caused the most
problems in the past. We must also give borrowers access to safe loans, or unscru-
pulous lenders will find new and innovative ways to skirt the law so borrowers can
take a gamble on a better life for themselves and their families.

Anti-predatory programs should not be blunt instruments. They should counsel
first-time homebuyers to make sensible decisions, and they should be available
throughout the nation. The Department of Housing and Urban Development
should be fully funded to take the lead in advising the next generation of home-
owners before they sign the deed.

Financial literacy should begin long before families find themselves faced with
difficult choices. Many borrowers may be able to avoid payday lenders and other
“fringe” banking if they know how to manage their money in the years prior. Many
moremight be able to find checking accounts that don’t cost 10 percent of their income
and build a valuable credit history to dig their way out of poverty if they have a stronger
economic education. We should encourage our high schools to teach these skills. We
should offer classes throughout low-income communities for parents to learn how to
pass these lessons on to their children. Critics have argued that financial education is a
waste of money – or worse, a distraction from the real problems (see, e.g., Willis 2011) –
but history has shown that no amount of regulation can prevent every abuse or
anticipate every crisis. A good, fair society must arm its citizens with the knowledge
to protect themselves. Not every program has worked, but the ones that have, a few of
which we’ve highlighted here, should inspire us to keep experimenting and educating.

Finally, we should create more lending outlets that serve the unmet needs of our
population. We should charter more credit unions and savings banks. We should
increase enforcement of the CRA, and we should subsidize banks that lend to
creditworthy low-income borrowers. Absent government support, history has shown
that community banks cannot achieve the scale necessary to maintain their support of
communities in need, a lesson we learned when Ron Grzywinski’s great experiment
failed in the Great Recession (Yerak 2010). We should reopen postal savings banks,
and we should lend to developers who build affordable housing. For too long, we
have treated these neighborhoods as wards that need to be protected – or worse, lost
causes that are better forgotten – when the best strategy would have been a positive
one of empowerment and enterprise. Let us invest. Let us innovate. Let us be heroes.

13.5 conclusion

Our favorite story about Jay Gould comes from a youthful trip to New York City – his
first adventure, in fact, outside his childhood hometown. His uncle had given him
an ornate box to take into the city. Inside the box was a mousetrap that he was
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supposed to sell at the market. He and his buddy were walking down the street, when
a mugger grabbed the box out of his hand and took off. The boys gave chase and
caught up with the man, only to realize that he towered over them. They tried to run
from the fight, but it was too late. Gould would have gotten away, but his finger got
caught in a buttonhole on the man’s shirt. The cops found them and took them to
the courthouse, where the mugger told the judge that the box belonged to him – and
Gould and his friend were trying to steal it from him! Gould said if it’s really his box,
could he tell the judge what’s inside it? The mugger guessed wrong, of course, and
Gould told the judge it was a mousetrap. When they opened it, the mugger was
aghast that he had taken such a great risk for such a cheap reward. The judge sent the
man to prison and remarked that surely this was the largest rat ever caught by a
mousetrap in New York City (Renehan 2005).

The moral of the story is that looters are taking a dangerous risk, especially if they
don’t understand what they’re trying to loot.

Borrowers, lenders, and investors periodically learn this lesson when a new wave
of financial innovation washes onto our shores. Financial innovation is to economic
growth as water is to physical growth: necessary, even catalytic, but dangerous if it we
get too much too fast. In the latest cycle of innovations, rating agencies didn’t know
how to rate them, executives didn’t know how tomanage them, and borrowers didn’t
know how to use them. The products were untested. The infrastructure was unpre-
pared. Yet we forged ahead as if nothing had changed.

We must learn to adapt better. We will never be able to anticipate every market
move before it happens, but we can design public policies that guide the market
toward a more sustainable path and correct swiftly when it deviates from the path.
We can – and we should – discipline the market.

The chapters in this book are a welcome step in this direction. Matthew
Desmond, for example, shows how markets fail to provide high-quality neighbor-
hood amenities in low-income neighborhoods – and raises important questions
about how public policy can address this failure. Patricia McCoy and Susan
Wachter show how mortgage lenders have exacerbated, rather than tamed, boom-
and-bust cycles – and offer solutions to temper their excesses. We hope that this
chapter adds to their valuable work in starting a conversation about market failures
and policy solutions.

Specifically, we have shown three ways in which markets did not discipline
themselves in the run-up to the Great Recession. First, investors put their faith in
risky securities and risky firms, and rating agencies blessed their investments as safe
and sound by historical standards. Second, executives allowed lenders and traders to
make large, risky bets, and boards of directors and shareholders did not question or
stop them. Third, nontraditional lenders issued mortgages that weren’t accurately
priced and couldn’t be repaid, and banks followed them over the cliff in the rush to
maintain market share. None of these failures are consistent with the story of the
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“invisible hand” that we tell in Econ 101, where markets coordinate themselves to an
efficient equilibrium as if by magic.

Rather, markets fail, and a large literature in financial economics has taught us
why. Asymmetric information, principal-agent conflict, looting, and credit rationing
all plague our economy. When any of these forces are present, markets will not
discipline themselves. When all of them are present at once, the result can be
catastrophic.

For all the lessons we have learned from these failures, we still do not know how to
deal with the risk of catastrophe. It happens so rarely – and each time in such a
different guise – that it is nearly impossible for us to formulate an optimal measure of
prevention or response. With each experience, however, we get a little closer. The
latest boom-and-bust has pointed to the importance of removing the conflict of
interest from rating agencies, giving executives a greater share in the downside risk of
their companies, and making safe borrowing options available to all Americans with
the requisite education to choose appropriately. Even with these precautions,
though, we cannot know what the next wave will bring or what any of these parties
should do with the new innovations when they come, let alone the catastrophic risk
that they inevitably carry with them.

So we close with humility. John Kenneth Galbraith used to say that memory was a
far stronger safeguard than law. Let us hope, then, that the memory of this crisis stays
with us long after the next wave has come and gone, for our laws are never perfect,
but our innovative spirit perseveres. That is why we have told this story: to keep the
memories alive and to learn from them. Someday, someone else will write a new
story, and they will pick up where we have left off, and they will judge whether we
did indeed learn from the past – or whether we wound up holding a mousetrap that
we mistook for a treasure.
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