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Summary
The malicious use of artificial intelligence is growing rapidly,
creating major security threats for individuals and the healthcare
sector. Individuals with mental illness may be especially vulner-
able. Healthcare provider data are a prime target for cyber-
criminals. There is a need to improve cybersecurity to detect and
prevent cyberattacks against individuals and the healthcare
sector, including the use of artificial intelligence predictive tools.
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The malicious use of artificial intelligence has created new types of
security threat for both individuals and the healthcare sector.
Although artificial intelligence is a fundamental technology of our
age, it has enabled the creation of new types of large-scale cyber-
threat, and artificial intelligence-based cybercrime has grown
rapidly worldwide. Medical data are a prime target for cybercrim-
inals, given the high value of stolen data. Of further concern to
psychiatry is that both patients with mental illness and mental
health data may be especially vulnerable to artificial intelligence-
based security threats. This editorial will discuss the common
types of artificial intelligence-based cyberthreat faced by both indi-
viduals and the healthcare sector and address potential ways to miti-
gate risks, including the use of artificial intelligence predictive tools.

Artificial intelligence as a security threat

Artificial intelligence has transformed cybercrime. Cybercriminals
are using artificial intelligence to enhance attacks so that it is
harder for antivirus software to detect, to create new types of attack
based on synthetic data (deepfakes) and to automate the creation
of large-scale attacks. Artificial intelligence has changed the scope
of fraudulent schemes. Today, a single scammer can use generative
artificial intelligence such as ChatGPT to run hundreds of thousands
of scams 24 h a day from anywhere in the world.1 Generative artificial
intelligence has made it easier for criminals with only a limited pro-
gramming skills or technical knowledge. The phishing text provided
by large language models (LLMs) is more sophisticated and without
spelling and grammatical errors, unlike spam emails of the past.1

Criminals can also purchase data from data brokers to help customise
phishing attacks. Additionally, there are malicious LLMs,WormGPT
and FraudGPT, developed specifically for criminals and advertised on
underground forums. Generative artificial intelligence is also used by
hackers to crack passwords, with most being cracked in less than a
minute.

Artificial intelligence as a security threat for individuals

Individuals face many types of artificial intelligence-enabled cyber-
attack. Cybercriminals use artificial intelligence voice-cloning tech-
nology to impersonate people and convince family members to send
money.2 Artificial intelligence-based facial recognition has magni-
fied the ability to recognise individuals. Artificial intelligence is

used to manipulate photos and videos to create explicit content
for extortion schemes. Many artificial intelligence-based phishing
attacks lead victims to a site to harvest passwords and other personal
credentials. Artificial intelligence can be used to replicate writing
styles and impersonate users such that fake messages are difficult
to distinguish from genuine communications. Artificial intelligence
applications can track user activities to learn habits and preferences.
Cybercriminals are enticing people to invest in fraudulent schemes
by claiming that artificial intelligence is involved.

Artificial intelligence as a security threat for individuals
with mental illness

The use of artificial intelligence to scam individuals is of particular
concern for psychiatry, as mental illness may increase the vulner-
ability to cybercrime. Factors that may increase vulnerability to
online deception include severe mental illness, emotional instability,
poorer short-term memory, cognitive impairment and a lack of tech-
nical skills. Additionally, impulsivity and overconfidence in informa-
tion technology knowledge and skills may increase susceptibility to
cybercrime. Psychiatrists should be aware that artificial intelligence
is increasing the quantity andquality of cybercrimeagainst individuals
and be able to recommend trusted sources for consumer education on
cybersecurity to their patients. Individuals of all ages, backgrounds
and levels of technological sophistication need to learn the best prac-
tices to protect themselves from cyberattacks.

Artificial intelligence as a security threat for healthcare
providers

Businesses also face many types of artificial intelligence-enabled
cyberattack. Artificial intelligence-based attacks against business to
steal money and critical information include impersonation and tar-
geted phishing attacks against employees,more effective ransomware,
distributed denial of service attacks and attacks that hijack cloud infra-
structure.3 Inhealthcare, artificial intelligence is increasingly used for a
variety of purposes, including customer service, administrative tasks,
diagnosis in radiology and pathology, ongoing patient monitoring,
drug discovery and medical research. Although artificial intelligence
systems are increasingly used for critical applications, some in man-
agementmay not realise that artificial intelligence systems are vulner-
able to cyberattacks. Adversarial attacks, which involve input data
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intentionally crafted to cause misclassification by an artificial intelli-
gence model, are of major concern across many domains, including
medicine.4 Incorrect classification from an adversarial attack may
cause false diagnostic predictions, as demonstrated with medical
imaging.

An adversarial attack may degrade the performance of a health-
care system collecting data from multiple connected smart medical
devices and may target susceptible locations in electronic medical
records (EMRs). In other studies, the targets of adversarial attacks
include an electrocardiogram, an implantable cardioverter defibril-
lator and an electroencephalogram. Adversarial attacks may also
occur against speech-based emotion recognition systems. Medical
image models may be more vulnerable to adversarial attacks than
natural image models owing to specific characteristics of medical
image data and models.

Need to monitor artificial intelligence security risks

There is a critical need for robust security to monitor personal and
business data against artificial intelligence cybercrime. Consumers
need increased awareness of cybercrime and ongoing training on
how to protect against it. Mental illness may increase vulnerability
to online fraud, and victimisation may worsen the symptoms of
mental illness. Some characteristics associated with increased vul-
nerability to online fraud include impulsivity, older age, sensa-
tion-seeking, cognitive impairment, willingness to trust and a lack
of technical knowledge. The effects of cybercrime on victims are
long-lasting, with impacts that are psychological as well as financial.

Artificial intelligence used to monitor security risks

Business also faces new challenges as security approachesmust be able
to detect artificial intelligence attacks that an organisation often has
never seen before. The increasing use of artificial intelligence for crit-
ical applications in businesses, including healthcare, creates greater
incentives for cybercriminals to attack these algorithms and increases
the negative consequences of a successful attack. On an enterprise
level, businesses, including healthcare, need to take a robust, multi-
faceted approach that includes artificial intelligence-driven cyberse-
curity solutions to enhance the more traditional human and technol-
ogy approaches to combat cybercrime. Artificial intelligence can
provide continuous monitoring, recognise and diagnose threats in
real time, help identify false positives and improve access control
management. Artificial intelligence can detect pattern changes in
the overall data ecosystem with a level of sensitivity that would not
be recognised by humans. Artificial intelligence should be involved
in the many technological challenges of providing cybersecurity in
the increasingly complex and interconnected environments.
Artificial intelligence cybersecurity tools may detect attacks to
remote patient monitoring devices which now routinely involve arti-
ficial intelligence.5 Artificial intelligence tools are needed to provide a
comprehensive approach to defend against artificial intelligence
cyberattacks. The use of artificial intelligence cybersecurity tools is
of particular importance in healthcare, given the potential for
system failures to cause severe harm to individuals.

Limitations of this editorial

The limitations of using artificial intelligence for cybersecurity,
including details of the methods involved in artificial intelligence-
based detection, and prediction of threats and malicious activities,
are not discussed here. The financial investment required for

artificial intelligence-based cybersecurity, and the costs of acquiring
huge volumes of training data, are not estimated. Other types of
cybercrime are not discussed, including risks to artificial intelligence
algorithms. Policy proposals for the governance of artificial intelli-
gence algorithms, issues of transparency, auditing and accountabil-
ity are not suggested.

Conclusion

Artificial intelligence-based security threats are a serious concern
for both individuals and the healthcare sector. Individuals with
mental illness may have an increased susceptibility to artificial intel-
ligence enabled cyberattacks. Healthcare records, including mental
health, are a prime target. Numerous incidents, including adversar-
ial attacks, have occurred against individuals and the healthcare
system. As both dependence on technology and the sophistication
of cybercriminals has increased, there is a need to augment cyberse-
curity with artificial intelligence to detect and prevent cyberattacks.
Artificial intelligence-based cybersecurity is an important and
necessary addition to cybersecurity across domains, including
healthcare.
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