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Abstract. We define the notion of a morphism of generalized semi-stable type, which is a general-
ization of the notion of a semistable degeneration over a curve. We partially generalize Steenbrink’s
results on the limit of Hodge structures to the case of such a morphism. As an application we prove
theE1-degeneration of the relative Hodge–De Rham spectral sequence for this case.
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Introduction

For a semistable degenerationf :X ! � over the unit disc� in C, Steenbrink
constructed, in [12], a cohomological mixed Hodge complex which gave us the lim-
iting mixed Hodge structure of the variation of Hodge structure over the punctured
disc�� obtained from the morphismf . In this article we partially generalize his
result to the case of higher dimensional parameter spaces. This is a partial answer
to a problem stated by Steenbrink and Zucker [14, problem 7 in the Introduction].
In Section 6 we define the notion of a morphism of generalized semi-stable type
(see Definition (6.2)). Roughly speaking, a morphism is said to be of generalized
semi-stable type, if it is locally a product of smooth morphisms and semistable
degenerations over 1-dimensional unit discs (see Lemma (6.5) precisely). There-
fore such a morphism is of quasi-semistable type in the sense of F. Kato [9]. Illusie
treated such morphisms in [8] for the algebraic case. Letf : (X;D) ! (S; T ) be
a morphism of pairs which is proper and of generalized semi-stable type. Then
the result of F. Kato [9] implies that the sheafRqf�


�
X=S(logD) is locally free

of finite rank and commutes with base change for every integerq. Moreover it is
trivial that this sheaf defines a variation of Hodge structure overSnT . The main
theorem in this article, Theorem (6.10), states that for every boundary points
on T there exists, under a certain Kähler condition, aQ-mixed Hodge structure
(HQ;W; F ) such that theC-vector spaceHC is isomorphic to theC-vector space
Rqf�


�
X=S(logD) 
 C(s) (whereC(s) denotes the residue field at the points)

and, via this isomorphism, the filtrationF onHC is identified with the filtration on
Rqf�


�
X=S(logD)
 C(s) obtained from the stupid filtration on
�

X=S(logD). In
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130 TARO FUJISAWA

Section 4 we construct a cohomological mixed Hodge complex which gives us such
a candidate of the ‘limiting’ mixed Hodge structure by an elementary way follow-
ing the idea of Steenbrink in [12], [13] and of Tu in [15]. Here we should mention
L.-H. Tu’s Ph.D. thesis [15], in which he studied the same problem and proposed a
way of constructing such a cohomological complex. However, he has not finished
the proof that his complex is actually a cohomological mixed Hodge complex, as
far as the author knows. Our cohomological mixed Hodge complex constructed in
Section 4 is the same as L.-H. Tu’s at theC-structure level. But the construction
of the underlyingQ-structure is different from his but deeply influenced by the
work of Steenbrink in [13]. In Section 1 we present some basic facts which we
need later. In Section 2 we construct a complex of sheaves ofQ-vector spaces,
which will turn out to be the underlyingQ-structure of our cohomological mixed
Hodge complex in Section 4. Section 3 is concerned with the weight filtrations on
sheaves of the logarithmic forms. In Section 5 we study the relation between the
relative log De Rham complex for a morphism of generalized semi-stable type and
the cohomological mixed Hodge complex constructed in Section 4.

There still remain, at least, two open problems related to the results in this article.
The first is to prove that our mixed Hodge structure is the limit of Hodge structures
in the sense of Schmid [11] and Cattani–Kaplan [1]. The second is the problem
to generalize the results in this article to the case of log geometry in the sense of
Fontaine–Illusie and K. Kato [10]. Log geometry does not appear explicitly in this
article, but influences it deeply. So it is natural to study the generalization to the
case of log geometry as in Steenbrink [13].

Notation

We use the following notation in this article.

(0.1) For a complexK and for an integern we define a complexK[n] by

K[n]p = Kp+n;

for everyp with the differential defined by

dpK[n] = dn+pK :K[n]p = Kn+p ! Kn+p+1 = K[n]p+1:

Notice that our definition is different from the usual one as in Hartshorne [6] on
the sign of the differentials.

(0.2) Letk be a positive integer. Ak-ple complexK � means the collection of the
dataKp indexed by the setZk, that is,p runs throughZk, and the morphisms

di:K
p ! Kp+ei;

for i = 1; : : : ; k for everyp, whereei denotes theith unit vector ofZk, satisfying
the conditions:

Kp = 0 unlessp 2 (Z>0)
k
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LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 131

d2
i = 0

di � dj + dj � di = 0;

for everyi andj. To a givenk-ple complexK �, we associate a (single) complex
sK, which is called the (single) complex associated toK �, by

sKn =
M
jpj=n

Kp

with the differential

d =
kM
i=1

di;

wherejpj = p1 + � � � + pk for an elementp = (p1; : : : ; pk) of Zk. It is easy to see
that the data(sK; d) above actually give a complex, that is, the differentiald above
satisfies the conditiond2 = 0.

(0.3) For a positive integerN and for an integerm with 1 6 m 6 N we define a
setSNm by

S
N
m = f(�1; : : : ; �m) 2 Zmj1 6 �1 < � � � < �m 6 Ng:

Form > 2 and for an element� = (�1; : : : ; �m) 2 SNm, the symbol�i denotes the
element(�1; : : : ; �̂i; : : : ; �m) of SNm�1 for everyi = 1; : : : ;m, where the symbol
�̂ means that we delete the integer under it.

(0.4) A reduced divisorY on a complex manifoldX is called a normal crossing
divisor if for every pointx onY there exists a local coordinate system(x1; : : : ; xn)
around the pointx such thatY is defined by the functionx1 � � � xk for somek with
1 6 k 6 n. A reduced normal crossing divisor on a complex manifold is said to be
a simple normal crossing divisor if every irreducible component is nonsingular.

(0.5) LetX be a complex manifold andY =
PN

i=1Yi a reduced simple normal
crossing divisor onX, where theYi’s are the irreducible components ofY . For an
element� = (�1; : : : ; �m) of SNm we define a submanifoldY� of X by

Y� = Y�1 \ � � � \ Y�m :

Notice thatY� is of pure codimensionm in X. Furthermore, for an integerm with
1 6m 6 N we set

Y m =
a

�2SNm

Y�;
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132 TARO FUJISAWA

where
`

denotes the disjoint union of complex manifolds. We use the convention
that Y 0 = X andY m = ; for m > N or m < 0. We denote the canonical
morphism fromY m toX by

am:Y m ! X

and, if there is no danger of confusion, omit the subscriptm to am. Sinceam is a
finite morphism of complex manifolds, the functor(am)� is an exact functor. For
this reason we sometimes omit the symbol(am)�. As for the pull-back of analytic
objects onX to Y� (resp.Y m), we sometimes use the symbols\Y� (resp.\Y m)
or jY� (resp.jYm). For example, for anOX-module sheafF onX the pull-back
a�mF of F to Y m is denoted byFjYm , for a subspaceZ of X the subspacea�1

m Z
of Y m is denoted byZ \ Y m and so on.

(0.6) For a pointx of a complex analytic spaceX the residue field at the pointx is
denoted byC(x), that is,C(x) = OX;x=mx, which is isomorphic toC. For a local
sectionf ofOX around the pointx, f(x) denotes the class of the germfx 2 OX;x

in the residue fieldC(x), which is often identified with a complex number by the
isomorphismC(x) ' C above. The complex numberf(x) above is called the value
of f at the pointx.

(0.7) LetX andS be complex manifolds,Y andT reduced simple normal crossing
divisors onX andS respectively, andf :X ! S a surjective morphism. (We
permit the caseY = 0. In this case we need a trivial modification in the following.)
Assume, in addition, that the pull-backD = f�T and the sumD + Y are reduced
simple normal crossing divisors onX too. Then we have a morphism

f�
1
S(logT )! 
1

X(log(D + Y ))

where
1
X(log(D+Y )) and
1

S(logT ) are the sheaves of the logarithmic 1-forms.
We define anOX -module
1

X=S(logD)(logY ) by


1
X=S(logD)(logY ) = Coker(f�
1

S(logT )! 
1
X(log(D + Y ));

andOX -module sheaves
p
X=S(logD)(logY ) by


p
X=S(logD)(logY ) =

p̂


1
X=S(logD)(logY );

for all p. (For the case thatY = 0, we use symbols
1
X=S(logD) and
p

X=S(logD)

instead.) The derivationd on
�
X(log(D + Y )) induces af�1OS-derivation

d:
p
X=S(logD)(logY )! 
p+1

X=S(logD)(logY )

for everyp and then
�
X=S(logD)(logY ) forms a complex off�1OS-modules.
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LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 133

1. Preliminaries

(1.1) In this section we will prove several results which we need later for the
construction of theQ-structure of our mixed Hodge structure.

(1.2) At first we recall the definition of the Koszul complex (see Illusie [7] or
Steenbrink [13]).

DEFINITION (1.3) LetA be a ring and':E ! F a morphism ofA-modules.
We fix a non-negative integern. Then we define anA-module KosnA(')

p for every
integerp by

KosnA(')
p =

(
0 if p < 0 or p > n

�n�pE 
A
Vp F 0 6 p 6 n

where�n�p denotes the(n � p)th graded piece of the divided power envelope
of E overA. Moreover we define a morphism ofA-modulesd: KosnA(')

p !
KosnA(')

p+1 for everyp = 0; : : : ; n� 1 by

d((x
[n1]
1 � � � x[nk]k )
 y) =

kX
j=1

(x
[n1]
1 � � � x[nj�1]

j � � � x[nk]k )
 '(xj) ^ y;

wherex1; : : : ; xk are elements ofE, y of
Vp F , n1; : : : ; nk are positive integers

with
Pk

j=1nj = n� p. Then it is easy to see that(KosnA(')
p; d) forms a complex

of A-modules. We call it the Koszul complex associated to the morphism'. We
omit the subscriptA, if there is no danger of confusion. We use the convention that
Kosn(')p = 0 for everyp if n is a negative integer.

Remark(1.4) Let':E ! F be a morphism ofA-modules andB anA-algebra.
Then we have a canonical isomorphism

KosnA(')
A B ' KosnB('
A B);

for every integern, where' 
A B denotes the morphism ofB-modules from
E
AB toF 
AB obtained by the base extensionA! B. Therefore we have an
isomorphism

Hp(KosnA(')) 
A B ' Hp(KosnB('
A B))

for every integerp, if B is flat overA.

(1.5) LetA;E; F and' be as above andn a fixed non-negative integer. Then the
inclusion Ker(')! E induces a morphism

�n�p(Ker(')) 

p̂

F ! Kosn(')p
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134 TARO FUJISAWA

for 0 6 p 6 n. It is clear that the image of the morphism above is contained in the
kernel ofd: Kosn(')p ! Kosn(')p+1. Therefore we obtain a morphism

�n�p(Ker(')) 

p̂

F ! Hp(Kosn(')): (1.5.1)

On the other hand, the canonical surjectionF ! Coker(') induces a morphism

�n�p(Ker(')) 

p̂

F ! �n�p(Ker(')) 

p̂

Coker('):

It is easy to see that the morphism (1.5.1) factors through the morphism above.
Thus we obtain a morphism

�n�p(Ker(')) 

p̂

Coker(')! Hp(Kosn(')): (1.5.2)

LEMMA (1.6) In the situation as in(1:5), the morphism(1:5:2) is an isomorphism
for every integerp if E, F andCoker(') are flat overA.

Proof.See Illusie [7] and Steenbrink [13]. 2

COROLLARY (1.7) Assume that we have the following commutative diagram

0 - K - E
'
- F - C - 0

0 - K

wwwwwwwwwwww
- E0
?

'0
- F 0
?

- C

wwwwwwwwwwww
- 0;

of flatA-modules with exact lines. Then the canonical morphism

Kosn(')! Kosn('0)

induced by the morphismsE ! E0 andF ! F 0 is a quasi-isomorphism.
Proof.Trivial from the lemma above. 2

(1.8) In addition to the assumption in Lemma (1.6), we assume that the base ring
A contains the field of the rational numbersQ and that the kernel of' is a freeA-
module of rank one, that is, Ker(') ' A and the cokernel of' is a freeA-module
of finite rank, that is, Coker(') ' Ar for some non-negative integerr. We denote
the free generator of Ker(') by e. For integersn andn0 with n 6 n0 we have a
morphism of complexes Kosn(')! Kosn

0
(') by

x
 y 7! e[n
0�n]x
 y
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LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 135

at thepth step, wherex is an element of�n�pE andy of
Vp F .

COROLLARY (1.9) Under the assumption in(1:8) the morphism

Kosn(')! Kosn
0
(')

is a quasi-isomorphism ifrank (Coker(')) 6 n.
Proof.Easy from Lemma (1.6). 2

(1.10) In the situation as in (1.3), an increasing filtrationW on Kosn(') is defined
by

Wm Kosn(')p = 0 for m < 0

Wm Kosn(')p = image of �n�pE 
 ^mF 
 ^p�m'(E) in Kosn(')

for 0 6 m 6 p

Wm Kosn(')p = Kosn(')p for m > p

as in Steenbrink [13]. We easily see thatWm Kosn(') forms a subcomplex of
Kosn(').

(1.11) From now on, we assume that the base ringA is a field. So we use the
letterK instead ofA. We will treat the casesA = Q;R or C only in the following
sections. We denote the cokernel of' byC and the projectionF ! Coker(') = C
by �:F ! C. Moreover we assume that a direct sum decomposition

C =
kM
i=1

Ci (1.11.1)

is fixed. Under this assumption, we define aK-subspaceFi of F by

Fi = ��1

0
@M
j 6=i

Cj

1
A ; (1.11.2)

for everyi = 1; : : : ; k. Then the image of' is contained inFi for everyi, therefore
the morphism' can be viewed as a morphism fromE toFi for everyi. We denote
this morphism by'i. Then we have a commutative diagram with exact lines

E
'i - Fi -

L
j 6=iCj

- 0

E

wwwwwwwwwwww
'
- F
?

- C =
Lk

j=iCj

?

- 0
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136 TARO FUJISAWA

for everyi = 1; : : : ; k, where the vertical arrowsFi ! F and
L

j 6=iCj ! C =Lk
j=1Cj denote the inclusions.

(1.12) Under the assumption in (1.11), we define increasing filtrations on Kosn(')
as follows. A subspaceW (Ci)m Kosn(')p of Kosn(')p is defined by

W (Ci)m Kosn(')p = 0 for m < 0

W (Ci)m Kosn(')p = image of �n�pE 
^mF 
 ^p�mFi in Kosn(')p

for 0 6 m 6 p

W (Ci)m Kosn(')p = Kosn(')p for m > p

for every i = 1; : : : ; k. Then it is easy to see thatW (Ci)m Kosn(')p forms a
subcomplex of Kosn('). Thus we get increasing filtrationsW (Ci)’s on Kosn(').

(1.13) We set a subspacêF by F̂ = ��1(Ck). Then we can view the morphism
':E ! F as a morphism fromE to F̂ . We denote it bŷ'. Then we have an exact
sequence

E
'̂�! F̂ ! Ck ! 0:

Now we define another increasing filtration̂W on Kosn(') by

Ŵm Kosn(')p = 0 for m < 0

Ŵm Kosn(')p = image of �n�pE 
 ^mF 
 ^p�mF̂ in Kosn(')p

for 0 6 m 6 p

Ŵm KosnA(')
p = Kosn(')p for m > p

as before.

(1.14) Once we fix a splittingC ! F of �:F ! C, we have an identification

F ' '(E) � C = '(E)�
 

kM
i=1

Ci

!
:

Under the identification above the subspacesFi’s andF̂ are identified with

Fi ' '(E)�
0
@M
j 6=i

Cj

1
A

F̂ ' '(E) � Ck:
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Then we have the following identifications:

Kosn(')p ' �n�pE 

0
@ M
�+�1+���+�k=p

�̂

'(E) 

�1̂

C1 
 � � �
�k̂

Ck

1
A ;

Wm Kosn(')p ' �n�pE 


0
BB@ M

�+�1+���+�k=p

�1+���+�k6m

�̂

'(E)

�1̂

C1 
 � � �
�k̂

Ck

1
CCA ;

W (Ci)m Kosn(')p ' �n�pE 


0
BB@ M

�+�1+���+�k=p

�i6m

�̂

'(E) 

�1̂

C1 
 � � �
�k̂

Ck

1
CCA ;

Ŵm Kosn(')p ' �n�pE 


0
BB@ M

�+�1+���+�k=p

�1+���+�k�16m

�̂

'(E)

�1̂

C1 
 � � �
�k̂

Ck

1
CCA ;

for all i andm with 0 6 m 6 p.

LEMMA (1.15) We have 
kX
i=1

W (Ci)qi

!
\W (Ck)m =

kX
i=1

(W (Ci)qi \W (Ck)m)

onKosn(')p for everyp; q1; : : : ; qk andm.
Proof.Easy by taking a splittingC ! F as in (1.14). 2

LEMMA (1.16) We have 
kX
i=1

W (Ci)qi + Ŵq

!
\W (Ck)m

=
kX
i=1

(W (Ci)qi \W (Ck)m) + Ŵq \W (Ck)m

onKosn(')p for everyp; q; q1; : : : ; qk andm.
Proof.As above. 2

LEMMA (1.17) Under the assumption in(1:11) we have

Kosn�m('i)
p�m 


m̂

(F=Fi)
��! GrW (Ci)

m Kosn(')p; (1.17.1)
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for everyi = 1; : : : ; k and for everym; p. (Recall the convention in Definition
(1:3) for the casem > n.) More precisely, the isomorphism above is induced by
the morphism

�n�pE 

p�m̂

Fi 

m̂

F ! GrW (Ci)
m Kosn(')p;

defined by

x
 y 
 z 7! x
 (y ^ z) = (�1)m(p�m)x
 (z ^ y)modW (Ci)m+1;

wherex is an element of�n�pE, y of
Vp�m Fi andz of

Vm F .
Proof.Fixing a splitting, we can identifyF ' Fi �Ci. Then it is easy to prove

the conclusion. 2

PROPOSITION (1.18)For every integerm, the morphism(1:17:1) above induces
an isomorphism of complexes

Kosn�m('i)[�m]

m̂

(F=Fi)
��! GrW (Ci)

m Kosn('): (1.18.1)

Proof.Trivial from the lemma above. 2

LEMMA (1.19) By the isomorphism(1:18:1) above, we have

(W (Cj)l Kosn�m('i)[�m])

m̂

(F=Fi)
��!W (Cj)l GrW (Ci)

m Kosn(');

for everyi andj with i 6= j and for every integerl, whereW (Cj) on the right-hand

side denotes the induced filtration onGrW (Ci)
m Kosn(') fromW (Cj) on Kosn(')

andW (Cj) on the left-hand side is the filtration defined from the decomposition

Coker('i) =
M
j 6=i

Cj

in the same way as in(1.12).
Proof.Easy by fixing a splitting. 2

LEMMA (1.20) By the isomorphism(1:18:1) in Proposition(1:18), we have the
identification

(Wl Kosn�m('k)[�m])

m̂

(F=Fi)
��! Ŵl GrW (Ck)

m Kosn(');

whereŴ on the right-hand side is the induced filtration onGrW (Ck)
m Kosn(') from

Ŵ onKosn(') andW on the left-hand side is the filtration onKosn�m('k) defined
in the same way as in(1:10).
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LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 139

Proof.Easy by fixing a splitting. 2

(1.21) Once an elementt of F is given, a morphism Kosn(')p ! Kosn+1(')p+1

is defined by

x
 y 7! x
 t ^ y;
wherex is an element of�n�pE; y of

Vp F , thereforex 
 y is an element of
�n�pE 
 Vp F = Kosn(')p andx
 t ^ y is an element of�n�pE 
 Vp+1F =
Kosn+1(')p+1. We denote this morphism byt^ if there is no danger of confusion.
Then we can easily see that(t^)2 = 0. Moreover, we have

(t^) � d+ d � (t^) = 0;

where thed’s are the differentials of Kosn(') and Kosn+1(') at the appropriate
places.

(1.22) We have

(t^)(Wm Kosn(')p) �Wm+1Kosn+1(')p+1 (1.22.1)

(t^)(W (Ci)m Kosn(')p �W (Ci)m+1Kosn+1(')p+1 (1.22.2)

(t^)(Ŵm Kosn(')p) � Ŵm+1Kosn+1(')p+1; (1.22.3)

for everym, everyi and anyt 2 F . If t is contained in the subspace'(E), then
we have

(t^)(Wm Kosn(')p) �Wm Kosn+1(')p+1; (1.22.4)

if t 2 Fi, then

(t^)(W (Ci)m Kosn(')p) �W (Ci)m Kosn+1(')p+1; (1.22.5)

and if t 2 F̂ , then

(t^)(Ŵm Kosn(')p) � Ŵm Kosn+1(')p+1: (1.22.6)

(1.23) Here we list up all the assumptions which we need later. LetK be a field,E
andF beK-vector spaces and':E ! F aK-linear map. We denote the cokernel
of ' byC and the projectionF ! C by �. We assume the following:

(1.23.1)C is of finite dimension

(1.23.2) we are given a direct sum decomposition

C =
kM
i=1

Ci
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(1.23.3) we are given an elementti of F for everyi, such that�(ti) is a non-zero
element ofC contained in the subspaceCi

We setri = dimKCi andr = dimKC =
Pk

i=1 ri.

(1.24) Under the assumption in (1.23) we define the subspacesFi (i = 1; : : : ; k)
andF̂ of F , the morphisms'i:E ! Fi (i = 1; : : : ; k) and the weight filtrations
W;W (Ci)(i = 1; : : : ; k) andŴ on the complex Kosn(') as before. Notice that
the morphism'i:E ! Fi, Coker('i) =

L
j 6=iCj and tj for j 6= i satisfy the

conditions stated in (1.23) for everyi. The elementti is contained inFj for every
j 6= i by the definition (1.11.2) ofFj , andtk is contained inF̂ by the definition of
F̂ in (1.13). Therefore we have

(ti^)(W (Cj)m Kosn(')p) �W (Cj)m Kosn+1(')p+1;

for everyj 6= i and for everym as in (1.22.5) and

(tk)(Ŵm Kosn(')p) � Ŵm Kosn+1(')p+1;

for everym as in (1.22.6).

(1.25) From now on, we use multi-index notation. We denote theith unit vector
in Zk by ei. For an elementq = (q1; : : : ; qk) in Zk, we setjqj = Pk

i=1 qi. We fix
a non-negative integern. Under the assumptions in (1.23) we define aK-vector
spaceA(';n)p;q for an integerp and for an elementq of Zk by

A(';n)p;q = Kosn+jqj+k(')p+jqj+k=
kX
i=1

W (Ci)qiKosn+jqj+k(')p+jqj+k

for p 2 Z>0 andq 2 (Z>0)
k, and

A(';n)p;q = 0

if p < 0 or q 2 Zkn(Z>0)
k. Moreover, for the case thatn is negative we define

A(';n)p;q = 0. We have filtrations onA(';n)p;q induced from the filtrationsW ,
W (Ci) andŴ on Kosn+jqj+k(')p+jqj+k. We denote these filtrations by the same
lettersW ,W (Ci) andŴ by abuse of language. The differentiald of Kosn+jqj+k(')
induces a morphism

d0:A(';n)p;q ! A(';n)p+1;q:

Moreover, the morphism

ti ^ : Kosn+jqj+k(')p+jqj+k ! Kosn+jqj+k+1(')p+jqj+k+1
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induces a morphism

di:A(';n)p;q ! A(';n)p;q+ei ;

for everyi because of (1.24). It is easy to see that we have the following equalities:

(di)
2 = 0 for every i

di � dj + dj � di = 0 for every i and j with i 6= j;

which means that(A(';n)p;q) forms a(k + 1)-ple complex ofK-vector spaces.
The single complex associated to(A(';n)p;q) is denoted bysA(';n). As for the
filtrations, we have8>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>:

d0(WmA(';n)p;q �WmA(';n)p+1;q

di(WmA(';n)p;q) �Wm+1A(';n)p;q+ei

d0(W (Ci)mA(';n)p;q) �W (Ci)mA(';n)p+1;q

di(W (Ci)mA(';n)p;q) �W (Ci)m+1A(';n)p;q+ei

di(W (Cj)mA(';n)p;q) �W (Cj)mA(';n)p;q+ei for i 6= j

d0(ŴmA(';n)p;q � ŴmA(';n)p+1;q

di(ŴmA(';n)p;q) � Ŵm+1A(';n)p;q+ei

dk(ŴmA(';n)p;q � ŴmA(';n)p;q+ek :

(1.26) We define new filtrations onsA(';n) as follows. We set

LmsA(';n)s =
M

p+jqj=s

Wm+2jqj+kA(';n)p;q

L(Cj)msA(';n)s =
M

p+jqj=s

W (Cj)m+2qj+1A(';n)p;q for j = 1; : : : ; k

L̂msA(';n)s =
M

p+jqj=s

Ŵm+2jq̂j+k�1A(';n)p;q;

for everym ands, whereq̂ denotes the element(q1; : : : ; qk�1) of Zk�1 for a given
elementq = (q1; : : : ; qk) of Zk. Then it is easy to see thatL(Ck)m,Lm andL̂m
define filtrations on the complexsA(';n) by using (1.25.1).

LEMMA (1.27) We have

LmsA(';n)s =
X

�+�=m

L̂�sA(';n)s \ L(Ck)�sA(';n)s
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for everym ands.
Proof.Because of the equalities

LmsA(';n)s =
M

p+jqj=s

Wm+2jqj+kA(';n)p;q

and X
�+�=m

L̂�sA(';n)s \ L(Ck)�sA(';n)s

=
M

p+jqj=s

X
�+�=m

Ŵ�+2jq̂j+k�1A(';n)p;q \W (Ck)�+2qk+1A(';n)p;q

the following lemma implies the conclusion. 2

LEMMA (1.28) For everyp 2 Z>0 and everyq 2 (Z>0)
k, we have

WmA(';n)p;q =
X

�+�=m

Ŵ�A(';n)p;q \W (Ck)�A(';n)p;q;

for everym.
Proof.Easy by taking a splitting of�:F ! C. 2

COROLLARY (1.29) In the situation above the natural morphism

M
�+�=m

GrL̂�GrL(Ck)� sA(';n) ��! GrLmsA(';n);

is an isomorphism.
Proof.Easy from Lemma (1.27). 2

(1.30) In order to compute the left-hand side of the isomorphism above, we need
the following results.

DEFINITION (1.31) LetC be an abelian category,V an object ofC andE, F and
W subobjects ofV with the conditionF � E. Then the subobjectW (E=F ) of
E=F is defined as the image of the natural morphismW \E ! E=F .

LEMMA (1.32) (Zassenhaus’ Lemma)LetC be an abelian category,V an object
ofC, andE,F andW subobjects ofV with the conditionF � E. Then the natural
surjection

E=F ! E(V=W )=F (V=W )

comp4139.tex; 8/06/1995; 7:12; v.7; p.14

https://doi.org/10.1023/A:1000642525573 Published online by Cambridge University Press

https://doi.org/10.1023/A:1000642525573


LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 143

induces an isomorphism

(E=F )=W (E=F )
��! E(V=W )=F (V=W ):

Proof.Easy. 2

LEMMA (1.33) In the situation above, assume that another subobjectŴ is given.
If we have

(W + Ŵ ) \E =W \E + Ŵ \E

then

Ŵ (E=F )((E=F )=W (E=F ))
��! Ŵ (V=W )(E(V=W )=F (V=W ))

via the identification in the lemma above, where the left-hand side is the subobject
of(E=F )=W (E=F ) induced by the subobject̂W (E=F ) ofE=F and the right hand
side is the subobject ofE(V=W )=F (V=W ) induced by the subobject̂W (V=W ) of
V=W .

Proof.Easy. 2

LEMMA (1.34) LetC be an abelian category,V be an object ofC andE, F and
W1; : : : ;Wk subobjects ofV with the conditionF � E. If we have

(W1 + � � �+Wk) \E =W1 \E + � � �+Wk \E;

then the canonical projection

E=F ! E(V=(W1 + � � �+Wk))=F (V=(W1 + � � �+Wk));

induces an isomorphism

(E=F )=(W1(E=F ) + � � �+Wk(E=F ))

��! E(V=(W1 + � � �+Wk))=F (V=(W1 + � � � +Wk)):

Proof.Easy by Lemma (1.32). 2

LEMMA (1.35) We fix integersn and p with p 6 n. For an integerm with
m > ri = rankCi we have

W (Ci)m Kosn(')p = Kosn(')p:

Therefore ifm > rk then GrW (Ck)
m A(';n)p;q = 0 for everyn 2 Z>0, every

p 2 Z>0 and everyq 2 (Z>0)
k.
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Proof.Easy by taking a splitting of�:F ! C. 2

LEMMA (1.36) We fix non-negative integersn andp with p 6 n and an element
q = (q1; : : : ; qk) in (Z>0)

k. For an integerm withm > p+ qk we have

W (Ck)m Kosn+jqj+k(')p+jqj+k +
kX
i=1

W (Ci)qiKosn+jqj+k(')p+jqj+k

= Kosn+jqj+k(')p+jqj+k:

Therefore ifm > p+ qk + 1 then

W (Ck)m�1A(';n)p;q = A(';n)p;q

and

GrW (Ck)
m A(';n)p;q = 0:

Proof.As above. 2

COROLLARY (1.37) GrW (Ck)
m A(';n)p;q = 0 unlessqk < m 6 min(rk; p +

qk + 1).
Proof.Lemma (1.35) and Lemma (1.36) imply the second inequality. The first

inequality is trivial. 2

LEMMA (1.38) For non-negative integersn andp, for an elementq = (q1; : : : ; qk)
of (Z>0)

k and for an integerm with qk < m, the morphism(1:17:1) in Lemma
(1:17) induces an isomorphism

A('k;n+ qk + 1�m)p+qk+1�m;q̂ 

m̂

(F=Fk)! GrW (Ck)
m A(';n)p;q

whereq̂ denotes the element(q1; : : : ; qk�1) of Zk�1. Moreover, we have the fol-
lowing identification for the filtrations

WlA('k;n+ qk + 1�m)p+qk+1�m;q̂ 

m̂

(F=Fk) ' Ŵl GrW (Ck)
m A(';n)p;q;

via the isomorphism above, wherêW on the right-hand side is the filtration induced
byŴ onA(';n)p;q.

Proof. If the integerm does not satisfy the conditionm 6 min(rk; p+ qk+1),
we obtain the conclusion by Corollary (1.37). Because of Lemma (1.15) and Lemma
(1.34) we have

GrW (Ck)
m A(';n)p;q

' GrW (Ck)
m Kosn+jqj+k(')p+jqj+k

. kX
i=1

W (Ci)qi GrW (Ck)
m Kosn+jqj+k(')p+jqj+k

!
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and then obtain the first result by Lemma (1.17) and Lemma (1.19). The latter half
follows from Lemma (1.16), Lemma (1.20) and Lemma (1.33). 2

PROPOSITION (1.39)For a fixed non-negative integern, the morphism(1:18:1)
for i = k in Lemma(1:18) induces an isomorphism

M
l>max(0;��)

sA('k;n� � � l)[�� � 2l]

�+2l+1^

(F=Fk)! GrL(Ck)� sA(';n)

and an isomorphism

M
l>max(0;��)

L�sA('k;n� � � l)[�� � 2l]

�+2l+1^

(F=Fk)

! L̂� GrL(Ck)� sA(';n);

whereL̂ on the right-hand side is the filtration induced byL̂ onsA(';n).
Proof.Because

GrL(Ck)� sA(';n)s =
M

p+jqj=s

GrW (Ck)
�+2qk+1A(';n)p;q;

we get

GrL(Ck)� sA(';n)s '
M

l>max(0;��)
p+jq̂j=s�l

A('k;n� � � l)p���l;q̂ 

�+2l+1^

(F=Fk)

by Lemma (1.38) and by puttingl = qk. 2

THEOREM (1.40)For a fixed non-negative integern, we have an isomorphism

GrLmsA(';n) '
M

�+�=m
l>max(0;��)

GrL�sA('k;n� � � l)[�� � 2l]

�+2l+1^

(F=Fk)

induced from the isomorphism(1:17:1) in Lemma(1:17).
Proof.Corollary (1.29) and Proposition (1.39) imply the result. 2

(1.41) Assume that we are given the following data:
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(1.41.1) a commutative diagram ofK-vector spaces with exact lines

0 - G - E0 '0
- F 0 - C - 0

0 - G

wwwwwwwwwwww
- E
?

'
- F
?

- C

wwwwwwwwwwww
- 0

(1.41.2) a direct sum decomposition

C =
kM
i=1

Ci

(1.41.3) elementst0i of F 0 for i = 1; : : : ; k

such that the data'0:E0 ! F 0, Coker(') = C = �k
i=1Ci andt0i 2 F 0 satisfies the

conditions in (1.23). Then, settingti the images oft0i by the morphismF 0 ! F ,
the data':E ! F , Coker(') = C = �k

i=1Ci andti 2 F satisfies the conditions
in (1.23) too. Therefore we obtain two complexessA('0;n) andsA(';n) and the
morphism

sA('0;n)! sA(';n);

induced by the morphismsE0 ! E andF 0 ! F for a fixed non-negative integer
n.

PROPOSITION (1.42)In the situation above, the morphism above

sA('0;n)! sA(';n)

is a filtered quasi-isomorphism with respect to the filtrationsL on both sides.
Proof.We have to prove that the morphism

GrLmsA('
0;n)! GrLmsA(';n);

induced by the morphism in the statement is a quasi-isomorphism. We have iso-
morphisms

GrLmsA('
0;n) '

M
�+�=m

l>max(0;��)

GrL�sA('
0
k;n� � � l)[�� � 2l]


�+2l+1^
(F 0=F 0

k)
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and

GrLmsA(';n) '
M

�+�=m
l>max(0;��)

GrL�sA('k;n� � � l)[�� � 2l]

�+2l+1^

(F=Fk)

by Theorem (1.40). Under the identification above, the morphism GrL
msA('

0;n)!
GrLmsA(';n) in question is identified with the morphism which is a direct sum of
the tensor product of the morphism defined in the same way as GrL

msA('
0;n) !

GrLmsA(';n) for

E0 '0
k - F 0

k
-
Lk�1

i=1Ci
- 0

E
?

'k - Fk
?

-
Lk�1

i=1Ci

wwwwwwwwwww
- 0

and the isomorphism

�+2l+1^
(F 0=F 0

k)!
�+2l+1^

(F=Fk)

induced from the morphismF 0 ! F . Therefore we reduce the problem to the case
of k = 1 by induction onk. In the case ofk = 1, the double complexA(';n)p;q

is given by

A(';n)p;q = Kosn+q+1(')p+q+1=Wq Kosn+q+1(')p+q+1

and then we have

GrLmsA(';n) '
M

l>max(0;�m)

Kosn�m�l(')[�m� 2l]

m+2l+1^

C

for everym, where' is the morphismE ! '(E) induced from'. Because we
have the same result onsA('0;n) and because the isomorphism above is functorial,
we complete the proof by Corollary (1.7). 2

PROPOSITION (1.43)In addition to the assumption in(1:23), we assume that
the kernel of' is of dimension one. Once we fix a non-zero elemente of Ker(') we
have the morphism

Kosn(')! Kosn
0
(');
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defined in(1:8) for two integersn andn0 with n 6 n0. If the integern satisfies the
conditionn > r = dimKC, then the morphism

sA(';n)! sA(';n0);

induced by the morphism above is a filtered quasi-isomorphism with respect to the
filtrationsL on both sides.

Proof.Similarly to the proposition above, we can reduce the problem to the case
of k = 1. (Because the conditionsl > max(0;��), n� � � l < r� rk andn > r
implies the inequality� + 2l + 1> rk, and then we have

�+2l+1^
F=Fk = 0;

sincerk = dimK(F=Fk). Therefore we have

sA('k;n� � � l)[�� � 2l]

�+2l+1^

(F=Fk) = 0;

if n � � � l < r � rk = dimK Coker('k) for l > max(0;��). Therefore we
can regard the direct sum decomposition of GrL

msA(';n) and GrLmsA(';n0) in
the proof of the proposition above as the direct sums in which the indexl runs
through the integers with the conditionsl > max(0;��) andn��� l > r� rk =
dimK Coker('k). Thus the induction onk works.) For the case ofk = 1, we have

GrLmsA(';n) '
M

l>max(0;�m)

Kosn�m�l(')[�m� 2l]

m+2l+1^

C

and

GrLmsA(';n0) '
M

l>max(0;�m)

Kosn
0�m�l(')[�m� 2l]


m+2l+1^
C

where' is the morphismE ! '(E) induced by'. So we conclude the result by
Corollary (1.9). 2

2. A complex of sheaves of Q-vector spaces

(2.1) In this section we construct a complex of sheaves ofQ-vector spaces, which
will turn out to be the underlyingQ-structure of our cohomological complex in
Section 4, from the data(X;D1; : : : ;Dk; t1; : : : ; tk)whereX be a connected com-
plex manifold,D1; : : : ;Dk reduced simple normal crossing divisors with defining
functionst1; : : : ; tk.
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(2.2) LetX be a topological space,K a field and':E ! F a morphism of sheaves
of K-vector spaces onX. Then we can define a complex of sheaves onX in the
same way as in the last section, that is,

Kosn(')p = �n�pE 
K

p̂

F

at thepth step with 06 p 6 n. We define a filtrationW on Kosn(') similarly as
in the last section. We denote the cokernel of' byC as before. Once a direct sum
decomposition

C =
kM
i=1

Ci (2.2.1)

is fixed we obtain the filtrationsW (Ci) on Kosn(') as in the last section. If we fix
a global sectiont of the sheafF , in addition, we have a morphism

t^: Kosn(')p ! Kosn+1(')p+1;

as in (1.21).

(2.3) Assume, in addition, that we have a continuous mapf :Y ! X. Because the
inverse image functorf�1 commutes with taking the tensor product and taking the
wedge product, we have

f�1Kosn(') = Kosn(f�1') (2.3.1)

wheref�1': f�1E ! f�1F is the topological pull-back of the morphism'. For
the case that we have a direct sum decomposition (2.2.1), the cokernel off�1'
admits a direct sum decomposition

Coker(f�1') = f�1C =
kM
i=1

f�1Ci

because the functorf�1 is exact. Via the identification (2.3.1), the filtrationsf�1W
andf�1W (Ci) (i = 1; : : : ; k)on the left-hand side are identified with the filtrations
W andW (f�1Ci)on the right-hand side. We can easily see it by using the exactness
of the functorf�1.

(2.4) Let t be a global section of the sheafF as in (2.2). Since we have the
canonical morphismf�1:�(X;F ) ! �(Y; f�1F ), we obtain an elementf�1t of
�(Y; f�1F ) for an elementt of �(X;F ). Then we have a morphism

t^: Kosn(')p ! Kosn+1(')p+1
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onX and a morphism

(f�1t) ^: Kosn(f�1')! Kosn(f�1')

on Y . Via the identification (2.3) the last morphism is identified with the inverse
image of the former one, that is,

(f�1t)^ = f�1(t^):
(2.5) Now we assume that we are given the following data.

(2.5.1) A morphism of sheaves ofK-vector spaces':E ! F onX. We denote
the cokernel of' byC and the projectionF ! C by �.

(2.5.2) A direct sum decomposition

C =
kM
i=1

Ci

of the cokernel of'.

(2.5.3) Elementsti of �(X;F ) for i = 1; : : : ; k such that the germ�(ti)x is
contained in the subspace(Ci)x of the stalkCx for everyi at any pointx ofX, and
is not equal to zero if the stalk(Ci)x is not zero.

For a fixed non-negative integernwe define a(k+1)-ple complexAX(';n)p;q,
wherep is an integer andq is an element ofZk, in the same way as in the last
section, that is,

AX(';n)p;q = Kosn+jqj+k(')p+jqj+k=
kX
i=1

W (Ci)qiKosn+jqj+k(')p+jqj+k

for p 2 Z>0 andq = (q1; : : : ; qk) 2 (Z>0)
k. The associated single complex of the

(k + 1)-ple complexAX(';n)p;q is denoted bysAX(';n) as before. We define
three filtrationsL, L(Ck) andL̂ onsAX(';n) as in (1.26).

(2.6) If we are given a continuous mapf :Y ! X in addition, the dataf�1': f�1E
! f�1F , Coker(f�1') = f�1C = �k

i=1f
�1Ci andf�1ti 2 �(Y; f�1F ) satisfy

the conditions (2.5.1)–(2.5.3) because(f�1C)y = Cf(y) for every pointy of Y .
Then we have a(k+1)-ple complexAY (f

�1';n)p;q onY and the single complex
sAY (f

�1';n) associated to it onY . Then we have

f�1AX(';n)p;q = AY (f
�1';n)p;q

for everyp andq, and

f�1sAX(';n) = sAY (f
�1';n)
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by (2.3), (2.4) and the exactness of the functorf�1.

(2.7) LetX be a complex manifold andD a reduced simple normal crossing divisor
onX. We define a monoid sheafMX(D) onX by

MX(D) = j�O�
XnD \ OX ;

wherej is the open immersionXnD ,! X and the intersection is taken in the sheaf
j�OXnD. The sheafMX(D) is considered as a monoid sheaf by the multiplication
in OX . ThenO�

X is a monoid subsheaf ofMX(D). The abelian sheaf associated
to the monoid sheafMX(D) is denoted byMX(D)

gp. Then we have the following
exact sequence

0! O�
X !MX(D)gp ! (a1)�ZD1 ! 0;

whereD1 is the disjoint union of all the irreducible components of the divisorD,
andZD1 is the constant sheaf onD1 with valueZ. Composing the exponential
mapf 7! ef of OX to O�

X and the inclusionO�
X ,! MX(D)gp, we obtain a

morphism of abelian sheavese:OX ! MX(D)
gp. It is trivial that the kernel

of this morphism is the sheaf 2�
p�1Z. We setEX = OX 
Z Q(' OX) and

FX(D) =MX(D)gp
Z Q. Then we have a morphismEX ! FX(D) by tensoring
Q to the morphisme:OX !MX(D)

gp above. We denote it by'X(D). Moreover,
we denote the cokernel of'X(D) byCX(D) and the projectionFX(D)! CX(D)
by �X(D). Then we have an exact sequence

0! 2�
p�1Q ! EX

'X(D)�! FX(D)
�X(D)�! CX(D)! 0 (2.7.1)

and a natural isomorphismCX(D)! (a1)�QD1. For a fixed non-negative integer
nwe denote the Koszul complex Kosn('X(D)) simply by KosnX(D). The filtration
W on KosnX(D) defined as in (2.2) is denoted byWX(D).

(2.8) LetX be a complex manifold andD1; : : : ;Dk reduced simple normal crossing
divisors onX such thatD1+ � � �+Dk is a reduced simple normal crossing divisor
too. Then, settingD =

Pk
i=1Di, we apply the construction above toD. In this

case we have a direct sum decomposition

CX(D) =
kM
i=1

CX(Di): (2.8.1)

Then we have the filtrationW (CX(Di)) on the Koszul complex KosnX(D), which
is denoted byWX(Di) for everyi = 1; : : : ; k. Notice that we have

M
j 6=i

CX(Dj) = CX(D �Di)
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FX(D)i = �X(D)�1

0
@M
j 6=i

CX(Dj)

1
A = FX(D �Di)

for everyi = 1; : : : ; k and that the projectionFX(D)i ! L
j 6=iCX(Dj) induced

by the morphism�X(D) coincides with the morphism�X(D�Di):FX(D�Di)!
CX(D �Di).

(2.9) Moreover, we assume that we are given a global defining functionti of the
divisorDi for everyi. Then theti’s are global sections of the sheafMX(D). We
denote the images ofti’s in �(X;MX (D)

gp) or �(X;FX(D)) by the same letters
ti if there is no danger of confusion. Then the data

'X(D):EX ! FX(D)

Coker('X (D)) = C =
kM
i=1

CX(Di)

ti 2 �(X;FX (D)) for i = 1; : : : ; k

satisfy the conditions (2.5.1)–(2.5.3). Therefore we have a complex of sheaves of
Q-vector spacesAX('X(D);n)p;q andsAX('X (D);n)onX as in the last section.
We denote them byAX(D1; : : : ;Dk;n)p;q andsAX(D1; : : : ;Dk;n) respectively.
We denote the filtrationsL,L(CX(Dk)) andL̂ onsAX(D1; : : : ;Dk;n) byLX(D),
LX(Dk) andL̂X respectively.

(2.10) In addition, we assume that we are given a reduced simple normal crossing
divisorY onX such that the divisorD + Y is a reduced simple normal crossing
divisor onX again. Now we fix a non-negative integerm, and denote the canonical
morphismam:Y m ! X simply bya (see (0.5)). On the complex manifoldY m

we have reduced simple normal crossing divisorsD1 \ Y m; : : : ; Dk \ Y m such
that the sumD \ Y m = D1 \ Y m + � � � + Dk \ Y m is again a reduced simple
normal crossing divisor onY m. Moreover, if we have the global defining functions
ti’s of Di’s, then thea�ti’s are the global defining functions ofDi \ Y m. Thus
we have KosnYm(D \ Y m),AYm(D1\ Y m; : : : ;Dk \ Y m;n)p;q andsAYm(D1\
Y m; : : : ;Dk \ Y m;n) onY m.

(2.11) It is clear that the morphisma�1OX ! OYm induces a morphisma�1MX(D)
! MYm(D \ Y m) of monoid sheaves onY m. It is easy to see that we have a
commutative diagram

a�1OX
- a�1MX(D)gp

OYm

?

- MYm(D \ Y m)gp
?
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and that the two horizontal arrows have the same kernel and cokernel. Tensoring
Q with the above diagram we have

a�1EX
a�1'X(D)

- a�1FX(D)

EYm

?
'Ym (D\Ym)

- FYm(D \ Y m)
?

and the two horizontal arrowsa�1'X(D) and'Y m(D\Y m) have the same kernel
2�
p�1QYm and the same cokernela�1CX(D) = CYm(D \ Y m). Therefore we

obtain the morphism

a�1 KosnX(D) = Kosn(a�1'X(D))! KosnYm(D \ Y m); (2.11.1)

from the commutative diagram above for every non-negative integern. It is easy to
see that these morphisms satisfy the conditions in (1.41). Therefore the morphism

a�1sAX(D1; : : : ;Dk;n)! sAYm(D1 \ Y m; : : : ;Dk \ Y m;n)

induced from the morphism (2.11.1) is a filtered quasi-isomorphism with respect
to the filtrationa�1LX(D) on the left-hand side and the filtrationLYm(D \ Y m)
on the right hand side by applying Proposition (1.42) and by (2.6). Becausea is a
finite morphism, we have a filtered quasi-isomorphism

a�(a
�1sAX(D1; : : : ;Dk;n))! a�(sAYm(D1 \ Y m; : : : ;Dk \ Y m;n));

with respect to the filtrationa�(a�1LX(D)) on the left anda�LYm(D \ Y m) on
the right. On the other hand, we easily see that the canonical morphism

sAX(D1; : : : ;Dk;n)! a�(a
�1sAX(D1; : : : ;Dk;n))

induces an isomorphism

sAX(D1; : : : ;Dk;n)

m̂

CX(Y )! a�(a
�1sAX(D1; : : : ; Dk;n))

and that the filtrationLX(D) 
 VmCX(Y ) on the left-hand side corresponds to
the filtrationa�(a�1LX(D)) on the right via the isomorphism above. Therefore we
have a filtered quasi-isomorphism

sAX(D1; : : : ;Dk;n)

m̂

CX(Y )! a�(sAYm(D1 \ Y m; : : : ;Dk \ Y m;n));
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with respect to the filtrationLX(D)
Vm CX(Y ) on the left anda�LYm(D\Y m)
on the right.

(2.12) In addition to the assumption in (2.11) above, assume that we have a global
defining functionuofY onX. Then a(k+2)-ple complexAX(D1; : : : ;Dk; Y ;n)p;q

is defined for a non-negative integern. We also have the complexsAX(D1; : : : ;Dk,
Y ;n) associated to the(k + 2)-ple complexAX(D1; : : : ;Dk; Y ;n)p;q.

(2.13) We abbreviateAX(D1; : : : ; Dk; Y ;n)p;q and sAX(D1; : : : ;Dk; Y ;n) as
AX(n) andsAX(n) respectively for a while. We use the similar abbreviation for
AYm(D1 \ Y m; : : : ;Dk \ Y m;n) andsAYm(D1 \ Y m; : : : ;Dk \ Y m;n). By
combining the results above and Theorem (1.40) we obtain the following.

PROPOSITION (2.14)We have a quasi-isomorphism

GrLXm sAX(n)!
M

�+�=m
l>max(0;��)

Gr
L
Y �+2l+1

� a�(sAY �+2l+1(n� � � l)[�� � 2l]);

wherea denotes the morphisma�+2l+1 for everyl and�.

3. Differential forms with logarithmic poles

(3.1) In this section we collect the results on differential forms with logarithmic
poles which we need later. LetX be a complex manifold andY a reduced simple
normal crossing divisor onX. We denote by
p

X(logY ) the sheaf ofp-forms with
logarithmic poles alongY . The weight filtration defined in Deligne [2] is denoted
byWX(Y ).

DEFINITION (3.2) LetX be a complex manifold andY andZ reduced simple
normal crossing divisors onX such thatY + Z is again a reduced simple normal
crossing divisor onX. (We permitY = 0 orZ = 0.) Then we define an increasing
filtrationWX(Y ) on
p

X(log(Y + Z)) by

WX(Y )m

p
X(log(Y + Z))

= the image of
p�m
X (logZ)
 
m

X(log(Y + Z)) in 
p
X(log(Y + Z))

and call it the weight filtration with respect toY . It is easy to see that the subsheaves
(WX(Y )m


p
X(log(Y + Z))) form a subcomplex of
�

X(log(Y + Z)).

(3.3) LetX be a complex manifold andY andD reduced simple normal crossing
divisors onX such thatD + Y is a reduced simple normal crossing divisor too.
For an element� of SNm, whereN is the number of the irreducible components of
Y andm is an integer with 16 m 6 N , we have a morphism of sheaves


p
Y�
(logD \ Y�)! GrWX(Y )

m 
p+m
X (log(D + Y ));
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defined in El Zein [4] for everyp. Taking the direct sum of the morphisms above,
we have an isomorphism

(am)�

p
Ym(logD \ Y m)! GrWX(Y )

m 
p+m
X (log(D + Y ))

(for the proof, see El Zein [4] or Deligne [2]). The inverse of this isomorphism is
called the residue isomorphism with respect toY . For an integermwith 1 6 m 6 p,

ResYm: GrWX(Y )
m 
p

X(log(D + Y ))! (am)�

p�m
Ym (logD \ Y m);

denotes the residue isomorphism with respect toY . For an element� 2 SNm,

ResY� : GrWX(Y )
m 
p

X(log(D + Y ))! 
p�m
Y�

(logD \ Y�)

denotes the corresponding direct summand of the isomorphism ResY
m. For the case

of m = 0, we have an isomorphism

GrWX(Y )
0 
p

X(log(D + Y ))! 
p
X(logD)

also called the residue isomorphism with respect toY and denoted by ResY0 . We can
easily see that the weight filtrationWYm(D\Y m)l


p
Ym(logD\Y m) is identified

with the filtrationWX(D)l GrWX(Y )
m 
p+m

X (log(D + Y )), which is induced by
WX(D)l on 
p+m

X (log(D + Y )). In the case that the simple normal crossing
divisorD is written as the sum of two simple normal crossing divisors, that is,D =
D1+D2 by simple normal crossing divisorsD1 andD2, it is easy to see, as before,
that the weight filtrationWYm(Di \ Y m)l


p
Ym(logD \ Y m) is identified via the

residue isomorphism above, with the filtrationWX(Di)l GrWX(Y )
m 
p+m

X (log(D +

Y )) which is induced from the filtrationWX(Di)l on
p+m
X (log(D1 +D2 + Y ))

for i = 1;2.

(3.4) Now we assume that we are given a global defining functionu of Y onX.
Then the wedge product withdu=u defines a morphism

du

u
^ :
p

X(log(D + Y ))! 
p+1
X (log(D + Y ))

for everyp, that is,
�
du

u
^
�
(!) =

du

u
^ !

for a local section! of 
p
X(log(D + Y )). Then we easily see

�
du

u
^
�
(WX(Y )m


p
X(log(D + Y ))) �WX(Y )m+1


p+1
X (log(D + Y ))
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�
du

u
^
�
(WX(D)m


p
X(log(D + Y ))) �WX(D)m


p+1
X (log(D + Y ))

for everyp andm. In the case thatD = D1 + D2 with reduced simple normal
crossing divisorsD1 andD2, we obtain the same result as the second one forDi

for i = 1;2 instead ofD. Moreover, we have the equality

d �
�
du

u
^
�
+

�
du

u
^
�
� d = 0

whered denotes the derivationd on the complex of the sheaves of the logarithmic
forms
�

X(log(D + Y )).

(3.5) Now we study properties of the stalk of the sheaf of logarithmic differen-
tial forms at a given pointx. So, we may assume the following: LetX be the
polydisk in CN+N 0

and a pointx the origin. We denote the coordinate func-
tions byz1; : : : ; zN ; zN+1; : : : ; zN+N 0 . Let Yi be a divisor onX defined by the
function zi for i = 1; : : : ; N andY =

PN
i=1Yi. Moreover, letD be a reduced

simple normal crossing divisor onX defined by the functionzi1 � � � zil with
N + 1 6 i1 < � � � < il 6 N + N 0. In the situation above, for an element
� = (�1; : : : ; �m) of SNm, the closed subspaceY� of X is defined by the func-
tions z�1; : : : ; z�m . Therefore,X is isomorphic to the product ofY� and them-
dimensional polydisk, and then we have a projection

��:X ! Y�:

So we have a restriction morphism

���:
p
X(logD)x ! 
p

Y�
(logD \ Y�)x

induced by the inclusion��:Y� ,! X and a morphism

���:
p
Y�
(logD \ Y�)x ! 
p

X(logD)x

induced by the projection��. Trivially the composite(���) � (���) is equal to the
identity. It is also trivial that we have

(���)WY�(D \ Y�)l
p
Y�
(logD \ Y�)x �WX(D)l


p
X(logD)x:

In the case thatD is written in the formD = D1+D2 with simple normal crossing
divisorsD1 andD2, we also have

(���)WY�(Di \ Y�)l
p
Y�
(logD \ Y�)x �WX(Di)l


p
X(logD)x:

for i = 1, 2.
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(3.6) Letpbe a positive integer,man integer with 16m 6 pand� = (�1; : : : ; �m)
an element ofSNm. We define a morphism

sY� : GrWX(Y )
m 
p

X(log(D + Y ))x ! 
p
X(log(D + Y ))x

as follows. We have the residue morphism

ResY� : GrWX(Y )
m 
p

X(log(D + Y ))x ! 
p�m
Y�

(logD \ Y�)x

and the morphism

���:
p�m
Y�

(logD \ Y�)x ! 
p�m
X (logD)x:

Then for an element! of GrWX(Y )
m 
p

X(log(D + Y ))x we get an element��� �
ResY� (!)of
p�m

X (logD)x. Thus, we define an elementsY� (!)of
p
X(log(D+Y ))x

for an element! of GrWX(Y )
m 
p

X(log(D + Y ))x by

sY� (!) = (��� � ResY� (!)) ^
dz�1

z�1

^ � � � ^ dz�m
z�m

:

Moreover, we set

sYm =
X
�2SNm

sY� : GrWX(Y )
m 
p

X(log(D + Y ))x ! 
p
X(log(D + Y ))x

then it is trivial that the image ofsYm is contained inWX(Y )m

p
X(log(D + Y ))x

and thatsYm is a section of the canonical projectionWX(Y )m

p
X(log(D+Y ))x !

GrWX(Y )
m 
p

X(log(D + Y ))x. Therefore, we obtain a direct sum decomposition


p
X(log(D + Y ))x '

pM
m=0

GrWX(Y )
m 
p

X(log(D + Y ))x (3.6.1)

and then we have


p
X(log(D + Y ))x '

pM
m=0

((am)�

p�m
Ym (logD \ Y m))x; (3.6.2)

by using the residue isomorphism. Via the identification above we have

WX(Y )l

p
X(log(D + Y ))x '

lM
m=0

((am)�

p�m
Ym (logD \ Y m))x (3.6.3)
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and

WX(D)l

p
X(log(D + Y ))x

'
pM

m=0

((am)�WYm(D \ Y m)l

p�m
Ym (logD \ Y m))x: (3.6.4)

In the case thatD is equal to a sum of two simple normal crossing divisorsD1 and
D2, that isD = D1 +D2, then the second isomorphism holds forDi instead ofD
for i = 1, 2.

COROLLARY (3.7) LetX be a complex manifold,Y andD1; : : : ; Dk reduced
simple normal crossing divisors onX such thatD1 + � � � +Dk + Y is a reduced
simple normal crossing divisor too. We putD = D1 + � � � + Dk for simplicity.
Then we have an equality

 
kX
i=1

WX(Di)qi

!
\WX(Y )m =

kX
i=1

(WX(Di)qi \WX(Y )m)

on
p
X(log(D + Y )) for integersp,m, andqi (i = 1; : : : ; k).

Proof. It is sufficient that we prove the equality above for every stalk. On the
stalk we have the direct sum decomposition (3.6.1), which implies the result.2

COROLLARY (3.8) In the situation above, we have 
kX
i=1

WX(Di)qi +WX(D)q

!
\WX(Y )m

=
kX
i=1

(WX(Di)qi \WX(Y )m) +WX(D)q \WX(Y )m

on
p
X(log(D + Y )) for integersp; q;m andqi (i = 1; : : : ; k).

Proof.As above. 2

COROLLARY (3.9) Under the assumption in Corollary(3:7)we have an equality 
kX
i=1

WX(Di)qi +WX(Y )q

!
\WX(Y )m

=
kX
i=1

(WX(Di)qi \WX(Y )m) +WX(Y )q \WX(Y )m

on
p
X(log(D + Y )) for integersp; q;m andqi (i = 1; : : : ; k).
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Proof.Easy from Corollary (3.7). 2

COROLLARY (3.10) Under the assumption in Corollary(3:7), we have

 
kX
i=1

WX(Di)qi +WX(Y )q +WX(D)l

!
\WX(Y )m

=
kX
i=1

(WX(Di)qi \WX(Y )m)

+WX(Y )q \WX(Y )m +WX(D)l \WX(Y )m

on
p
X(log(D + Y )) for integersp; q;m; l andqi (i = 1; : : : ; k).

Proof.Easy from Corollary (3.8). 2

(3.11) LetX be a complex manifold andD1; : : : ;Dk reduced simple normal
crossing divisors onX such thatD =

Pk
i=1Di is a reduced simple normal crossing

divisor onX too. We define anOX -moduleBX(D1; : : : ;Dk)
p;q by

BX(D1; : : : ;Dk)
p;q = 


p+jqj+k
X (logD)=

 
kX
i=1

WX(Di)qi

!

for p 2 Z>0 andq = (q1; : : : ; qk) 2 (Z>0)
k, and by

BX(D1; : : : ;Dk)
p;q = 0

if p < 0 orq 2 Zkn(Z>0)
k. We denote the induced filtrations onBX(D1; : : : ; Dk)

p;q

from the filtrationsWX(D) andWX(Di) (i = 1; : : : ; k) on
p+jqj+k
X (log(D+Y ))

by the same symbolsWX(D) andWX(Di). Then we have

WX(Dk)mBX(D1; : : : ; Dk)
p;q

=

�
0 if m 6 qk
BX(D1; : : : ;Dk)

p;q if m > p+ qk + 1;
(3.11.1)

for everyp andq. The first case is trivial and the second can be seen by counting
the number of poles.

(3.12) In addition to the assumption in (3.11), we assume that we are given defining
functionsti of Di overX for all i. Then we define morphisms

dti
ti
^:
p

X(logD)! 
p+1
X (logD)
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as in (3.4) for everyp. By the conditions on the weight filtrationsWX(Di)’s in
(3.4) these morphisms induce morphisms

di =
dti
ti
^:BX(D1; : : : ;Dk)

p;q ! BX(D1; : : : ;Dk)
p;q+ei

for i = 1; : : : ; k and for everyp 2 Z andq 2 Zk. On the other hand the differential

d:
p
X(logD)! 
p+1

X (logD)

induces a morphism

d0:BX(D1; : : : ;Dk)
p;q ! BX(D1; : : : ;Dk)

p+1;q

for everyp andq. Then we can easily see that

(BX(D1; : : : ;Dk)
p;q; d0; d1; : : : ; dk)p2Z;q2Zk

forms a (k + 1)-ple complex ofOX-modules. We denote the single complex
associated to the(k + 1)-ple complex above bysBX(D1; : : : ;Dk).

(3.13) We define a decreasing filtrationFX and increasing filtrationsLX(D) and
LX(Di) (i = 1; : : : ; k) onsBX(D1; : : : ;Dk) by

F p
XsBX(D1; : : : ;Dk)

n =
M

p0+jqj=n

p0>p

BX(D1; : : : ;Dk)
p0;q

LX(D)msBX(D1; : : : ;Dk)
n =

M
p+jqj=n

WX(D)m+2jqj+kBX(D1; : : : ;Dk)
p;q

LX(Di)msBX(D1; : : : ;Dk)
n =

M
p+jqj=n

WX(Di)m+2qi+1BX(D1; : : : ;Dk)
p;q:

We can easily see that the definition above actually defines filtrations by complexes
onsBX(D1; : : : ;Dk) by easy computation.

(3.14) For the simplicity of the subscript we shift the indexk to k + 1 and denote
Dk+1 by Y for a while. Therefore the indexq of BX(D1; : : : ;Dk; Y )

p;q runs
through the setZk+1 and thenBX(D1; : : : ;Dk; Y )

p;q becomes a(k+2)-ple com-
plex. In this situation we also consider the filtrationWX(D)onB(D1; : : : ; Dk; Y )

p;q

induced by the filtrationWX(D) on
p+jqj+k+1
X (log(D + Y )). Moreover we also

consider the filtrationLX(D) onsBX(D1; : : : ;Dk; Y ) defined by

LX(D)msBX(D1; : : : ;Dk; Y )
n

=
M

p+jqj=n

WX(D)m+2jq̂j+kBX(D1; : : : ;Dk; Y )
p;q;
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whereq̂ is an element(q1; : : : ; qk) of Zk for an elementq = (q1; : : : ; qk; qk+1) of
Zk+1.

PROPOSITION (3.15)Under the assumption above, we have the canonical iso-
morphism

GrWX(Y )
m BX(D1; : : : ;Dk; Y )

p;q

'
�
(am)�BYm(D1 \ Y m; : : : ;Dk \ Y m)p+qk+1+1�m;q̂ if m > qk+1

0 if m 6 qk+1

for everyp 2 Z>0 and q = (q1; : : : ; qk+1) 2 (Z>0)
k+1. Moreover, the filtration

WX(D)l on the left-hand side is identified with the filtrationWYm(D \ Y m)l on
the right-hand side via the identification above.

Proof. It is sufficient to prove the caseqk+1 < m 6 p+ qk+1 + 1 by (3:11:1).
In this case we have

GrWX(Y )
m BX(D1; : : : ;Dk; Y )

p;q

' GrWX(Y )
m 


p+jqj+k+1
X (log(D + Y ))

. kX
i=1

WX(Di)qi +WX(Y )qk+1

!

by using Lemma (1.34) and Corollary (3.9), whereWX(Di) andWX(Y ) above

denote the induced filtrations on GrWX(Y )
m 


p+jqj+k+1
X (log(D+Y )) from the filtra-

tionsWX(Di) andWX(Y ) on
p+jqj+k+1
X (log(D+Y )). Then we can easily obtain

the first part by the residue isomorphism. Lemma (1.33) and Corollary (3.10) imply
the second part. 2

PROPOSITION (3.16)In the situation above, we have

WX(D + Y )m =
X

�+�=m

WX(D)� \WX(Y )�

onBX(D1; : : : ;Dk; Y )
p;q for everyp, q andm.

Proof. It is easy to see that the equality

WX(D + Y )m

p
X(log(D + Y ))

=
X

�+�=m

WX(D)�

p
X(log(D + Y )) \WX(Y )�


p
X(log(D + Y ))

(3.16.1)

holds. Therefore we have

WX(D + Y )m �
X

�+�=m

WX(D)� \WX(Y )� ;
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onBX(D1; : : : ;Dk; Y )
p;q for everyp; q andm. In order to prove

WX(D + Y )m �WX(D)� \WX(Y )� ;

onBX(D1; : : : ;Dk; Y )
p;q for everyp; q;m and�; � with�+� = m, it is sufficient

to prove 
WX(D)� +

kX
i=1

WX(Di)qi +WX(Y )qk+1

!
\WX(Y )�

�WX(D)� \WX(Y )� +
kX
i=1

WX(Di)qi +WX(Y )qk+1;

on 
p
X(log(D + Y )) for every p; q; � and� by the definition ofBX(D1; : : : ;

Dk; Y )
p;q and by (3.16.1). This is trivial from Corollary (3.10). Thus, we complete

the proof. 2

(3.17) From now on, we denoteBX(D1; : : : ;Dk; Y )
p;q andBYm(D1 \ Y m; : : : ;

Dk \ Y m)p;q by Bp;q
X andBp;q

Ym respectively for every integerm for simpli-
city. We use the similar abbreviation forsBX(D1; : : : ; Dk; Y ) andsBYm(D1 \
Y m; : : : ;Dk \ Y m).

PROPOSITION (3.18)In the situation above, we have

LX(D + Y )msBX =
X

�+�=m

LX(D)�sBX \ LX(Y )�sBX :

Therefore, we have the canonical isomorphism

M
�+�=m

GrLX(D)
� GrLX(Y )

� sBX ' GrLX(D+Y )
m sBX

Proof.The first equality follows from Proposition (3.16) easily. Then we obtain
the second one as Corollary (1.29). 2

LEMMA (3.19) We have an isomorphism

GrLX(Y )
� sBX '

M
l>max(0;��)

a�sBY �+2l+1[�� � 2l];

under which the filtrationLX(D) induced on the left-hand side is identified with
the filtrationM

l>max(0;��)

a�LY �+2l+1(D \ Y �+2l+1);
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on the right-hand side. Moreover the filtrationFX on the left is identified with the
filtrationM

l>max(0;��)

a�FY �+2l+1[�� � l];

on the right.
Proof.By Proposition (3.15), we have

GrLX(Y )
� sBn

X =
M

p+jqj=n

GrWX(Y )
�+2qk+1+1B

p;q
X

'
M

p+jq̂j+l=n
l>max(0;��)

a�B
p���l;q̂
Y �+2l+1

under which the filtrationLX(D) induced on the left is identified with the filtration

M
l>max(0;��)

a�LY �+2l+1(D \ Y �+2l+1)

on the right. Then we obtain the result easily. 2

THEOREM (3.20)We have an isomorphism

GrLX(D+Y )
m sBX '

M
�+�=m

l>max(0;��)

a�(Gr
L
Y �+2l+1(D\Y �+2l+1)

� sBY �+2l+1[�� � 2l]):

Moreover the filtrationFX on the left-hand side is identified with the filtrationM
�+�=m

l>max(0;��)

a�FY �+2l+1[�� � l]

on the right-hand side.
Proof.We computed the left-hand side of the identification in Proposition (3.18).

Then the result is easily obtained by the lemma above. 2

4. Construction of a cohomological mixed Hodge complex

(4.1) In this section we work in the following situation: LetS be thek-dimensional
polydisc with the coordinate functionst1; : : : ; tk. The divisor defined by the func-
tion ti is denoted byTi for everyi = 1; : : : ; k and the divisor

Pk
i=1Ti by T , that

is, T =
Pk

i=1 Ti. Let X be a connected complex manifold of dimensiond. We
consider a surjective morphismf :X ! S satisfying the following conditions
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(4.1.1)f is smooth overSnT
(4.1.2) the divisorDi = f�Ti is a reduced simple normal crossing divisor onX
for everyi = 1; : : : ; k

(4.1.3) the divisorD =
Pk

i=1Di = f�T is a reduced simple normal crossing
divisor too.

The morphismf :X ! S above is written, locally onX, in the form

f�ti = xri�1+1 � � � xri ;

for everyi = 1; : : : ; k by an appropriate local coordinate(x1; : : : ; xd) onX where
r0; r1; : : : ; rk are integers with 0= r0 < r1 < � � � < rk 6 d. Therefore the
morphismf is flat because every fiber is of the same dimension. In this case we
denote the functionsf�ti simply byti if there is no danger of confusion.

(4.2) For the morphismf :X ! S given above, the dataX;D1; : : : ; Dk and the
functionst1 : : : ; tk onX satisfies the assumptions in Sections 2 and 3. Therefore
we have a complex of sheaves ofQ-vector spaces

sAX(D1; : : : ;Dk;n);

for a fixed non-negative integern and a complex of sheaves ofC-vector spaces

sBX(D1; : : : ;Dk);

onX.

(4.3) In the situation above, we have a morphism dlog of monoid sheaves

dlog:MX(D)! 
1
X(logD)

sending a local sectiona of MX(D) � OX to a meromorphic 1-formda=a which
is easily seen to be a local section of
1

X(logD). The morphism of abelian sheaves

MX(D)gp ! 
1
X(logD)

associated to the morphism above is denoted by the same symbol dlog. Notice that
we have a commutative diagram

OX
e
- MX(D)gp

OX

wwwwwwwwwwww
d
- 
1

X(logD)

dlog

?

comp4139.tex; 8/06/1995; 7:12; v.7; p.36

https://doi.org/10.1023/A:1000642525573 Published online by Cambridge University Press

https://doi.org/10.1023/A:1000642525573


LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 165

where the morphisme is the composite of the exponential mapOX ! O�
X and

the inclusionO�
X 7! MX(D)gp as defined in (2.7). From the diagram above, we

obtain a commutative diagram

EX
'X(D)

- FX(D)

OX

?
d
- 
1

X(logD)

?

whereEX = OX 
Z Q(' OX) andFX(D) = MX(D)
gp 
Z Q as in (2.7). We

denote the vertical morphism on the left by�:EX ! OX and the one on the right
by �:FX(D)! 
1

X(logD).

(4.4) We define a morphism ofQ-sheaves

�X(D): KosnX(D)
p ! 
p

X(logD);

for everyp by

�X(D)(a
[l1]
1 � � � a[lk]k 
 b1 ^ � � � ^ bp)

=
1

l1! � � � lk!
�(a1)

l1 � � ��(ak)lk�(b1) ^ � � � ^ �(bp)

wherel1; : : : ; lk are integers with
Pk

i=1 li = n�p, a1; : : : ; ak local sections ofEX
andb1; : : : ; bp local sections ofFX(D). Then we can easily see the equality

d � �X(D) = �X(D) � d
at everyp, which means that we have a morphism Kosn

X(D) ! 
�
X(logD)

of complexes ofQ-sheaves onX, which is denoted by�X(D) again. By the
construction above, it is easy to see that the morphism�X(D) preserves the
filtrationsWX(D) andWX(Di) on both sides defined in Sections 2 and 3. Then
the morphism�X(D) induces a morphism

 X(D1; : : : ;Dk):AX(D1; : : : ;Dk;n)p;q ! BX(D1; : : : ;Dk)
p;q;

for a fixed non-negative integern. Now it is easy to see the equality

di �  X(D1; : : : ;Dk) =  X(D1; : : : ;Dk) � di;

for everyi. Therefore we obtain the morphism of(k + 1)-ple complexes

 X(D1; : : : ;Dk):AX(D1; : : : ;Dk;n)p;q ! BX(D1; : : : ;Dk)
p;q
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and then the morphism of complexes

s X(D1; : : : ;Dk): sAX(D1; : : : ;Dk;n)! sBX(D1; : : : ;Dk)

which preserves the filtrationsLX(D) andLX(Di)’s for all i on both sides.

(4.5) Now we shift the indexk to k + 1 and denoteDk+1 by Y as before. We fix a
non-negative integerm and denote the canonical morphism

am:Y m ! X

simply bya. Because we have an isomorphism

Kosn�mX (D)p�m 

m̂

CX(Y )! GrWX(Y )
m KosnX(D + Y )p

by Lemma (1.17) and an isomorphism

Kosn�mX (D)p�m 

m̂

CX(Y )! a�(a
�1 Kosn�mX (D)p�m)

by the projection formula, we obtain an identification

GrWX(Y )
m KosnX(D + Y )p ' a�(a

�1Kosn�mX (D)p�m)

via these isomorphisms. Moreover we have a morphism

a�(a
�1 Kosn�mX (D)p�m)! a�(Kosn�mYm (D \ Y m)p�m)

as in (2.11). So we have a morphism

GrWX(Y )
m KosnX(D + Y )p ! a�(Kosn�mYm (D \ Y m)p�m)

by the identification above.

LEMMA (4.6) We have the following commutative diagram

GrWX(Y )
m KosnX(D + Y )p

Grm(�X (D+Y ))
- GrWX(Y )

m 
p
X(log(D + Y ))

a�(Kosn�mYm (D \ Y m)p�m)
?

a�(�Y m(D\Ym))
- a�


p�m
Ym (logD \ Y m);

?

where the vertical arrow on the left is the morphism above and the one on the right
is the residue isomorphism.

comp4139.tex; 8/06/1995; 7:12; v.7; p.38

https://doi.org/10.1023/A:1000642525573 Published online by Cambridge University Press

https://doi.org/10.1023/A:1000642525573


LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 167

Proof.Easy by direct computation. 2

(4.7) Now we come to one of the main points of this article. In the situation in (4.1)
we obtained the following data:

(4.7.1) a complex of sheaves ofQ-vector spaces

sAX(D1; : : : ;Dk;n)

with an increasing filtrationLX(D)

(4.7.2) a complex of sheaves ofC-vector spaces

sBX(D1; : : : ;Dk)

with an increasing filtrationLX(D) and with a decreasing filtrationFX

(4.7.3) a morphism of complexes

s X(D1; : : : ;Dk): sAX(D1; : : : ;Dk;n)! sBX(D1; : : : ;Dk)

for a non-negative integern.

THEOREM (4.8) Letf :X ! S be a morphism satisfying the conditions in(4:1).
Assume, in addition, that all the irreducible components of the divisorsDi are
Kähler and that the morphismf is proper. Then the data(4:7:1)–(4:7:3) above
form aQ-cohomological mixed Hodge complex overX if the integern is greater
than or equal tod, the dimension ofX.

Proof.We prove it by induction onk. For the case ofk = 1, the result is proved
by Steenbrink in [12] and [13]. Now we proceed to the induction step. So we shift
the index fromk to k + 1 and denote the divisorDk+1 by Y as before. We write
sAX(n), sBX ands X instead ofsAX(D1; : : : ;Dk; Y ;n), sBX(D1; : : : ;Dk; Y )
ands X(D1; : : : ;Dk; Y ), and similarlysAYm(n), sBYm ands Ym instead of
sAYm(D1\Y m; : : : ;Dk\Y m;n),sBYm(D1\Ym; : : : ; Dk\Y m)ands Ym(D1\
Y m; : : : ;Dk\Y m) for simplicity. Moreover, the filtrationLX(D+Y ) onsAX(n)
or sBX is denoted byLX and the filtrationLYm(D \ Y m) onsAYm(n) or sBYm

byLYm for simplicity. We have a filtered quasi-isomorphism

GrLXm sAX(n)!
M

�+�=m
l>max(0;��)

a�(Gr
L
Y �+2l+1

� sAY �+2l+1(n� � � l)[�� � 2l]);

by Proposition (2.14). Notice that the integern � � � l on the right hand side is
greater than the integerd� � � 2l� 1 = dimY �+2l+1 becausel > 0 and because
of the assumptionn > d. By Theorem (3.20) we have an isomorphism

GrLXm sBX '
M

�+�=m
l>max(0;��)

a�(Gr
L
Y �+2l+1

� sBY �+2l+1[�� � 2l]);
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under which the filtrationFX on the left is identified with the filtrationM
�+�=m

l>max(0;��)

a�FY �+2l+1[�� � l];

on the right-hand side. Moreover we can easily see that the morphism

GrLXm s X : GrLXm sAX(n)! GrLXm sBX ;

is identified with the direct sum of the morphisms

a�(Gr
L
Y �+2l+1

�  Y �+2l+1[�� � 2l]) :

a�(Gr
L
Y �+2l+1

� sAY �+2l+1(n� � � l)[�� � 2l])

! a�(Gr
L
Y �+2l+1

� sBY �+2l+1[�� � 2l]);

by using Lemma (4.6). By the induction hypothesis for the morphism fromY �+2l+1

(strictly speaking every connected component ofY �+2l+1) to thek-dimensional
polydisc with the coordinate functionst1; : : : ; tk, the data

Gr
L
Y �+2l+1

� sAY �+2l+1(n� � � l)

Gr
L
Y �+2l+1

� sBY �+2l+1

Gr
L
Y �+2l+1

�  Y �+2l+1

form a cohomological Hodge complex of weight� onY �+2l+1. So we obtain the
conclusion by computing the effect on the weight by shifting[�� � 2l] on the
complexes and by shifting[�� � l] on the Hodge filtrationsF . 2

5. Relation to the relative log De Rham complex

(5.1) LetX be a complex manifold andD andY reduced simple normal crossing
divisors onX such that the sumD+Y is a reduced simple normal crossing divisor
too. In this situationY m is a complex manifold andD \ Y m is a reduced simple
divisor onY m for every non-negative integerm. Therefore we haveOYm-modules


p
Ym(logD \ Y m);

for all p. It is trivial that we have

(am)�

p
Ym(logD \ Y m) =

M
�2SNm


p
Y�
(logD \ Y�);
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wheream denotes the canonical morphism fromY m to X andN the number of
the irreducible components ofY . From now on, we omit the symbol(am)� for
simplicity. Now we define a morphism

�:
p
Ym(logD \ Y m)! 
p

Ym+1(logD \ Y m+1);

for every non-negative integerm by

�(!)� =
m+1X
i=1

(�1)i+1!�i jY� ;

where� is an element ofSNm+1 and! = (!�)�2SNm is a local section of


p
Ym(logD \ Y m) =

M
�2SNm


p
Y�
(logD \ Y�):

If we have a global defining functionu of Y overX in addition, then a morphism


p
X(log(D + Y ))! 
p

X(logD)

is defined by multiplying the functionu to a local section!of the sheaf
p
X(log(D+

Y )). Then it is easy to see that the sequence of the morphisms

0! 
p
X(log(D + Y ))! 
p

X(logD)

��! 
p
Y 1(logD \ Y 1)

��! 
p
Y 2(logD \ Y 2)

��! � � � ��! (5.1.1)

��! 
p
Ym(logD \ Y m)

��! 
p
Ym+1(logD \ Y m+1)

��! � � �

is a complex ofOX-module sheaves.

LEMMA (5.2) In the situation above, the morphism

du

u
^ : GrWX(Y )

m 
p
X(log(D + Y ))! GrWX(Y )

m+1 
p+1
X (log(D + Y ))

induced by the morphism

du

u
^ :
p

X(log(D + Y ))! 
p+1
X (log(D + Y ))
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is identified with the morphism

(�1)p�m�:
p�m
Ym (logD \ Y m)! 
p�m

Ym+1(logD \ Y m+1);

via the residue isomorphism

Resm: GrWX(Y )
m 
p

X(log(D + Y ))! 
p�m
Ym (logD \ Y m)

Resm+1: GrWX(Y )
m+1 
p+1

X (log(D + Y ))! 
p�m
Ym+1(logD \ Y m+1)

for everyp andm.
Proof.Easy computation. 2

(5.3) LetX be a complex manifold andD1; : : : ;Dk andY reduced simple normal
crossing divisors onX such that

Pk
i=1Di+Y is a reduced simple normal crossing

divisor onX. We setD =
Pk

i=1Di. Then the divisorsD andY are as in the
situation in (5.1). Moreover assume that we are given a global defining functionti
of Di for everyi. We define anOX-module
p

X=�k
i=1Di

(logD)(logY ) by


p

X=�k
i=1Di

(logD)(logY )

= 
p
X(log(D + Y ))=

 
kX
i=1

dti
ti
^ 
p�1

X (log(D + Y ))

!
;

for everyp. (For the case thatY = 0, we simply use the symbol


p
X=�k

i=1Di
(logD)

instead.) Then the differentiald on
�
X(log(D + Y )) induces a differential

d:
p

X=�k
i=1Di

(logD)(logY )! 
p+1
X=�k

i=1Di
(logD)(logY );

for everyp. Then(
�
X=�k

i=1Di
(logD)(logY ); d) forms a complex of sheaves of

C-vector spaces. If the dataDi andti are obtained from the morphismf :X ! S
in (4.1), then we have


�
X=S(logD)(logY ) = 
�

X=�k
i=1Di

(logD)(logY )

as complexes. Since the dataD1 \ Y m; : : : ;Dk \ Y m on Y m for every positive
integerm satisfy the conditions as above (withY = 0), we have a complex of
OYm-module sheaves


�
Ym=�k

i=1Di\Ym(logD \ Y m);
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for everym.

(5.4) Morphisms in the complex (5.1.1) induce morphisms

�:
p
Ym=�k

i=1Di\Ym(logD \ Y m)! 
p
Ym+1=�k

i=1Di\Ym+1(logD \ Y m+1)

by the trivial reason. If we have a global defining functionu of Y , in addition, then
we obtain a morphism


p

X=�k
i=1Di

(logD)(logY )! 
p

X=�k
i=1Di

(logD)

as before. Then we have a complex of sheaves

0! 
p
X=�k

i=1Di
(logD)(logY )! 
p

X=�k
i=1Di

(logD)

��! 
p

Y 1=�k
i=1Di\Y 1(logD \ Y 1)

��! 
p

Y 2=�k
i=1Di\Y 2(logD \ Y 2)

��! � � � ��!
��! 
p

Ym=�k
i=1Di\Ym(logD \ Y m) (5.4.1)

��! 
p

Ym+1=�k
i=1Di\Ym+1(logD \ Y m+1)

��!

as in (5.1). Now a subspace defined by the functionst1; : : : ; tk is denoted byẐ,
that is,OẐ = OX=(t1; : : : ; tk) andẐ = D1\ � � � \Dk. TensoringOẐ overOX to
the complex above, we obtain a complex ofOẐ-module sheaves

0! 
p

X=�k
i=1Di

(logD)(logY )
OẐ ! 
p

X=�k
i=1Di

(logD)
OẐ

��! 
p

Y 1=�k
i=1Di\Y 1(logD \ Y 1)
OẐ\Y 1

��! � � � ��!

��! 
p
Ym=�k

i=1Di\Ym(logD \ Y m)
OẐ\Ym (5.4.2)

��! 
p
Ym+1=�k

i=1Di\Ym+1(logD \ Y m+1)
OẐ\Ym+1;

��! � � �

where the symbol
 stands for the symbol
OX
, that is, tensor product overOX .
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LEMMA (5.5) The complexes(5:1:1), (5:4:1), and(5:4:2) are exact.
Proof.Similar to the proof by Friedman [5, Proposition (1.5)]. 2

(5.6) Because the sheaf
p

X=�k
i=1Di

(logD)(logY ) 
 OẐ is a quotient of
p
X(log

(D + Y )), the increasing filtrationsWX , WX(Di) (i = 1; : : : ; k) andWX(Y ) on

p
X(log(D + Y )) induce increasing filtrations on
p

X=�ki=1Di
(log(D + Y )) which

are denoted by the same lettersWX ,WX(Di) andWX(Y ) for simplicity. Moreover
we denote the stupid filtration on
p

X=�k
i=1Di

(logD)(logY )
OẐ byF as usual.

(5.7) LetD1; : : : ;Dk and Y be reduced simple normal crossing divisors on a
complex manifoldX with global defining functionst1; : : : ; tk andu such thatPk

i=1Di + Y is a reduced simple normal crossing divisor too. We setD = D1 +
� � �+Dk. We consider the properties of weight filtrations on


p
X=�k

i=1Di+Y
(log(D + Y )):

(Notice that the sheaf above is different from the sheaf
p

X=�k
i=1Di

(logD)(logY )!)

LEMMA (5.8) We have the equality(
kX
i=1

dti
ti
^ 
p�1

X (log(D + Y )) +
du

u
^ 
p�1

X (log(D + Y ))

+
kX
i=1

ti

p
X(log(D + Y ))

)
\WX(Y )m

=
kX
i=1

�
dti
ti
^ 
p�1

X (log(D + Y )) \WX(Y )m

�

+
du

u
^ 
p�1

X (log(D + Y )) \WX(Y )m

+
kX
i=1

(ti

p
X(log(D + Y )) \WX(Y )m)

on
p
X(log(D + Y )) for everyp andm.

Proof.Easy from the direct sum decomposition (3.6.1) and Lemma (5.2).2

COROLLARY (5.9) We also have(
kX
i=1

dti
ti
^ 
p�1

X (log(D + Y )) +
du

u
^ 
p�1

X (log(D + Y ))
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+
kX
i=1

ti

p
X(log(D + Y )) + u
p

X(log(D + Y ))

)
\WX(Y )m

=
kX
i=1

�
dti
ti
^ 
p�1

X (log(D + Y )) \WX(Y )m

�

+
du

u
^ 
p�1

X (log(D + Y )) \WX(Y )m

+
kX
i=1

(ti

p
X(log(D + Y )) \WX(Y )m)

+u
p
X(log(D + Y )) \WX(Y )m

for everyp andm.
Proof.Easy from the inclusionu
p

X(log(D+Y )) �WX(Y )m for everym > 0
and from the lemma above on
p

X(log(D + Y )). 2

PROPOSITION (5.10)In the situation above, we denote the subspace ofX defined
by the functionst1; : : : ; tk andu byZ, and the one defined byt1; : : : ; tk byẐ. Then
the sheaf

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OX
OZ

is isomorphic to


p�m

Ym=�k
i=1Di\Ym(logD \ Y m)
OYm

OẐ\Ym=Im �; (5.10.1)

if 1 6 m 6 p and isomorphic to


p
X=�k

i=1Di
(logD)
OX

OẐ=u

p
X=�k

i=1Di
(logD)
OX

OẐ ; (5.10.2)

if m = 0, whereIm � denotes the image of the morphism

�:
p�m

Ym�1=�k
i=1Di\Ym�1(logD \ Y m�1)
O

Ym�1 OẐ\Ym�1

! 
p�m
Ym=�k

i=1Di\Ym(logD \ Y m)
OYm
OẐ\Ym :

Proof.Easy by the corollary above and Lemma (1.34). 2

(5.11) LetD1; : : : ;Dk be reduced simple normal crossing divisors on a complex
manifoldX with global defining functionst1; : : : ; tk overX, such that the sum
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D =
Pk

i=1Di is a reduced simple normal crossing divisor onX too. Then we have
the(k + 1)-ple complex of sheaves

(BX(D1; : : : ;Dk)
p;q)p2Z;q2Zk

as in Section 3 and the single complex

sBX(D1; : : : ;Dk)

associated to it. We define a morphism


p
X(logD)! BX(D1; : : : ;Dk)

p;0 = 
p+k
X (logD)=

kX
i=1

WX(Di)0;

by sending a local section! of the left-hand side to the class of the element

! ^ dt1
t1

^ � � � ^ dtk
tk
;

of 
p+k
X (logD) on the right-hand side. Then it is easy to see that this morphism

induces a morphism


p
X=�k

i=1Di
(logD)
OZ ! BX(D1; : : : ;Dk)

p;0

which is denoted by�. Then we trivially have

�(WX(Di)m) �WX(Di)m+1; (5.11.1)

for everym. We see the equalities

d0 � � = � � d0

di � � = 0;

easily. Therefore the morphisms� for all p form a morphism of complexes

�:
�
X=�k

i=1Di
(logD)
OZ ! sBX(D1; : : : ;Dk):

This morphism preserves the filtrationF on both sides.

(5.12) Here we define another increasing filtrationM onsBX(D1; : : : ;Dk) by

MmsBX(D1; : : : ;Dk)
n =

M
p+jqj=n

WX(Dk)m+qk+1BX(D1; : : : ;Dk)
p;q
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for every integerm. It is easy to see that this defines a filtration as a subcomplex.
We easily see the equality

�(WX(Dk)m) �MmsBX(D1; : : : ;Dk)

for every integerm by (5.11.1).

THEOREM (5.13) In the situation(5:11), letZ be the subspace ofX defined by
the functionst1; : : : ; tk. Then the morphism

�X :
�
X=�k

i=1Di
(logD)
OZ ! sBX(D1; : : : ;Dk);

induces a filtered quasi-isomorphism

GrpF (�X):

p

X=�ki=1Di
(logD)
OZ [�p]! GrpF sBX(D1; : : : ;Dk);

with respect to the filtrationsWX(Dk) on the left andM on the right.
Proof.We prove it by induction onk. For the case ofk = 1 it is proved in Steen-

brink [12] and Zucker [16]. Now we proceed to the induction step. For simplicity
on the subscript, we shift the numberk to k + 1, and denote the divisorDk+1 by
Y and the defining functiontk+1 by u. Therefore the subspaceZ of X is defined
by the functionst1; : : : ; tk andu. Moreover we denote the subspace ofX defined
by t1; : : : ; tk by Ẑ as in Proposition (5.10). We abbreviatesBX(D1; : : : ;Dk; Y )
andsBYm(D1 \ Y m; : : : ;Dk \ Y m) to sBX andsBYm as before. It is sufficient
to prove that GrpF (�X) induces an isomorphism

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ ! GrMm GrpF sBX [p];

for every integerm. For the casem < 0 is trivial from the definition. For the
case ofm > p, it is clear because of the equality GrM

m GrpF sBX = 0 in (3.11.1).
Therefore we assume the inequality 06 m 6 p. Computation as in (3.19) shows
that the complex GrMm GrpF sBX [p] is isomorphic to the single complex associated
to the double complex

0 0

0 - Grp�mF sBYm+1[p�m]0
?

- Grp�mF sBYm+2[p�m]0
?

- � � �

0 - Grp�mF sBYm+1[p�m]1
?

- Grp�mF sBYm+2[p�m]0
?

- � � �

? ?
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by using the residue isomorphism, where the horizontal arrows coincide with the
morphism� up to sign and the vertical arrows are the differential of the complex

Grp�mF sBYm+l+1[p�m];

for l > 0. Because of the induction hypothesis the morphism

Grp�mF (�Ym+l+1):
p�m
Ym+l+1=�k

i=1Di\Ym+l+1(logD \ Y m+l+1)
OẐ\Ym+l+1

! Grp�mF sBYm+l+1[p�m]

is a quasi-isomorphism, therefore the sequence

0! 
p�m
Ym+l+1=�k

i=1Di\Ym+l+1(logD \ Y m+l+1)
OẐ\Ym+l+1

! Grp�mF sBYm+l+1[p�m]0 ! Grp�mF sBYm+l+1[p�m]1

! � � �

is exact. Therefore the complex GrM
m GrpF sBX is quasi-isomorphic to the complex

0! 
p�m

Ym+1=�k
i=1Di\Ym+1(logD \ Y m+1)
OẐ\Ym+1

! 
p�m

Ym+2=�k
i=1Di\Ym+2(logD \ Y m+2)
OẐ\Ym+2 ! � � � ;

where the morphisms coincide with the morphism� up to sign. We denote this
complex byC here for a while. Then, more precisely, we have a quasi-isomorphism

C ! GrMm GrpF sBX [p] (5.13.1)

induced from the morphism�Ym+l+1. For the case ofm > 1,

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ

is isomorphic to


p�m

Ym=�k
i=1Di\Ym(logD \ Y m)
OYm

OẐ\Ym=Im �;

by using the residue isomorphism of Proposition (5.10). Therefore the morphism

�:
p�m

Ym=�k
i=1Di\Ym(logD \ Y m)
OYm

OẐ\Ym

! 
p�m

Ym+1=�k
i=1Di\Ym+1(logD \ Y m+1)
O

Ym+1 OẐ\Ym+1
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induces a morphism of complexes

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ

' 
p�m

Ym=�k
i=1Di\Ym(logD \ Y m)
OYm

OẐ\Ym=Im � ! C;

which is a quasi-isomorphism by the exactness of the sequence (5.4.1) in Lemma
(5.5). For the case ofm = 0,

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ

is isomorphic to the complex


p
X=�k

i=1Di
(logD)
OX

OẐ=u

p
X=�k

i=1Di
(logD)
OX

OẐ ;

by Proposition (5.10) as before. Then we have a quasi-isomorphism

GrWX(Y )
0 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ

' 
p
X=�k

i=1Di
(logD)
OX

OẐ=u

p
X=�k

i=1Di
(logD)
OX

OẐ ! C

as before. Combining these two cases, we have a quasi-isomorphism

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ ! C (5.13.2)

for everym. Now it is easy to check the commutativity of the three morphisms of
complexes

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ ! GrMm GrpF sBX [p]

GrWX(Y )
m 
p

X=�k
i=1Di+Y

(log(D + Y ))
OZ ! C

C ! GrMm GrpF sBX [p];

where the first morphism is the one induced by�X , the second is the one in (5.13.2)
with appropriate sign and the third is the one in (5.13.1). Thus we obtain the result
because the second and the third are quasi-isomorphisms. 2

COROLLARY (5.14) LetX;S andf :X ! S be as in(4:1), the dataD1; : : : ;Dk

andt1; : : : ; tk defined in the same way as in(4:1). We denote the fiberf�1(0) by
Z. In this situation we have a filtered quasi-isomorphism


�
X=S(logD)
OX

OZ ! sBX(D1; : : : ;Dk);
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with respect to the stupid filtrationF on the left and the filtrationF on the right.
Proof.Easy by the theorem above. 2

COROLLARY (5.15) In addition to the situation in the corollary above, assume
that the morphismf :X ! S is proper and that all the irreducible components of
the divisorsDi are Kähler. Then the spectral sequence

Epq
1 = Hq(Z;
p

X=S(logD)
OX
OZ) =) Hp+q(Z;
�

X=S(logD)
OX
OZ)

obtained from the stupid filtration on the complex


�
X=S(logD)
OX

OZ ;

degenerates atE1.
Proof. Easy by the corollary above, Theorem (4.8) and Deligne [3, Scholie

(8.1.9)]. 2

6. Application

(6.1) Let (X;D) and(S; T ) be pairs of connected complex manifoldsX;S and
reduced simple normal crossing divisorsD;T onX andS respectively. A morphism
f : (X;D) ! (S; T ) of pairs is a morphismf :X ! S of complex manifolds
satisfying the conditionD = f�T . For such a morphismf : (X;D) ! (S; T ) we
have a morphism ofOX -module sheaves

f�
1
S(logT )! 
1

X(logD) (6.1.1)

as in (0.7).

DEFINITION (6.2) A morphism of pairsf : (X;D) ! (S; T ) is said to be of
generalized semi-stable type, if the morphism (6.1.1) is injective and if the cokernel
of the morphism (6.1.1) is locally free (that is,f�
1

S(logT ) is a subbundle of

1
X(logD) via the morphism (6.1.1)).

REMARK (6.3) To a given pair(X;D), we can associate a ‘log structure’ onX
(see K. Kato [10]). Then a morphism of pairsf : (X;D)! (S; T ) turns out to be a
morphism of log complex analytic spaces with respect to the ‘log structure’ above.
Such a morphismf is of generalized semi-stable type if and only iff is log smooth
(for the definition and the proof, see [10]).

(6.4) Assume that a morphism of pairsf : (X;D) ! (S; T ) of generalized semi-
stable type is given. Take a pointx ofX. Then there exists a local coordinate system
(t1; : : : ; tk) centered at the pointf(x) onS such that the divisorT is defined by the

comp4139.tex; 8/06/1995; 7:12; v.7; p.50

https://doi.org/10.1023/A:1000642525573 Published online by Cambridge University Press

https://doi.org/10.1023/A:1000642525573


LIMITS OF HODGE STRUCTURES IN SEVERAL VARIABLES 179

functiont1 � � � tl for somel with 1 6 l 6 k. The divisor defined by the functionti is
denoted byTi for everyi, and the divisorf�Ti byDi. Then we haveT =

Pl
i=1Ti

andD =
Pl

i=1Di locally onS.

LEMMA (6.5) In the situation above, there exists a local coordinate system
(x1; : : : ; xd) centered at the pointx such that the morphismf is written in the form

t1 = x1 � � � xr1

t2 = xr1+1 � � � xr2

� � �

tl = xrl�1+1 � � � xrl
tl+1 = xrl+1

tl+2 = xrl+2

� � �

tk = xrl+k�l;

for some integersr1; : : : ; rl with 1 6 r1 < � � � < rl 6 d. Therefore a morphism of
pairs of generalized semi-stable type is flat overS and smooth overSnT .

Proof.We can take a local coordinate system(x01; : : : ; x
0
d) onX centered at the

pointx such that we have the equality

ti = x0ri�1+1 � � � x0ri ;

for everyi for some integersr1; : : : ; rl with 1 6 r1 < � � � < rl 6 d because the
divisorD = f�T is a reduced simple divisor onX. Now we may work on these
local coordinates onX andS. Then the sheaves
1

S(logT ) and
1
X(logD) are

free with basis

dt1
t1
; : : : ;

dtl
tl
; dtl+1; : : : ; dtk

and

dx01
x01

; : : : ;
dx0rl
x0rl

; dx0rl+1; : : : ; dx
0
d:

Becausef is of generalized semi-stable type, the exact sequence

0! f�
1
S(logT )! 
1

X(logD)! 
1
X=S(logD)! 0;
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splits near the pointx. Therefore taking tensor product with the residue fieldC(x)
of the pointx, we obtain an exact sequence

0 ! f�
1
S(logT )
 C(x)! 
1

X(logD)
 C(x)

! 
1
X=S(logD)
 C(x)! 0

of C-vector spaces. By using the bases above, we express the first morphism by a
matrix and then we can easily see that the matrix

 
@f�tl+j
@x0rl+i

(x)

!
16i6d�rl
16j6k�l

is of rankk � l, where

@f�tl+j
@x0rl+i

(x)

denotes the value of the function

@f�tl+j
@x0rl+i

in the residue fieldC(x) = C. Therefore we can choose a local coordinate system
(x1; : : : ; xd) centered at the pointx satisfying

xi = x0i for i = 1; : : : ; rl

xrl+j = f�tl+j for j = 1; : : : ; k � l

because of the implicit function theorem. 2

REMARK (6.6) By the lemma above, a morphism of pairs of generalized semi-
stable type is a morphism of quasi-semistable type (without ‘horizontal divisors’)
in the sense of F. Kato [9] with respect to the ‘log structures’ in Remark (6.3). Such
a morphism is treated by Illusie in [8] for the algebraic case.

COROLLARY (6.7) If a morphism of pairsf : (X;D) ! (S; T ) of generalized
semi-stable type is proper, then any points ofS has a coordinate neighborhoodU
centered at the points with the local coordinate functionst1; : : : ; tk such that the
following conditions hold:

(6.7.1)the divisorT is defined by the functiont1 � � � tl for somel with 1 6 l 6 k
in U
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(6.7.2) the divisorsDi defined by the functionsf�ti are smooth subvarieties in
f�1(U) for all i with l + 1 6 i 6 k

(6.7.3)D +
Pk

i=l+1Di is a reduced simple normal crossing divisor onf�1(U).
Proof.Easy by Lemma (6.5). 2

LEMMA (6.8) We are given a morphism of pairsf : (X;D) ! (S; T ) which
is proper and of generalized semi-stable type. We assume that all the irreducible
components of the divisorD are Kähler. Then, for any points onS, the spectral
sequence

Epq
1 = Hq(Xs;


p
X=S(logD)
OXs) =) Hp+q(Xs;


�
X=S(logD)
OXs);

obtained from the stupid filtration on
�
X=S(logD) 
 OXs , degenerates atE1,

whereXs denotes the fiberf�1(s).
Proof.By the corollary above, we may assume thatS is ak-dimensional polydisc

with the coordinate functionst1; : : : ; tk satisfying the conditions (6.7.1)–(6.7.3) and
that the points is the origin in this polydisc. The divisor defined byf�ti is denoted
by Di for every i. Then we haveD =

Pl
i=1Di. We setT =

Pk
i=l+1Ti and

D =
Pk

i=l+1Di. ConsideringD+D andT +T instead ofD andT , the morphism
f satisfies the conditions (4.1.1)–(4.1.3). Therefore the spectral sequence

Epq
1 = Hq(Xs;


p
X=S(log(D +D))
OXs)

=) Hp+q(Xs;

�
X=S(log(D +D))
OXs)

degenerates atE1 by Corollary (5.15). On the other hand, we can easily check that


�
X=S(log(D +D)) = 
�

X=S(logD);

because the divisorDi = f�Ti is smooth for everyi = l + 1; : : : ; k. Therefore we
obtain the result. 2

(6.9) Let f : (X;D) ! (S; T ) be a morphism of pairs which is proper and of
generalized semi-stable type. By the result of F. Kato [9, Corollary 4.6] and by the
base change theorem, we know that the sheaf

Rqf�

�
X=S(logD)

is a locally freeOS-module of finite rank onS for everyq and that it commutes
with base change, in particular, we have

Rqf�

�
X=S(logD)
 C(s) ' Hq(Xs;


�
X=S(logD)
OXs);

for every points onS, whereC(s) denotes the residue field of the points. From
this fact, we obtain the following result by Theorem (4.8), Corollary (5.15), the
lemma above and by the standard argument.
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THEOREM (6.10) Assume that we are given a morphism of pairsf : (X;D) !
(S; T ) which is proper and of generalized semi-stable type. Assume, in addition,
that all the irreducible components of the divisorD are Kähler. Then we have the
following:

(6.10.1)for any points onS and for any integerq, there exists aQ-mixed Hodge
structure(HQ;W; F ) such that theC-vector spaceHC = HQ 
 C is isomorphic
to the cohomology group

Hq(Xs;

�
X=S(logD)
OXs) ' Rqf�


�
X=S(logD)
 C(s)

and that the filtrationF onHC coincides with the filtration on this cohomology
group obtained from the stupid filtration on
�

X=S(logD)
OXs

(6.10.2)Rqf�

p
X=S(logD) is locally free of finite rank for everyp andq

(6.10.3)Rqf�F
p
�

X=S(logD) is a subbundle of the vector bundleRqf�

�
X=S(logD),

whereF denotes the stupid filtration on
�
X=S(logD)

(6.10.4)the spectral sequence

Epq
1 = Rqf�


p
X=S(logD) =) Rp+qf�


�
X=S(logD)

degenerates atE1.
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