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formula will be of use; but it assumes a simple form in the
approximation to the cube root of a number R, viz.

a—b_iaﬁ—R
at+b 3Ba3+ R

For the »tt root of R there is a similar formula

a—b La”—R
a+b~= na*+ R

the order of the error in b again being the cube of that in a.
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Some Parameters of Sampling Distributions Simply Obtained
By L. M. Browx.

In the theory of statistics a set of quantities a,, a,, ..., a, is
considered, and called a distribution. The moments of this dis-
tribution about its origin are defined by the equations

The Mean M of the distribution is defined as py; if ; = a;— M, then

the moments of the distribution about its mean are defined by
the equations

1 1
p=0; M:TZ‘.x?; p;;,-—:;—Ex?.

It is easy to show that pu, = py — M? and that pg == py — 3Mpus + 2M3,
The variance, ¢* = p,, of the distribution is a measure of its disper-
gion or spread, and B; = p?/pdis a measure of its asymmetry or

skewness.  All this appears in any elementary account of the
subject.
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PARAMETERS OF SAMPLING DISTRIBUTIONS SIMPLY OBTAINED @
From the above definitions we obtain

/ 5 1 1
Mo = po— M* =72ai2 T (Za,;)?

- % [(v — 1) Za? — 22%%‘]

‘ , 1 3 2
K3 = Mg —3M‘LL2 + 203 =72af — -;2— Zaiza? +F (Zai)a

= —1§ li(u2 —3v+ 2)Za} — 3 (v — 2)Zala; + 12 Zaiajak]
V

Let us now take a random sample, say a,, a., ..., a, of n objects
of the parent distribution (the sample is taken without replace-
ment, and so s random but not stimple). The mean of this sample

is b, = i(al 4+ .. +4+a,). There are *C, possible samples, with the
n

same number of possible means; these have a distribution, the
sampling distribution of means of # members from the parent
distribution. The object of this note is to obtan by elementary
algebra some of the parameters of this distribution, and of the
corresponding distribution of wvariances.

The mean m; of the sampling distribution is given by
1

Vc’n

my = by + ..) (summing over the *C, samples)

where b; = %(a1 + .. +a,). The individual a; occurs in *~1C,_,

samples, so

m) = — b =10, Za, (summing from 1 to »)
nC,

— Ly m I
v

The Mean of the sampling distribution of means is the mean
of the parent distribution.

Let mj, m; be the second and third moments of the sampling
distribution about the origin, m,, m, the corresponding moments
about its mean. Then

1 -
my = % (b2+ ..), where b2 = 7—ﬁ[(aﬁ 4. FaZ)+2(ay agt . a,y an)J
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Now a term such as af comes from a sample containing a,; there
are *~10,_; of these. A term such as a;a, comes from a sample
containing both a; and a,; there are*~2C,_, of these. So

mé — 21:0 [V—lon—l Zaf “+ 2r—2 On__g Eai aj:,

=— (v—l) [(u 1)ZaZ 4+ 2(n — 1) Zg; a,]
M2 = _v_z_[Z‘.af + 2 Za; aj].

vV—n

. =mg—M2= ——
Mg = e vt (v — 1)

(v — 1) Za? — 2 Za; aj].

So the variance of the sampling distribution and the variance
of the parent are related by the equation
m,  v—n
72 Tn (v—1)
Thus for 1 < n < v, my/p, is positive and less than one. The

variance of the sample means is less than the variance of tke
parent.

As y—> «, we obtain the well known result m, = o%/n.

I

In the same way, m; = (b3 ..), where

=;ﬁ[(a{+ .. +aﬁ)+3(a§a2+ )4 6(aaza3 + )] So as

— [”_IC',,_l Eaf + 3 v-2(} —p Zafaj + 6 "‘30,,_3 Zai ajak:l

=iza3+ (n 1)211_'_ (n——l)( )

TR ) W= D) =7

, 1 v+ 2n—3 6(n—1)
= __Ya3 ————————22 X " Sa.a:
BT T nvz(v—l)za‘a’a"'
M3 = 1 2a® + 3 2a2a~—L~6 2a;a;a
—;? i ;3_ (Tt i i G5 Wy
comyg=mg — 3 Mm; + 2 M?
— 3ny 4+ 2n?
nzva(v__‘;) 55— V(= 2)Zaf — 3(v — 2) Ba?a;+ 12 Za, 0
...712_3=v —3nv+2n2. , -

gy @ —1) (v — 2)
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So the parameter B, of the parent distribution and the corre-
sponding parameter b, of the distribution of sample means are
related by the equation

by mi p 1 (v —1) (v — 2m)? v

— ——— ==

B md p: nl v—mn)(p— 22

Thus for 1 < n <v-1,b,/B, is less than 1. The skewness of the
sample means 1s less than the skewness of the parent; in fact, as
n grows from 1 to 3v it decreases steadily from 1 to 0. The sign
of m; is the same as the sign of u; if # < v, but is opposite if
n>3v. If v— oo, then b/ = 1/n.

Consider now the variances of the samples. The variance
$2 of the sample ay, ay, .., a, is

1

1
@+ .. +a) =~ (@+..+a)

8=
n n

1=

1
=I§[(n_l) (a’§+ .. +ai)_2(ala2+ .. +an—1an):|'

Let us calculate the mean M,2 of these variances of the *C,

samples.
M82 = Vclnz I:V_]Cﬂ——l (n —_— l)Zaf _— v—20n_2 2 Ea'i a,]
n—1 [
=l (v =1 2 _ 2%a;a;l.
Lo - D e Za,a,:l

But the variance of the parent distribution is given by
02 = iZ— [(V _— 1) zaf —2 Zaiaj:I.
Vv
So the mean of the sample variances is related to the variance
of the parent distribution by the equation
Mz n—-1 v
2 n v—1
The mean of the sample variances is always less than the variance
of the parent; in fact, if we denote the variance m, of the dis-
tribution of means by o%, equations Il and V lead to the result
o — Mpe = o2. VI
As v—> o, equation V reduces to the well known result
M‘Z = (n -1 02/”-

\%

TrE Rovar TecuNical COLLEGE,
Grascow.
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