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Abstract This paper addresses linear hyperbolic partial differential equations and pseudodifferential
equations with strongly singular coefficients and data, modelled as members of algebras of generalized
functions. We employ the recently developed theory of generalized Fourier integral operators to construct
parametrices for the solutions and to describe propagation of singularities in this setting. As required
tools, the construction of generalized solutions to eikonal and transport equations is given and results
on the microlocal regularity of the kernels of generalized Fourier integral operators are obtained.
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1. Introduction

This paper is one of a series aiming at developing microlocal analysis in Colombeau alge-
bras of generalized functions [20, 21, 23, 25, 26, 37, 42, 46]. While these algebras were
originally introduced for handling nonlinear partial differential equations with distribu-
tional data, they have turned out, in the past decade, to be equally useful for treating
linear hyperbolic equations with strongly singular coefficients and data. Consider the
Cauchy problem for the linear hyperbolic system

∂tu =
m∑

j=1

Aj(x, t)∂ju + B(x, t)u + F (x, t), (x, t) ∈ Rm+1,

u(x, 0) = g(x), x ∈ Rm.

⎫⎪⎪⎬⎪⎪⎭ (1.1)
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In the case where the initial data g or the driving term F are distributions and the
coefficient matrices are, for example, discontinuous, the system formally contains mul-
tiplicative products of distributions. Simple examples [38] show that such systems may
fail to have solutions in the sense of distributions (referred to as classical solutions in
the following). For second-order strictly hyperbolic equations, the minimal regularity of
the principal coefficients is integral log-Lipschitz regularity in time for admitting unique
classical solutions [7,10]. For transport equations, one may go down to bounded varia-
tion (BV)-coefficients and measure data (see the recent surveys [2,29]). Differentiating
the equation and trying to establish an equation for the higher derivatives of the formal
solution already brings one beyond the admissible non-regularity, as will, for example,
letting B be a delta potential or letting F be a space-time white noise.

The Colombeau algebra G(Rm+1) is a differential algebra containing the space of distri-
butions D′(Rm+1) as a subspace, and thus it provides a framework in which all operations
arising in (1.1) are meaningful. Indeed, existence and uniqueness of solutions to (1.1) in
the Colombeau algebra (as well as in its dual) have been proved under various con-
ditions: when Aj and B are real-valued n × n matrices with entries in G(Rm+1), for
Aj symmetric [35,40]; for symmetric hyperbolic systems of pseudodifferential operators
with Colombeau symbols [32, 46]; for strictly hyperbolic systems of pseudodifferential
operators [24].

In the classical setting, Fourier integral operators (FIOs) and microlocal methods are
used to study the dependence of the solution on the initial data, in particular, the propa-
gation of singularities. Indeed, it is the aim of this paper to derive a generalized FIO rep-
resentation of the Colombeau solution and to predict its (generalized) wavefront set. In
the Colombeau framework, pseudodifferential operators and their application to microlo-
cal regularity and hypoellipticity were developed in [20,23,25,32,37,42]. Fourier inte-
gral operators with generalized phase and amplitude were developed in [21,26]. In the
present paper we initiate the application of generalized FIOs to hyperbolic equations
with Colombeau coefficients. We demonstrate how to construct FIO parametrices for
transport equations and scalar hyperbolic pseudodifferential equations. Furthermore, we
determine the generalized wavefront sets of the kernels of generalized FIOs, as well as
the propagation of the generalized wavefront sets through application of a generalized
FIO. Finally, we study the generalized Hamiltonian flow and prove various results on the
propagation of singularities.

In short, it is the aim of this paper to solve generalized strictly hyperbolic problems,
which might be generated by singular coefficients and data, by means of FIO techniques
placed in the Colombeau context. Generalized pseudodifferential and Fourier integral
operators, as well as the microlocal tools in the Colombeau framework that have been
developed in past years, provide new and powerful tools and techniques that were not
available at the time of the first work on hyperbolic generalized systems and equations
in [32, 40, 43–45]. On the other hand, the application of FIOs to generalized strictly
hyperbolic problems is also very natural in the Colombeau context; by means of diag-
onalization methods these techniques will be applicable not only to scalar equations
but also to hyperbolic systems with Colombeau coefficients. This, and the singularity
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structure in the case of systems and of higher-order equations, is the subject of ongoing
research and will be published elsewhere.

To put our work into context, we comment briefly on existing classical approaches to
hyperbolic equations with coefficients of low regularity. Systems with discontinuous coef-
ficients were already considered in the 1950s and 1960s, using jump conditions, energy
methods and regularization [11,27,38,39]. Second-order hyperbolic equations with Lip-
schitz coefficients were the subject of research in the 1970s and 1980s, culminating in the
aforementioned results on equations with log-Lipschitz and integral log-Lipschitz prop-
erties and beyond [7,9,10]. For coefficients depending on both time and space see [6],
and for the variational approach see [12]. For the general theory of pseudodifferential
and paradifferential operators with symbols of low regularity we refer the reader to the
monographs [31,49]. Another avenue of investigation was the case of transport equations
with discontinuous coefficients and/or measures as initial data. Renormalized solutions
were introduced in [13], BV-vector fields were studied in [1, 8], and measure-theoretic
concepts were exploited in [5,47]. An exploration into products of distributions can be
found in [33]. In summary, this line of research has aimed at pushing the regularity to
its lower bounds for classical (distributional) solutions.

We comment on some technical aspects of the theory. Elements of the Colombeau alge-
bra G(Rm+1) are equivalence classes of nets (uε)ε of C∞-functions satisfying asymptotic
bounds of order ε−N in terms of the local L∞-seminorms of all derivatives as ε → 0. The
generalized wavefront set is also defined by means of decay in the dual variable and uni-
form asymptotic bounds as ε → 0. The existence theory is based on energy estimates and
Gronwall’s inequality and requires more restrictive asymptotic bounds of the type |log ε|
in certain places; propagation of regularity may require additional so-called slow-scale
estimates. The necessity of such stronger bounds has been argued in [25,34,44]. When
the coefficients are discontinuous functions or distributions, corresponding members of
the Colombeau algebra satisfying the stronger bounds can always be constructed by suit-
able regularization [43]. Note that the choice of the scale involved in the regularization of
the coefficients is crucial in determining the Colombeau well-posedness of the correspond-
ing Cauchy problem, whereas no regularity is required on the distributional coefficients
themselves as long as the problem is (generalized) strictly hyperbolic. For a precise study
of the necessary type of scales we refer the reader to [32] for pseudodifferential equations
and to [40] for systems of differential equations.

As mentioned above there are hyperbolic equations with coefficients of low regular-
ity, or even with discontinuities, for which classical solutions exist. In these cases, as
demonstrated by many examples (see [33, 40, 43, 44] and the recent [24]), the gener-
alized Colombeau solution is, as a rule, associated with the classical solution (i.e. the
representing nets of smooth functions have the classical solution as their distributional
limit).

We know that admitting distributional coefficients in hyperbolic equations may lead
to infinite propagation speed [40]. To avoid this phenomenon, one may assume that the
coefficients are constant for large |x|, as is often done in the classical case. Matters are
simplified further by assuming that the coefficients are compactly supported in x. This
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still allows one to model and study singularities as strong as desired (in the non-constant
regime), but facilitates the application of Sobolev estimates.

It may also be useful to employ Colombeau spaces with asymptotic estimates based on
Sobolev spaces. It was shown in [32] that the first-order scalar hyperbolic pseudodiffer-
ential problem

∂tu − ia(t, x, Dx)u = f, u(0) = g (1.2)

with a real-valued principal part has a unique solution in the Colombeau algebra
G2,2([0, T ] × Rn) based on H∞. Assuming that the symbol a is compactly supported in
x, the Sobolev embedding theorem also yields existence and uniqueness of a Colombeau
solution in G([0, T ] × Rn).

Proofs of the aforementioned existence and uniqueness results are based on a priori
L2-estimates in the representing nets of smooth functions. These methods have been
successful regarding the well-posedness of the Cauchy problems under consideration,
but do not provide deep qualitative information on the solution. This already applies
to the classical case of hyperbolic systems with C∞-coefficients and was one of the
main motivations for the constructive FIO approach introduced by Duistermaat and
Hörmander [14,15,30], which we extend here to the Colombeau framework. For a sur-
vey on local and global regularity of Fourier integral operators on Lp spaces, as well as
on Colombeau spaces, we refer the reader to [48].

Note that our solutions are global in time. Few results of local solvability are available
at the moment in the Colombeau context; we quote [3] for nonlinear first-order systems
solved in terms of generalized germs, [16] for ordinary differential equations, [22] for
differential operators of constant strength, [17] for the Hamilton–Jacobi equation and
[36] for wave equations on non-smooth space-times. The key idea in this kind of research
is to find suitable assumptions about coefficients and scales to ensure the existence of
an ε-independent time interval. By means of this asymptotic approach we believe we
will be able to obtain further results of local existence and uniqueness in the Colombeau
setting, for instance, a generalization of [9] to wave equations with less than log-Lipschitz
coefficients.

The paper has the following structure. In § 2, we recall required notions from the
Colombeau theory of generalized functions, in particular, microlocal tools, generalized
symbols and phase functions and generalized FIOs. In § 3, we look at scalar first-order
hyperbolic partial differential equations with Colombeau coefficients. We show how the
generalized solution can be represented by means of a generalized FIO. This includes
the construction of Colombeau solutions to the eikonal equations and to the transport
equation for the generalized symbol. In § 4, we treat the case of first-order hyperbolic
pseudodifferential equations whose principal part depends only on time. This has the
advantage that generalized solutions to the eikonal equation can be given explicitly (the
more intricate t- and x-dependent case, which requires additional asymptotic bounds on
the coefficients, as follows already from [40], is postponed to work in preparation on
hyperbolic problems with singularities). We solve an infinite system of transport equa-
tions yielding the asymptotic expansion of the generalized symbol, and construct an FIO
parametrix of the generalized solution. In § 5, we address microlocal properties of the

https://doi.org/10.1017/S0013091513000424 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000424


Fourier integral operator methods for hyperbolic equations 427

kernel of a generalized FIO, as well as its action on Colombeau generalized functions.
This allows one to compute the generalized wavefront set (in space and time) of solu-
tions to first-order hyperbolic partial differential equations with non-smooth coefficients
depending on time. Furthermore, the spatial wavefront set of solutions to first-order par-
tial differential equations at fixed time is computed, when the coefficients are generalized
functions depending on space and time, in the case where the Hamiltonian flow has a
limit. We show that the generalized wavefront set is invariant under the Hamiltonian
flow for time-dependent coefficients. The paper concludes with some explicit examples
involving jump discontinuities and delta functions in the coefficients.

2. Basic notions

2.1. Basic notions of Colombeau theory

This section gives some background on the Colombeau techniques used in the rest of this
paper. As main sources, we refer the reader to [19,23,25,28].

2.1.1. Nets of complex numbers

A net (uε)ε in C(0,1] is said to be strictly non-zero if there exist r > 0 and η ∈ (0, 1] such
that |uε| � εr for all ε ∈ (0, η]. For several reasons relating to regularity issues we will
make use of the concept of a slow-scale net (ssn). A slow-scale net is a net (rε)ε ∈ C(0,1]

such that
|rε|q = O(ε−1) for all q � 0 as ε → 0.

A net (uε)ε in C(0,1] is said to be slow-scale strictly non-zero if there exist a slow-scale
net (sε)ε and η ∈ (0, 1] such that |uε| � 1/sε for all ε ∈ (0, η].

2.1.2. C̃-modules of generalized functions based on a locally convex topological vector
space

The most common algebras of generalized functions of Colombeau type, as well as the
spaces of generalized symbols we deal with, are introduced by referring to the following
general models.

Let E be a locally convex topological vector space topologized through the family of
seminorms {pi}i∈I . The elements of

ME := {(uε)ε ∈ E(0,1] : ∀i ∈ I, ∃N ∈ N, pi(uε) = O(ε−N ) as ε → 0},

Msc
E := {(uε)ε ∈ E(0,1] : ∀i ∈ I, ∃(ωε)εssn, pi(uε) = O(ωε) as ε → 0},

M∞
E := {(uε)ε ∈ E(0,1] : ∃N ∈ N, ∀i ∈ I, pi(uε) = O(ε−N ) as ε → 0},

NE := {(uε)ε ∈ E(0,1] : ∀i ∈ I, ∀q ∈ N, pi(uε) = O(εq) as ε → 0}

are called E-moderate, E-moderate of slow-scale type, E-regular and E-negligible, respec-
tively. We define the space of generalized functions based on E as the factor space
GE := ME/NE .

https://doi.org/10.1017/S0013091513000424 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000424


428 C. Garetto and M. Oberguggenberger

The ring of complex generalized numbers, denoted by C̃, is obtained by taking E = C.
Note that C̃ is not a field since, by [28, Theorem 1.2.38], only the elements that are strictly
non-zero (i.e. the elements that have a representative strictly non-zero) are invertible,
and vice versa. Note that all the representatives of u ∈ C̃ are strictly non-zero once we
know that there exists at least one that is strictly non-zero. When u has a representative
that is slow-scale strictly non-zero, we say that it is slow-scale invertible.

For any locally convex topological vector space E the space GE has the structure of
a C̃-module. The C-module Gsc

E := Msc
E/NE of slow-scale regular generalized functions

and the C̃-module G∞
E := M∞

E /NE of regular generalized functions are subspaces of GE ,
whose role is to describe different notions of regularity. We use the notation u = [(uε)ε]
for the class u of (uε)ε in GE . This is the usual way, adopted in the paper, to denote an
equivalence class.

2.1.3. The most common Colombeau algebras

The Colombeau algebra G(Ω) = EM (Ω)/N (Ω) (see [28]) can be obtained as a
C̃-module of GE type by choosing E = C∞(Ω). From a structural point of view,
Ω → G(Ω) is a fine sheaf of differential algebras on Rn. Gc(Ω) denotes the Colombeau
algebra of generalized functions with compact support.

Regularity theory in the Colombeau context, as initiated in [44], is based on the
subalgebra G∞(Ω) of all elements u of G(Ω) having a representative (uε)ε belonging to
the set

E∞
M (Ω) :=

{
(uε)ε ∈ E [Ω] : ∀K � Ω, ∃N ∈ N ∀α ∈ Nn,

sup
x∈K

|∂αuε(x)| = O(ε−N ) as ε → 0
}

.

The G∞-singular support of u ∈ G(Ω) (sing suppG∞ u) is defined as the complement of
the set of points x such that u|V ∈ G∞(V ) for some open neighbourhood V of x.

The intersection G∞(Ω)∩Gc(Ω) will be denoted by G∞
c (Ω). In the course of the paper,

due to issues relating to the Fourier transform, we make use of the Colombeau algebra
GS (Rn) = GS (Rn) of generalized functions based on S (Rn) and of the corresponding reg-
ular version G∞

S (Rn). Finally, we recall that the Colombeau algebra Gτ (Rn) of tempered
generalized functions is defined as Eτ (Rn)/Nτ (Rn), where Eτ (Rn) is the space{

(uε)ε ∈ OM(Rn)(0,1] : ∀α ∈ Nn, ∃N ∈ N,

sup
x∈Rn

(1 + |x|)−N |∂αuε(x)| = O(ε−N ) as ε → 0
}

of τ -moderate nets and Nτ (Rn) is the space{
(uε)ε ∈ OM(Rn)(0,1] : ∀α ∈ Nn, ∃N ∈ N, ∀q ∈ N,

sup
x∈Rn

(1 + |x|)−N |∂αuε(x)| = O(εq) as ε → 0
}
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of τ -negligible nets. The subalgebra G∞
τ (Rn) of regular and tempered generalized func-

tions is the quotient E∞
τ (Rn)/Nτ (Rn), where E∞

τ (Rn) is the set of all (uε)ε ∈ OM(Rn)(0,1]

satisfying the condition that

∃N ∈ N, ∀α ∈ Nn, ∃M ∈ N, sup
x∈Rn

(1 + |x|)−M |∂αuε(x)| = O(ε−N ).

2.1.4. Special types of Colombeau generalized functions in G(Rn)

An element of the Colombeau algebra is real valued if it is represented by a net of
real-valued smooth functions. We recall that u ∈ G(Rn) is

• of logarithmic type if there exists a representative (uε)ε with the property that, for
all K � Rn,

sup
x∈K

|uε(x)| = O(log(ε−1)) as ε → 0;

• of slow-scale logarithmic type if there exists a representative (uε)ε with the property
that, for all K � Rn, there exists a slow-scale net (µε)ε such that

sup
x∈K

|uε(x)| = O(log(µε)) as ε → 0;

• slow-scale regular if there exists a representative (uε)ε with the property that, for
all K � Rn and all α ∈ Nn, there exists a slow-scale net (µε)ε such that

sup
x∈K

|∂αuε(x)| = O(µε) as ε → 0.

Clearly, the previous properties hold for all representatives of u once they are known to
be valid for one.

2.1.5. Topological dual of a Colombeau algebra

A topological theory of Colombeau algebras was developed in [18, 19]. The duality
theory for C̃-modules presented in [19] in the framework of topological and locally con-
vex topological C̃-modules has provided the theoretical tools for dealing with the topo-
logical duals of the Colombeau algebras Gc(Ω) and G(Ω). We recall that L(G(Ω), C̃)
and L(Gc(Ω), C̃) denote the space of all C̃-linear and continuous functionals on G(Ω)
and Gc(Ω), respectively. For the choice of topologies given in [18] one has the following
chains of continuous embeddings:

G∞(Ω) ⊆ G(Ω) ⊆ L(Gc(Ω), C̃), (2.1)

G∞
c (Ω) ⊆ Gc(Ω) ⊆ L(G(Ω), C̃), (2.2)

L(G(Ω), C̃) ⊆ L(Gc(Ω), C̃). (2.3)

In (2.1) and (2.2) the inclusion in the dual is given via integration (u → (v →∫
Ω

u(x)v(x) dx)) (for definitions and properties of the integral of Colombeau general-
ized functions see [28]), while the embedding in (2.3) is determined by the inclusion
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Gc(Ω) ⊆ G(Ω). Since Ω → L(Gc(Ω), C̃) is a sheaf, we can define the support of a
functional T (denoted by suppT ). In analogy with distribution theory, we have that
L(G(Ω), C̃) can be identified with the set of functionals in L(Gc(Ω), C̃) having compact
support.

For questions relating to regularity theory and microlocal analysis, particular attention
is given to those functionals in L(Gc(Ω), C̃) and L(G(Ω), C̃) that have a ‘basic’ structure.
More precisely, we say that T ∈ L(Gc(Ω), C̃) is basic if there exists a net (Tε)ε ∈ D′(Ω)(0,1]

fulfilling the condition that, for all K � Ω, there exist j ∈ N, c > 0, N ∈ N and η ∈ (0, 1]
such that,

∀f ∈ DK(Ω), ∀ε ∈ (0, η], |Tε(f)| � cε−N sup
x∈K, |α|�j

|∂αf(x)|

and Tu = [(Tεuε)ε] for all u ∈ Gc(Ω).
In the same way, a functional T ∈ L(G(Ω), C̃) is said to be basic if there exists a net

(Tε)ε ∈ E ′(Ω)(0,1] such that there exist K � Ω, j ∈ N, c > 0, N ∈ N and η ∈ (0, 1] with
the property that,

∀f ∈ C∞(Ω), ∀ε ∈ (0, η], |Tε(f)| � cε−N sup
x∈K, |α|�j

|∂αf(x)|

and Tu = [(Tεuε)ε] for all u ∈ G(Ω). The sets of basic functionals on Gc(Ω) and G(Ω)
are denoted by Lb(Gc(Ω), C̃) and Lb(G(Ω), C̃), respectively.

2.1.6. The Fourier transform on GS (Rn), L(GS (Rn), C̃) and L(G(Ω), C̃)

The Fourier transform on GS (Rn) is defined by the corresponding transformation at
the level of representatives as

F : GS (Rn) → GS (Rn) : u → [(ûε)ε].

F is a C̃-linear continuous map from GS (Rn) into itself, which extends to the dual in
a natural way. More precisely, we define the Fourier transform of T ∈ L(GS (Rn), C̃) as
the functional in L(GS (Rn), C̃) given by

F(T )(u) = T (Fu).

As shown in [20, Remark 1.5], L(G(Ω), C̃) is embedded in L(GS (Rn), C̃) by means of
the map

L(G(Ω), C̃) → L(GS (Rn), C̃) : T → (u → T ((uε|Ω)ε + N (Ω))).

In particular, when T is a basic functional in L(G(Ω), C̃), we have from [20, Proposi-
tion 1.6, Remark 1.7] that the Fourier transform of T is the tempered generalized function
obtained as the action of T (y) on e−iyξ, i.e. F(T ) = T (e−i·ξ) = (Tε(e−i·ξ))ε + Nτ (Rn).
More precisely, F(T ) belongs to G∞

τ (Rn).
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2.1.7. Microlocal analysis in the Colombeau context: the G∞-wavefront set for
generalized functions and functionals

For an introduction to microlocal analysis in the Colombeau context we refer the reader
to [20,23]. Here we only recall those microlocal concepts that we will employ in the final
section of the paper. The G∞-wavefront set of u ∈ Gc(Ω) (WF∞

G u) is defined as the
complement of the set of points (x0, ξ0) ∈ T ∗(Ω) \ 0 fulfilling the property that there
exist a representative (uε)ε of u, a cut-off function ϕ ∈ C∞

c (Ω) with ϕ(x0) = 1, a conic
neighbourhood Γ of ξ0 and a number N such that, for all l ∈ R,

sup
ξ∈Γ

〈ξ〉l|ϕ̂uε(ξ)| = O(ε−N ) as ε → 0.

By construction, πΩWFG∞u = sing suppG∞ u. In addition, [23, Theorem 3.11] shows
that WFG∞ coincides with the set

Wcl,G∞(u) :=
⋂

Au∈G∞(Ω)

Char(A),

where the intersection is taken over all the standard properly supported pseudodifferential
operators A ∈ Ψ0(Ω) such that Au ∈ G∞(Ω). The adjective ‘standard’ refers to symbols
that do not depend on the parameter ε, but belong to the usual Hörmander classes.
This pseudodifferential characterization provides the blueprint for extending the notion
of wavefront set from G(Ω) to the dual L(Gc(Ω), C̃). More precisely, for T ∈ L(Gc(Ω), C̃)
we define

WFG∞(T ) = Wcl,G∞(T ) :=
⋂

AT∈G∞(Ω)

Char(A), (2.4)

where the intersection is taken over all the standard properly supported pseudodiffer-
ential operators A ∈ Ψ0(Ω) such that AT ∈ G∞(Ω). It follows that πΩ(WFG∞T ) =
sing suppG∞ T .

A useful characterization of WFG∞(T ), in terms of estimates at the Fourier transform
level, is valid when T is basic. It involves the sets of generalized functions G∞

S ,0(Γ ),
where Γ is a conic subset of Rn \ 0, of all tempered generalized functions u having a
representative (uε)ε fulfilling the condition that

∃N ∈ N, ∀l ∈ R, sup
ξ∈Γ

〈ξ〉l|uε(ξ)| = O(ε−N ) as ε → 0.

Let T ∈ L(Gc(Ω), C̃). Theorem 3.13 in [20] shows that (x0, ξ0) 	∈ WFG∞T if and only
if there exists a conic neighbourhood Γ of ξ0 and a cut-off function ϕ ∈ C∞

c (Ω) with
ϕ(x0) = 1 such that F(ϕT ) ∈ G∞

S ,0(Γ ).

2.2. Generalized Fourier integral operators: generalized symbols and phase
functions

In this subsection we collect some basic notions concerning generalized pseudodiffer-
ential and Fourier integral operators. For a detailed presentation we refer the reader
to [21,26].
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2.2.1. Generalized symbols

Let Ω be an open subset of Rn. By a generalized symbol of order m we mean an element
of the space GE based on E = Sm

ρ,δ(Ω × Rp). Analogously, Gsc
E , with E = Sm

ρ,δ(Ω × Rp),
is the space of slow-scale regular generalized symbols. We say that a generalized symbol
a of order m is regular if it has a representative (aε)ε fulfilling the condition that,

∀K � Ω, ∃N ∈ N, ∀j ∈ N, |aε|(m)
K,j = sup

|α|+|β|�j

|aε|(m)
K,α,β = O(ε−N ) as ε → 0.

A notion of asymptotic expansion for generalized symbols was introduced in [21, § 2.5]
and employed in developing a complete symbolic calculus for generalized pseudodiffer-
ential operators (see [21,25]). Finally, we recall that the conic support of a generalized
symbol a of order m is the complement of the set of points (x0, ξ0) ∈ Ω × Rp such that
there exist a relatively compact open neighbourhood U of x0, a conic open neighbourhood
Γ of ξ0 and a representative (aε)ε of a satisfying the condition that,

∀α ∈ Np, ∀β ∈ Nn, ∀q ∈ N, sup
x∈U, ξ∈Γ

〈ξ〉−m+ρ|α|−δ|β||∂α
ξ ∂β

xaε(x, ξ)| = O(εq) as ε → 0.

(2.5)
By definition, cone supp a is a closed conic subset of Ω × Rp.

2.2.2. Generalized phase functions

A phase function φ(y, ξ) on Ω × Rp is a smooth function on Ω × Rp \ 0, real valued
and positively homogeneous of degree 1 in ξ such that ∇y,ξφ(y, ξ) 	= 0 for all y ∈ Ω and
ξ ∈ Rp \ 0. We denote the set of all phase functions on Ω × Rp by Φ(Ω × Rp) and the set
of all nets in Φ(Ω × Rp)(0,1] by Φ[Ω × Rp]. We recall that S1

hg(Ω × Rp \ 0) is the space of
symbols on Ω × Rp \ 0 homogeneous of order 1 in ξ, i.e.

sup
x∈K, ξ∈Rp\0

|ξ|−1+α|∂α
ξ ∂β

xa(x, ξ)| < ∞

for all K � Ω, for all α ∈ Np and for β ∈ Nn.

Definition 2.1. An element of MΦ(Ω × Rp) is a net (φε)ε ∈ Φ[Ω × Rp] satisfying the
following conditions:

(i) (φε)ε ∈ MS1
hg(Ω×Rp\0),

(ii) for all K � Ω the net (
inf

y∈K, ξ∈Rp\0

∣∣∣∣∇y,ξφε

(
y,

ξ

|ξ|

)∣∣∣∣2)
ε

is strictly non-zero.

We introduce the equivalence relation ∼ on MΦ(Ω ×Rp) as follows: (φε)ε ∼ (ωε)ε if and
only if (φε − ωε) ∈ NS1

hg(Ω×Rp\0). The elements of the factor space

Φ̃(Ω × Rp) := MΦ(Ω × Rp)/∼

will be called generalized phase functions.
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Finally, we say that φ ∈ Φ̃(Ω × Rp) is a slow-scale generalized phase function if it
has a representative (φε)ε ∈ Msc

S1
hg(Ω×Rp\0) such that the net in (ii) is slow-scale strictly

non-zero.

In the following, Ω′ is an open subset of Rn′
. We denote by Φ[Ω′; Ω ×Rp] the set of all

nets (φε)ε∈(0,1] of continuous functions on Ω′×Ω×Rp that are smooth on Ω′×Ω×Rp\{0}
and are defined such that (φε(x, ·, ·))ε ∈ Φ[Ω × Rp] for all x ∈ Ω′.

Definition 2.2. An element of MΦ(Ω′; Ω×Rp) is a net (φε)ε ∈ Φ[Ω′; Ω×Rp] satisfying
the following conditions:

(i) (φε)ε ∈ MS1
hg(Ω′×Ω×Rp\0),

(ii) for all K ′ � Ω′ and K � Ω the net(
inf

x∈K′, y∈K, ξ∈Rp\0

∣∣∣∣∇y,ξφε

(
x, y,

ξ

|ξ|

)∣∣∣∣2)
ε

(2.6)

is strictly non-zero.

We introduce the equivalence relation ∼ on MΦ(Ω′; Ω × Rp) as follows: (φε)ε ∼ (ωε)ε if
and only if (φε − ωε)ε ∈ NS1

hg(Ω′×Ω×Rp\0). The elements of the factor space

Φ̃(Ω′; Ω × Rp) := MΦ(Ω′; Ω × Rp)/∼

are called generalized phase functions with respect to the variables in Ω × Rp. If φ ∈
Φ̃(Ω′; Ω × Rp) has a representative

(φε)ε ∈ Msc
S1

hg(Ω′×Ω×Rp\0)

such that the net in (2.6) is slow-scale strictly non-zero, then it is called slow-scale
generalized phase function with respect to the variables in Ω × Rp.

2.2.3. Slow-scale critical points

Definition 2.3. Let φ ∈ Φ̃(Ω ×Rp). We define Csc
φ ⊆ Ω ×Rp \0 as the complement of

the set of all (x0, ξ0) ∈ Ω ×Rp \0 with the property that there exist a relatively compact
open neighbourhood U(x0) of x0 and a conic open neighbourhood Γ (ξ0) ⊆ Rp \ 0 of ξ0

such that the generalized function |∇ξφ(·, ·)|2 is slow-scale invertible on U(x0) × Γ (ξ0).
We set πΩ(Csc

φ ) = Ssc
φ and Rsc

φ = (Ssc
φ )c.

By construction, Csc
φ is a conic closed subset of Ω × Rp \ 0 and Rsc

φ ⊆ Rφ ⊆ Ω is
open. It is routine to check that the region Csc

φ coincides with the classical one {(x, ξ) ∈
Ω × Rp \ 0: ∇ξφ(x, ξ) = 0} when φ is a standard phase function independent of ε.

2.2.4. Generalized Fourier integral operators

Let φ ∈ Φ̃(Ω′; Ω × Rp), let a ∈ GSm
ρ,δ(Ω′×Ω×Rp) and let u ∈ Gc(Ω). The generalized

oscillatory integral

Iφ(a)(u)(x) =
∫

Ω×Rp

eiφ(x,y,ξ)a(x, y, ξ)u(y) dy d̄ξ
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defines a generalized function in G(Ω′) and the map

A : Gc(Ω) → G(Ω′) : u → Iφ(a)(u) (2.7)

is continuous. The operator A defined in (2.7) is called a generalized Fourier integral oper-
ator, with amplitude a and phase function φ ∈ Φ̃(Ω′; Ω × Rp). From [21, Theorem 4.6]
we have that, when phase function and amplitude are both slow-scale regular, the corre-
sponding generalized Fourier integral operator maps G∞

c (Ω) continuously into G∞(Ω′).
If a ∈ Gsc

S−∞(Ω′×Ω×Rp), then A maps Gc(Ω) into G∞(Ω′). Pseudodifferential operators
are special Fourier integral operators with φ(x, y, ξ) = (x − y)ξ in (2.7).

2.2.5. Composition of a generalized Fourier integral operator with a generalized
pseudodifferential operator

We conclude this survey of generalized Fourier integral operators by studying the
composition with a generalized pseudodifferential operator. First, we focus on Fourier
integral operators of the form

Fω(b)(u)(x) =
∫

Rn

eiω(x,η)b(x, η)û(η) d̄η,

where ω ∈ GS1
hg(Ω′×Rn\0), b ∈ GSm(Ω′×Rn) and u ∈ Gc(Ω). Note that φ(x, y, η) := ω(x, η)−

yη is a well-defined generalized phase function belonging to Φ̃(Ω′; Ω × Rn) and Iφ(b) =
Fω(b). Theorem 5.11 in [21] provides the composition formula stated below.

2.2.6. Composition formula for a(x, D)Fω(b)

Let ω ∈ Gsc
S1

hg(Ω×Rn\0) have a representative (ωε)ε such that ∇xωε 	= 0 for all ε ∈ (0, 1]
and such that, for all K � Ω,(

inf
x∈K, η∈Rn\0

∣∣∣∣∇xωε

(
x,

η

|η|

)∣∣∣∣)
ε

is slow-scale strictly non-zero. Let a ∈ Gsc
Sm(Ω×Rn) and let b ∈ Gsc

Sl(Ω×Rn\0) with suppx b �
Ω. Then, the operator a(x, D)Fω(b) has the following properties.

(i) It maps G∞
c (Ω) into G∞(Ω).

(ii) It is of the form ∫
Rn

eiω(x,η)h(x, η)û(η) d̄η + r(x, D)u,

where h ∈ Gsc
Sl+m(Ω×Rn\0) has the asymptotic expansion given by the symbols

hα(x, η) =
∂α

ξ a(x,∇xω(x, η))
α!

Dα
z (eiω̄(z,x,η)b(z, η))

∣∣∣∣
z=x

, α ∈ Nn,

with ω̄(z, x, η) := ω(z, η) − ω(x, η) − 〈∇xω(x, η), z − x〉, and r is slow-scale regular
and of order −∞.
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3. Transport equations with generalized coefficients

In this section, we are concerned with the Cauchy problem for the first-order hyperbolic
equation

Dtu =
n∑

j=1

a1,j(t, x)Dju + a0(t, x)u, u(0, ·) = u0, (3.1)

where Dj = Dxj , the coefficients a1,j are real-valued Colombeau generalized functions
in G(Rn+1), a0 ∈ G(Rn+1) and u0 ∈ Gc(Rn). The following theorem combines the well-
posedness results of [40] with the more recent investigations of [32].

Theorem 3.1. Let the coefficients a1,j , j = 1, . . . , n, and a0 be Colombeau generalized
functions in G(Rn+1) compactly supported in x. Assume that the coefficients a1,j are real
valued and that ∂ka1,j and a0 are of logarithmic type (k, j = 1, . . . , n). We then have the
following.

(i) For each u0 ∈ G(Rn), (3.1) has a unique solution u ∈ G(Rn+1).

(ii) If, in addition, u0 ∈ Gc(Rn), then the solution u is compactly supported in x.

(iii) If, in addition, a0 and u0 are real valued, then the solution u is a real-valued
generalized function.

(iv) If the coefficients a1,j and a0 are slow-scale regular and ∂ka1,j (k, j = 1, . . . , n)
and a0 are of slow-scale logarithmic type, then for each u0 ∈ G∞(Rn) the unique
solution u ∈ G(Rn+1) of (3.1) belongs to G∞(Rn+1).

(v) Under hypothesis (iv), if the initial data u0 are slow-scale regular, then u is slow-
scale regular as well.

The aim of this section is to prove that the solution u of (3.1) can be written as the
action of a generalized Fourier integral operator Fφ(b) on the initial data u0 ∈ Gc(Rn).
This requires us to determine the phase function φ and the symbol b.

3.1. The generalized phase function and the characteristic curves

The generalized phase function φ is the solution of the eikonal equation determined by
the principal part of the operator

Dt −
n∑

j=1

a1,j(t, x)Dj − a0(t, x)

under the initial condition φ(0, x, η) = xη. Thus, one has to solve the linear Cauchy
problem

∂tφ(t, x, η) =
n∑

j=1

a1,j(t, x)∂jφ(t, x, η), φ(0, x, η) = xη. (3.2)
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Under the hypotheses of Theorem 3.1 on the coefficients a1,j , we already know that there
exists a unique solution φ ∈ G(Rn+2). More precisely, it has the form

φ(t, x, η) =
n∑

h=1

ωh(t, x)ηh,

where ωh, h = 1, . . . , n, are solutions of the Cauchy problems

∂tωh(t, x) =
n∑

j=1

aj,1(t, x)∂jωh(t, x), ωh(0, x) = xh. (3.3)

In the following proposition we describe the properties of the generalized functions ωh

more specifically. The solutions γ1, . . . , γn of the initial-value problem

d
ds

γh(x, t, s) = −a1,h(s, γ1(x, t, s), γ2(x, t, s), . . . , γn(x, t, s)),

γh(x, t, t) = xj , h = 1, . . . , n,

⎫⎬⎭ (3.4)

are the components of the characteristic curve γ = (γ1, . . . , γn) associated with the differ-
ential operator

∑n
j=1 a1,j(t, x)Dj . Note that, from [28, Theorem 1.5.2 and Remark 1.5.3],

this initial-value problem is well-posed in G(Rn+2) when a1,j is compactly supported in
x and has first-order x-derivatives of logarithmic type.

We make the following assumptions.

(h1) The coefficients a1,j are real-valued generalized functions in G(Rn+1), compactly
supported with respect to x, with ∂ka1,j of logarithmic type (k, j = 1, . . . , n).

(h2) The coefficients a1,j are real-valued slow-scale regular generalized functions in
G(Rn+1), compactly supported with respect to x, with ∂ka1,j of slow-scale log-
arithmic type (k, j = 1, . . . , n).

Note that the compact support property is not essential and is introduced here to keep
the presentation simple.

Proposition 3.2.

(i) Under hypothesis (h1), there exists a unique real-valued solution ωh(t, x) ∈ G(Rn+1)
of (3.3); ωh(t, x) is the hth component of the characteristic curve γ(x, t, 0).

(ii) Under hypothesis (h2), the solution ωh is slow-scale regular.

Proof. From parts (i) and (iii) of Theorem 3.1 it is clear that there exists a unique
real-valued Colombeau solution ωh ∈ G(Rn+1). Since the initial data xh are smooth and,
therefore, slow-scale regular we have, from parts (iv) and (v) of Theorem 3.1, that ωh is
slow-scale regular under (h2) on a1,j and ∂ka1,j , k, j = 1, . . . , n. It remains to prove that
ωh(t, x) = γh(x, t, 0). This comes from the fact that ωh is constant along the characteristic
curves γ(x, t, s), i.e.

d
ds

ωh,ε(s, γ1,ε(x, t, s), γ2,ε(x, t, s), . . . , γn,ε(x, t, s)) = 0,

https://doi.org/10.1017/S0013091513000424 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000424


Fourier integral operator methods for hyperbolic equations 437

working at the level of representatives. Hence,

ωh,ε(t, γ1,ε(x, t, t), . . . , γn,ε(x, t, t)) = ωh,ε(0, γ1,ε(x, t, 0), . . . , γn,ε(x, t, 0))

for each t ∈ R. This implies that ωh(t, x) = γh(x, t, 0) in G(Rn+1). �

Summarizing, we can state the following proposition.

Proposition 3.3. If (h1) holds, then the generalized phase function

φ(t, x, η) =
n∑

h=1

ωh(t, x)ηh =
n∑

h=1

γh(x, t, 0)ηh

solves the eikonal Cauchy problem (3.2).
If (h2) holds, then φ is a slow-scale generalized phase function.

Remark 3.4. The Colombeau generalized function φ is actually a generalized symbol
homogeneous of order 1 in η. With a certain abuse of language, we employ the expression
generalized phase function, previously used to refer to φ′(t, x, y, η) = φ(t, x, η) − yη.
Indeed, for φ′ one has the typical invertibility condition on the gradient, i.e.

|∇φ′(t, x, y, η)| = |(∇tφ(t, x, η),∇xφ(t, x, η),−η,∇ηφ(t, x, η) − y)| � 1

for all η, with |η| = 1.

3.2. The transport equation for the generalized symbol

To compute the generalized symbol b, we need to solve (3.1) with initial condition 1
at t = 0. More precisely, we need to solve

Dtb =
n∑

j=1

a1,j(t, x)Djb + a0(t, x)b, b(0, ·) = 1. (3.5)

We introduce the following set of hypotheses on a0.

(i1) a0 is a generalized function in G(Rn+1), compactly supported in x and of logarithmic
type.

(i2) a0 is a slow-scale regular generalized function in G(Rn+1), compactly supported in
x with zero-derivative of slow-scale logarithmic type.

Using Theorem 3.1 and integrating along the characteristics, we have the following exis-
tence and uniqueness result.

Theorem 3.5.

(i) Under hypothesis (h1) on the coefficients a1,j and hypothesis (i1) on a0, there exists
a unique solution b ∈ G(Rn+1) of (3.5).
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(ii) Under hypothesis (h2) on the coefficients a1,j and hypothesis (i2) on a0, the solution
b ∈ G(Rn+1) of (3.5) is slow-scale regular.

(iii) Furthermore, b(t, x) = eiβ(t,x), with

β(t, x) =
∫ t

0
a0(s, γ1(x, t, s), . . . , γn(x, t, s)) ds.

3.3. Generalized FIO formula

A combination of Proposition 3.3 and Theorem 3.5 yields the following FIO formula.

Proposition 3.6.

(i) Under hypotheses (h1) and (i1) on the coefficients a1,j and a0, respectively, the
solution u ∈ G(Rn+1) of (3.1) can be written as

u(t, x) = Fφ(b)(u0)(t, x) :=
∫

Rn

eiφ(t,x,η)b(t, x)û0(η) d̄η, (3.6)

where the generalized phase function φ is defined in Proposition 3.3 and b ∈
G(Rn+1) is defined in Theorem 3.5.

(ii) Under hypotheses (h2) and (i2), (3.6) holds with φ and b slow-scale regular.

3.4. The non-homogeneous Cauchy problem

We conclude this section by finding a solution formula for the non-homogeneous Cauchy
problem

Dtu =
n∑

j=1

a1,j(t, x)Dju + a0(t, x)u + f(t, x), u(0, ·) = u0, (3.7)

where f ∈ G(Rn+1) is compactly supported with respect to x. Note that the Fourier
integral operator Fφ(b) of Proposition 3.6, solving the homogeneous problem, is given by

Fφ(b)(u0)(t, x) =
∫

Rn

eiφ(t,x,η)b(t, x, η)û0(η) d̄η = b(t, x)u0(γ(x, t, 0)).

This defines, for each t ∈ R, a map

U(t) = Fφ(b)(t) : Gc(Rn) → Gc(Rn) : u0 → Fφ(b)(u0)(t, ·)

such that U(0) = I and

U(t)−1 = Gc(Rn) → Gc(Rn) : v → 1
b(t, γ(x, 0, t))

v(γ(x, 0, t)).
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Theorem 3.7.

(i) Under hypotheses (h1) and (i1) on the coefficients a1,j and a0, respectively, the
solution u ∈ G(Rn+1) of (3.7) can be written as

u(t, x) = Fφ(b)(t)
(

u0 + i
∫ t

0

1
b(τ, γ(·, 0, τ))

f(τ, γ(·, 0, τ)) dτ

)
(x), (3.8)

where the generalized phase function φ is defined in Proposition 3.3 and b ∈
G(Rn+1) is defined in Theorem 3.5.

(ii) Under hypotheses (h2) and (i2), (3.8) holds with φ and b slow-scale regular.

4. First-order hyperbolic pseudodifferential equations with generalized
symbols

We now consider hyperbolic first-order pseudodifferential equations of the type

Dtu = a1(t, Dx)u + a0(t, x, Dx)u, (4.1)

where a1 and a0 are generalized symbols of order 1 and 0, respectively, with a1 real
valued and independent of x. As mentioned in § 1, we restrict ourselves to t-dependent
principal parts. We begin by collecting what is known about (4.1) in the Colombeau
context. The following theorem is due to Hörmann (see [32]). The well-posedness of the
Cauchy problem

Dtu = a1(t, Dx)u + a0(t, x, Dx)u + f, u(0, ·) = u0 (4.2)

is intended in the Colombeau algebra GH∞((−T,T )×Rn) based on H∞((−T, T ) × Rn). Here,
we use the notation G2,2((−T, T ) × Rn) introduced in [4]. The choice of this setting is
motivated by a uniqueness issue; the solution u to (4.2) fails to be unique in the usual
Colombeau algebra G([−T, T ]×Rn), whereas it is uniquely determined in G2,2((−T, T )×
Rn). Finally, with the expressions generalized symbol and slow-scale regular generalized
symbol we refer to the elements of the spaces GC∞([−T,T ],Sm(R2n)) and Gsc

C∞([−T,T ],Sm(R2n)),
respectively. Note that by the notation Sm(R2n) we denote symbols satisfying uniform
estimates with respect to x ∈ Rn and ξ ∈ Rn, i.e.

sup
(x,ξ)∈R2n

〈ξ〉−m+|α||∂α
ξ ∂β

xa(x, ξ)| < ∞.

In the following, (k, h) denotes the η-derivatives and x-derivatives of a symbol up to
order k and h, respectively.

Theorem 4.1. Let a1 be a real-valued generalized symbol of order 1, let a0 be a
generalized symbol of order 0, let f ∈ G2,2((−T, T ) × Rn) and let u0 ∈ G2,2(Rn).

(i) If there exist representatives (a1,ε)ε and (a0,ε)ε of a1 and a0, respectively, such that
(a1,ε)ε is of log type up to order (kn, ln+1), with kn = 3(n/2�+1) and ln = 2(n+2),
and (a0,ε)ε is of log type up to order (k′

n, j′
n), with k′

n = l′n = n/2� + 1, then (4.2)
is well-posed in G2,2((−T, T ) × Rn).
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(ii) If, for large |x|, the net (a0,ε)ε does not depend on t, then one can set kn = 1,
ln = n + 2, k′

n = 0, l′n = n + 1 in (i).

(iii) If a1 and a0 are slow-scale regular generalized symbols and the log-type conditions
in (i) on (a1,ε)ε and (a0,ε)ε are replaced by slow-scale log-type assumptions, then,
for each f ∈ G∞

2,2((−T, T ) × Rn) and u0 ∈ G∞
2,2(R

n), the unique solution u to (4.2)
belongs to G∞

2,2((−T, T ) × Rn).

Our aim now is to find an FIO formula by which to express the solution u. More
precisely, we will construct a generalized FIO parametrix for the hyperbolic Cauchy
problem

Dtu = a1(t, Dx)u + a0(t, x, Dx)u, u(0, ·) = u0 ∈ Gc(Rn). (4.3)

Under suitable moderateness assumptions, we get well-posedness and G∞-regularity.

4.1. The generalized phase function and the eikonal equation

We begin by determining the generalized phase function φ(t, x, η), i.e. by solving the
following eikonal equation.

Proposition 4.2. The eikonal equation

∂tφ(t, x, η) = a1(t, ∇xφ(t, x, η)), φ(0, x, η) = xη, (4.4)

has the solution

φ(t, x, η) = xη +
∫ t

0
a1(s, η) ds

in GC∞([−T,T ],S1(R2n)) if a1 ∈ GC∞([−T,T ],S1(R2n)) and in Gsc
C∞([−T,T ],S1(R2n)) if a1 ∈

Gsc
C∞([−T,T ],S1(R2n)).

Remark 4.3. (i) Note that φ(t, x, η) is a symbol of order 1 with ∇xφ(t, x, η) = η,
but non-homogeneous with respect to η. This is not an obstacle in defining the Fourier
integral operator∫

Rn

eiφ(t,x,η)b(t, x, η)v̂(η) d̄η =
∫

R2n

ei(φ(t,x,η)−yη)b(t, x, η)v(y) dy d̄η

for v ∈ Gc(Rn) and a generalized symbol b. Indeed, to give a meaning to the oscillatory
integral on the right-hand side (by means of an operator Lφ to be used in the integration
by parts), it is sufficient that the bound from below

|∇xφ′
ε(t, x, η)|2 + |∇yφ′

ε(t, x, η)|2 + |η|2|∇ηφ′
ε(t, x, η)|2 � λε|η|2 (4.5)

holds for some strictly non-zero net λε and for φ′(t, x, y, η) = φ(t, x, η) − yη uniformly
in t ∈ [−T, T ], (x, y, η) ∈ R3n and ε ∈ (0, 1]. Condition (4.5) is trivially satisfied by the
phase function in Proposition (4.2). Indeed, for

φ′(t, x, y, η) = (x − y)η +
∫ t

0
a1(s, η) ds

one has that |∇xφ′
ε(t, x, η)|2 = |η|2.
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(ii) Easy computations at the level of representatives show that the Fourier integral
operator with phase function

φ(t, x, η) = xη +
∫ t

0
a1(s, η) ds

and symbol
b(t, x, η) ∈ GC∞([−T,T ],Sm(R2n))

maps Gc(Rn) (or GS (Rn)) into GC∞([−T,T ],S (Rn)). Recalling the embedding Gc(Rn) ⊆
GS (Rn) ⊆ G2,2(Rn) (see [19]) we have that

Fφ(b) : GS (Rn) → GC∞([−T,T ],S (Rn)) → G2,2((−T, T ) × Rn)

and

a1(t, Dx)Fφ(b) + a0(t, x, Dx)Fφ(b) : GS (Rn) → GC∞([−T,T ],S (Rn)) → G2,2((−T, T ) × Rn).

In addition, if we work with slow-scale generalized phase functions and symbols, then
the previous mapping properties hold between G∞

S (Rn) and G∞
2,2((−T, T ) × Rn).

Theorem 5.10 in [21] concerning the composition of a generalized pseudodifferential
operator with a generalized Fourier integral operator can be easily adapted to Fourier
integral operators with a phase function, as above. This means that under the slow-scale
assumptions of Theorem 4.1 (iii), for any b ∈ Gsc

C∞([−T,T ],Sm(R2n)) and v ∈ Gc(Rn), we have
that

a1(t, Dx)Fφ(b)v + a0(t, x, Dx)Fφ(b)v =
∫

Rn

eiφ(t,x,η)h(t, x, η)v̂(η) d̄η + r(t, x, Dx)v, (4.6)

where h and r are generalized symbols of order m+1 and −∞, respectively, v ∈ GS (Rn)
and the equality is intended in G2,2((−T, T ) × Rn). If we take slow-scale regular phase
functions and symbols, then h and r are slow-scale regular as well and r(t, x, Dx)v ∈
G∞

2,2((−T, T ) × Rn). The symbol h has the following asymptotic expansion (as defined
in [21]):

h(t, x, η) ∼
∑

α∈Nn

hα(t, x, η) =
∑

α∈Nn

∂α
η (a1(t, η) + a0(t, x, η))

α!
Dα

z (eiφ(t,z,x,η)b(t, z, η))
∣∣∣∣
z=x

=
∑

α∈Nn

∂α
η (a1(t, η) + a0(t, x, η))

α!
Dα

x b(t, x, η).

4.2. The transport equations and the generalized symbol

We proceed in the construction of a generalized FIO parametrix for (4.3) by looking
for a symbol b ∈ Gsc

C∞([−T,T ],S0(R2n)) given by the asymptotic expansion∑
k∈N

bk, bk ∈ Gsc
C∞([−T,T ],S−k(R2n)).
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The symbols bk will solve some specific transport equations and will determine b such
that

DtFφ(b) − a1(t, Dx)Fφ(b) − a0(t, x, Dx)Fφ(b)

is a G∞
2,2-regularizing operator. We begin by observing that, by composition formula (4.6),

a1(t, Dx)Fφ(b)v + a0(t, x, Dx)Fφ(b)v = Fφ(h)u + r(t, x, Dx)v, v ∈ Gc(Rn),

where r has order −∞ and is slow-scale regular when a1 and a0 are also slow-scale
regular. In other words, we can write that

DtFφ(b)v − a1(t, Dx)Fφ(b)v − a0(t, x, Dx)Fφ(b)v = DtFφ(b)v − Fφ(h)v − r(t, x, Dx)v.

Note that, taking a suitable cut-off function ψ, we can write the action of r(t, x, Dx) on
v as the integral operator ∫

Rn

ψ(y)kr(t, x, y)v(y) dy,

with ψ(y)kr(t, x, y) ∈ G∞
2,2((−T, T ) × R2n) rapidly decreasing with respect to x and y.

Then, the generalized function ∫
Rn

ψ(y)kr(t, x, y)v(y) dy

belongs to G∞
2,2((−T, T ) × Rn). We recall that φ solves the eikonal equation (4.4) of the

previous subsection. Hence, by making use of the asymptotic expansion of h and b written
above and by collecting the terms with the same order, we obtain the transport equations

Dtb0 =
∑

|α|=1

∂α
η a1(t, η)

α!
Dα

x b0 + a0b0,

Dtb−1 =
∑

|α|=1

∂α
η a1(t, η)

α!
Dα

x b−1 + a0b−1

+
∑

|α|=1

∂α
η a0(t, x, η)

α!
Dα

x b0 +
∑

|α|=2

∂α
η a1(t, η)

α!
Dα

x b0,

...

Dtb−k =
∑

|α|=1

∂α
η a1(t, η)

α!
Dα

x b−k + a0b−k + f−k,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.7)

where f−k ∈ Gsc
C∞([−T,T ],S−k(R2n)). From Proposition 3.6 and Theorem 3.7 we deduce the

following statement on transport equations with generalized symbols as coefficients and
initial data.

Theorem 4.4. The Cauchy problem

Dts =
∑

|α|=1

∂α
η a1(t, η)

α!
Dα

x s + a0(t, x, η)s + f, (4.8)

s(0, ·, ·) = s0, (4.9)
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has a solution s ∈ GC∞([−T,T ],Sm(R2n)) where

(i) m ∈ R, f ∈ GC∞([−T,T ],Sm(R2n)) and s0 ∈ GC∞([−T,T ],Sm(R2n)),

(ii) a1 ∈ GC∞([−T,T ],S1(R2n)) and a0 ∈ GC∞([−T,T ],S0(R2n)),

(iii) a0 is of log type.

If we replace G with Gsc in (i)–(iii) and the assumption of log type with slow-scale log
type, then s ∈ Gsc

C∞([−T,T ],Sm(R2n)).

Proof. By applying Theorem 3.7 to (4.8) we have the solution formula

s(t, x, η) = b(t, x, η)
(

s0(t, γ(t, x, η), η) + i
∫ t

0

f(τ, γ(t, x, η, τ), η)
b(τ, γ(t, x, η, τ), η)

dτ

)
,

where, for i = 1, . . . , n,

γi(t, x, η) = xi +
∫ t

0
∂ηia1(σ, η) dσ,

γi(t, x, η, τ) = xi +
∫ t

0
∂ηia1(σ, η) dσ −

∫ τ

0
∂ηia1(σ, η) dσ,

b(t, x, η) = exp
(

i
∫ t

0
a0(s, γ(t, x, η, s), η) ds

)
.

One can easily check that b(t, x, η) and s0(t, γ1(t, x, η), . . . , γ2(t, x, η), η) are elements of
the generalized symbol spaces GC∞([−T,T ],S0(R2n)) and GC∞([−T,T ],Sm(R2n)), respectively,
and that∫ t

0

f(τ, γ(t, x, η, τ), η)
b(τ, γ(t, x, η, τ), η)

dτ

=
∫ t

0
exp

(
− i

∫ τ

0
a0(s, γ(t, x, η, s), η) ds

)
f(τ, γ(t, x, η, τ), η) dτ

belongs to GC∞([−T,T ],Sm(R2n)). From this, it follows that s(t, x, η) is a generalized symbol
of order m satisfying the initial condition s(0, x, η) = s0(x, η). �

We now go back to (4.7). With the help of Theorem 4.4 we solve the equations in (4.7).

Proposition 4.5. If a1 and a0 are slow-scale regular generalized symbols of order 1
and 0, respectively, satisfying the assumptions of Theorem 4.1 (iii), then there exist sym-
bols b−j ∈ Gsc

C∞([−T,T ],S−j(R2n)), j ∈ N, which solve transport equations (4.7) and such
that b0(0, x, η) = 1 and b−j(0, x, η) = 0 for all j > 0.
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4.3. Construction of a generalized FIO parametrix and solution formula for
the Cauchy problem

We now have all the tools for constructing a generalized FIO parametrix for (4.3).
Combining Theorem 4.1 with Proposition 4.2 and Proposition 4.5 we obtain the following
statement.

Theorem 4.6. Let u0 ∈ Gc(Rn) and let a1 and a0 fulfil the assumptions of Theorem
4.1 (iii) on a1 and a0. Then, there exists a generalized Fourier integral operator Fφ(b)
with slow-scale phase function and symbol b of order 0 such that

DtFφ(b)u0 = a1(t, Dx)Fφ(b)u0 + a0(t, x, Dx)Fφ(b)u0 + r(t, x, Dx)u0,

Fφ(b)u0(0, ·) = u0 + r0(t, Dx)u0,

where r ∈ Gsc
C∞([−T,T ],S−∞(R2n)) and r0 ∈ Gsc

S−∞(R2n).

Corollary 4.7. Let the hypotheses of Theorem 4.1 (iii) be satisfied. Then, the solution
u ∈ G2,2((−T, T ) × Rn) of the Cauchy problem

Dtu = a1(t, Dx)u + a0(t, x, Dx)u, u(0, ·) = u0 ∈ Gc(Rn),

is equal to Fφ(b)u0 modulo G∞
2,2((−T, T ) × Rn).

Proof. From Theorem 4.6 we have that v = Fφ(b)u0 − u ∈ G2,2((−T, T ) × Rn) solves
the Cauchy problem

Dtv = a1(t, Dx)v + a0(t, x, Dx)v + r(t, x, Dx)u0, v(0, ·) = r0(x, Dx)u0,

where r(t, x, Dx)u0 ∈ G∞
2,2((−T, T )×Rn) and r0(x, Dx)u0 ∈ G∞

2,2(R
n). Theorem 4.1 yields

the G∞-regularity of v, i.e. v ∈ G∞
2,2((−T, T ) × Rn). �

5. Microlocal investigation of the solution of a generalized hyperbolic
Cauchy problem

This section presents a microlocal investigation of the solution u ∈ G(Rn+1) of the hyper-
bolic Cauchy problem studied in §§ 3 and 4. First, we will concentrate on the microlocal
properties of u, viewed as a generalized function in both the variables t and x (WFG∞u),
and, second, we will fix t and investigate the generalized function u(t, ·) ∈ G(Rn) microlo-
cally (WFG∞u(t, ·)). Since u can be written as the action of a generalized Fourier integral
operator Fφ(b) on the initial data u0 ∈ Gc(Rn), we focus our attention on the microlo-
cal properties of generalized Fourier integral operators. We begin with some abstract
theoretical results that we will finally apply to the special case of u = Fφ(b)u0 under
suitable assumptions on the phase function φ.
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5.1. Microlocal properties of generalized Fourier integral operators:
the wavefront set

We begin by recalling some results obtained in [26]. Let Ω be an open subset of Rn.
As a preliminary step we observe that when φ ∈ Φ̃(Ω × Rp), U ⊆ Ū � Ω, Γ ⊆ Rn \ 0,
V ⊆ Ω × Rp \ 0, then

Inf
y∈U, ξ∈Γ
(y,θ)∈V

|ξ − ∇yφ(y, θ)|
|ξ| + |θ| :=

[(
inf

y∈U, ξ∈Γ
(y,θ)∈V

|ξ − ∇yφε(y, θ)|
|ξ| + |θ|

)
ε

]

is a well-defined element of C̃.
In the following, W sc

φ,a denotes the set of all points (x0, ξ0) ∈ T ∗(Ω) \ 0 with the
property that, for all relatively compact open neighbourhoods U(x0) of x0, for all open
conic neighbourhoods Γ (ξ0) ⊆ Rn \ 0 of ξ0 and for all open conic neighbourhoods V of
cone supp a ∩ Csc

φ such that V ∩ (U(x0) × Rp \ 0) 	= ∅, the generalized number

Inf
y∈U(x0), ξ∈Γ (ξ0)

(y,θ)∈V ∩(U(x0)×R
p\0)

|ξ − ∇yφ(y, θ)|
|ξ| + |θ| (5.1)

is not slow-scale invertible.

Theorem 5.1. Let Iφ(a) be the functional in L(Gc(Ω), C̃) given by

v →
∫

Ω×Rn

eiφ(y,ξ)a(y, ξ)v(y) dy d̄ξ,

where φ is a slow-scale generalized phase function and a is a regular symbol of order m.
The G∞-wavefront set of Iφ(a) is contained in the set W sc

φ,a.

The previous theorem can clearly be stated for a slow-scale generalized phase function
φ(x, y, ξ) (in the variable (y, ξ)) and a regular amplitude a(x, y, ξ) on Ω′ × Ω × Rp, with
an open subset Ω′ of Rn′

. In this case,

Iφ(a)v =
∫

Ω′×Ω×Rn

eiφ(x,y,ξ)a(x, y, ξ)v(x, y) dxdy d̄ξ

is the kernel of the generalized Fourier integral operator

A : Gc(Ω) → G(Ω′) : u →
∫

Ω×Rn

eiφ(x,y,ξ)a(x, y, ξ)u(y) dy d̄ξ.

We will therefore use the notation KA for the functional Iφ(a). The next theorem relates
WFG∞Au to WFG∞KA and WFG∞u.

We recall that, given E ⊆ Ω′ ×Ω × Rn′ × Rn, E′ ⊆ (Ω′ × Rn′
)× (Ω × Rn) is the set of

all (x, ξ, y, η) such that (x, y, ξ,−η) ∈ E. A subset E′ defines a relation E′ ◦ G of Ω × Rn

with Ω′ × Rn′
when G ⊆ Ω × Rn. More precisely,

E′ ◦ G := {(x, ξ) ∈ Ω′ × Rn′
: ∃(y, η) ∈ G, (x, ξ, y, η) ∈ E′}.
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Theorem 5.2. Let φ(x, y, ξ) be a slow-scale generalized phase function in the variable
(y, ξ) and let a(x, y, ξ) be a regular amplitude on Ω′×Ω×Rp. Let A be the corresponding
Fourier integral operator with kernel KA ∈ L(Gc(Ω′ × Ω), C̃) and let u be a generalized
function in Gc(Ω). If

WF′
G∞KA ◦ WFG∞u ⊆ T ∗(Ω′) \ 0, (5.2)

then

WFG∞Au ⊆ (WF′
G∞KA ◦ WFG∞u) ∪ (WF′

G∞KA ◦ (sing suppG∞ u × {0})), (5.3)

where the right-hand side is a conic subset of T ∗(Ω′) \ 0.

Proof. Let L be a neighbourhood of sing suppG∞ u. Let Λ be the right-hand side
of (5.3) with sing suppG∞ u replaced by L. It is clear that Λ is conic, and the inclusion
Λ ⊆ T ∗(Ω′) \ 0 follows from (5.2).

We prove that if (x0, ξ0) 	∈ Λ, then (x0, ξ0) 	∈ WFG∞Au. From this it follows that
WFG∞Au ⊆ Λ. At this point, since L is chosen arbitrarily and u has compact support,
we get the desired inclusion (5.3).

Let K1 be a neighbourhood of x0, and let K2 = πΩ(sing suppG∞ KA ∩ (K1 × L)).
From the assumptions on phase function and amplitude we have that A maps G∞ into
G∞. It follows that, for a cut-off function ψ that is identically 1 on a neighbourhood of
sing suppG∞ u, we can write sing suppG∞ Au = sing suppG∞ A(ψu). If K2 = ∅, then taking
ψ such that supp(ψu) ⊆ L we have that Au|K1 can be written as

∫
KA(x, y)ψu(y) dy,

where KA(x, y) is G∞-regular. Hence, Au|K1 ∈ G∞ and (x0, ξ) 	∈ WFG∞Au for each
ξ 	= 0.

We assume that K2 is not empty and for y0 ∈ K2 we set

Σ0 = {(ξ, η) : (x0, y0, ξ, η) ∈ WFG∞KA},

Γ0 = {η : (y0, η) ∈ WFG∞u}.

We claim that there exist

• a conic open neighbourhood Σ̃0 ⊆ Rn′+n \ 0 of Σ0,

• a conic open neighbourhood Γ̃ 0 ⊆ Rn \ 0 of Γ0,

• a conic neighbourhood W ⊆ Rn′ \ 0 of ξ0,

• a number δ > 0 and neighbourhoods V1 and V2 of x0 and y0, respectively,

such that

W ∩ (Σ̃′
0 ◦ Γ̃0) = ∅, (5.4)

V1 × V2 × {(ξ, η) : ξ ∈ W, |η| � δ|ξ|} ∩ WFG∞KA = ∅, (5.5)

Σ̃0 ∩ {(ξ, η) : − η ∈ Γ̃0, |ξ| � δ|η|} = ∅. (5.6)

But (x0, ξ0) 	∈ Λ implies that (x0, ξ0) 	∈ WF′
G∞KA ◦ WFG∞u. Therefore, since Σ0, Γ0

and Σ0 ◦ Γ0 are closed and conic, there exist neighbourhoods W , Σ̃0 and Γ̃ 0, as above,
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satisfying (5.4). If (x0, ξ0) 	∈ Λ, then (x0, y0, ξ0, 0) 	∈ WFG∞KA. Indeed, (x0, y0, ξ0, 0) ∈
WFG∞KA implies that (x0, ξ0) ∈ WFG∞K ′

A ◦ (L × {0}) ⊆ Λ. It follows that there exist
neighbourhoods V1 and V2, as above, and δ > 0 such that (5.5) holds. Finally, we have that
{(0, η) : − η ∈ Γ0}∩Σ0 = ∅. Indeed, if (x0, 0, y0, η) ∈ WFG∞KA and (y0,−η) ∈ WFG∞u,
then (x0, 0) ∈ WF′

G∞KA◦WFG∞u. This is absurd since WF′
G∞KA◦WFG∞u ⊆ T ∗(Ω′)\0.

This assertion yields (5.6) for a suitable choice of Σ̃0 and Γ̃ 0. By shrinking V1 and V2 we
can also impose that

V1 ⊆ K1, (V2 × (Γ̃0)c) ∩ WFG∞u = ∅, (V1 × V2 × (Σ̃0)c) ∩ WFG∞KA = ∅, (5.7)

where the complements are intended in Rn \ 0 and Rn′+n \ 0, respectively.
Letting α ∈ C∞

c (V1) be identically 1 near x0, we have to prove that α̂Au is G∞
S ,0-regular

on a certain conic neighbourhood of ξ0. Let ψ ∈ C∞
c (Ω) be identically 1 on a neighbour-

hood of sing suppG∞ u and with suppψ ⊆ L. Since αA((1 − ψ)u) ∈ G∞
c (Ω′) we have

that

α̂Au = ̂αA(ψu) modulo G∞
S .

We write that

α̂Aψu(ξ) = 〈KA, α(x)e−ixξψ(y)u(y)〉.

From K2 = πΩ(sing suppG∞ KA ∩(K1 ×L)) we have that we can restrict our attention to
y ∈ K2. Taking a partition of unity in a neighbourhood of K2 (based on the neighbour-
hoods V2 with the property above) we observe that α̂Aψu(ξ) is a finite sum of terms of
the form

〈fKA, α(x)e−ixξβ(y)u(y)〉,

where f ∈ C∞
c (V1 × V2) and β ∈ C∞

c (V2). Applying the Fourier and inverse Fourier
transforms we can write that

〈fKA, α(x)e−ixξβ(y)u(y)〉 =
∫

Rn′+n

f̂KA(θ, η)α̂(ξ − θ)β̂u(−η) d̄θ d̄η.

From (5.7) we now have that the tempered generalized function f̂KA is G∞
S ,0-regular

outside Σ̃0 and that α̂(ξ − θ)β̂u(−η) is G∞
S ,0-regular with respect to (θ, η) outside

{(θ, η) : −η ∈ Γ̃ 0, |θ| � δ|η|}. This fact combined with (5.6) guarantees that the integral
above is absolutely convergent. Note that

|α̂(ξ − θ)| � cN (1 + |ξ − θ|)−N

for arbitrary N ∈ N and that if W ′ is a sufficiently small conic open neighbourhood of
ξ0 with W̄ ′ ⊆ W , then there exists c > 0 such that |ξ − θ| � c(|ξ| + |θ|) for all ξ ∈ W ′

and all θ ∈ W c. Hence, the estimate

|α̂(ξ − θ)| � c′
N (1 + |ξ| + |θ|)−N
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holds for all ξ ∈ W ′ and all θ ∈ W c. It follows that∫
θ �∈W

f̂KA(θ, η)α̂(ξ − θ)β̂u(−η) d̄θ d̄η ∈ G∞
S ,0(W

′). (5.8)

In order to understand the integration over W × Rn we begin by proving that
f̂KA(θ, η)β̂u(−η) is G∞

S ,0-regular in (θ, η) for θ ∈ W and η ∈ Rn. From (5.5) we have that
f̂KA is G∞

S ,0-regular in (θ, η) for θ ∈ W and |η| � δ|θ|. If |η| � δ|θ| and −η 	∈ Γ̃ 0, (5.7)
implies that β̂u is G∞

S ,0-regular in η and, therefore, also in (θ, η). Finally, when θ ∈ W

and −η ∈ Γ̃ 0, then (θ, η) 	∈ Σ̃0 from (5.4). Since f̂KA is G∞
S ,0-regular outside Σ̃0, we

conclude that f̂KA(θ, η)β̂u(−η) has the same regularity property. At this point, it is
clear that the generalized function given by∫

θ∈W

f̂KA(θ, η)α̂(ξ − θ)β̂u(−η) d̄θ d̄η (5.9)

is G∞
S ,0-regular on W . A combination of (5.8) and (5.9) yields that α̂Au ∈ G∞

S ,0(W
′).

This means that (x0, ξ0) 	∈ WFG∞Au and completes the proof. �

We recall that the G∞-microsupport of a generalized symbol a on Ω×Rn is the comple-
ment of the set of points (x0, ξ0) with the following property: there exist a representative
(aε)ε of a, a relatively compact open neighbourhood U of x0, a conic neighbourhood
Γ ⊆ Rn \ 0 of ξ0 and a natural number N ∈ N such that,

∀m ∈ R, ∀α, β ∈ Nn, ∃c > 0, ∃η ∈ (0, 1], ∀(x, ξ) ∈ U × Γ, ∀ε ∈ (0, η],

|∂α
ξ ∂β

xaε(x, ξ)| � c〈ξ〉mε−N . (5.10)

The G∞-microsupport is denoted by µ suppG∞ a.

Remark 5.3. Condition (5.2) is satisfied when A = a(x, D) is a generalized pseudo-
differential operator with regular symbol. In this case we have from [26, Remark 5.15]
that if (x, y, ξ, η) ∈ WFG∞KA = WFG∞Ka(x,D), then x = y and η = −ξ, with ξ 	= 0 and
(x, ξ) ∈ µ suppG∞ a. Hence,

WF′
G∞Ka(x,D) ◦ WFG∞u ⊆ {(x, ξ) : (x, x, ξ,−ξ) ∈ WFG∞Ka(x,D)} ∩ WFG∞u,

which implies that WF′
G∞Ka(x,D) ◦ WFG∞u ⊆ T ∗(Ω) \ 0. Since

WF′
G∞Ka(x,D) ◦ (sing suppG∞ u × {0}) = ∅,

Theorem 5.2 yields, for u ∈ Gc(Ω), that

WFG∞a(x, D)u ⊆ WF′
G∞Ka(x,D) ◦ WFG∞u

⊆ {(x, ξ) : (x, x, ξ,−ξ) ∈ WFG∞Ka(x,D)} ∩ WFG∞u

⊆ µ suppG∞ a ∩ WFG∞u.

Note that the same inclusion was obtained in [23, Theorem 3.6].
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We now consider a special class of generalized Fourier integral operators that fulfil (5.2)
and we rephrase Theorem 5.2 for them. This requires some preliminary results concerning
the set Cφ of singular points and the set W sc

φ,a defined before Theorem 5.1.

Proposition 5.4. Let [(φ)ε] ∈ Φ̃(Ω × Rp) and let φ ∈ C1(Ω × Rp \ 0) such that
limε→0 φε = φ in C1(Ω × Rp \ 0). It then follows that

(i) Csc
[(φε)ε] ⊆ {(x, ξ) ∈ T ∗(Ω) \ 0: ∇ξφ(x, ξ) = 0},

(ii) for any generalized symbol a,

W sc
[(φ)ε],a ⊆ {(x,∇xφ(x, θ)) : θ 	= 0, (x, θ) ∈ cone supp a, ∇θφ(x, θ) = 0}.

Proof. (i) From the limit property we obtain that, for any compact subset K of
Ω, supx∈K, |ξ|=1 |∇ξφε(x, ξ) − ∇ξφ(x, ξ)| tends to 0. If, for some (x0, ξ0), ∇ξφ(x0, ξ0) 	=
0, then |∇ξφ(x, ξ)| � c on a relatively compact neighbourhood U(x0) and on a conic
neighbourhood Γ (ξ0). Since for all n ∈ N there exists εn ∈ (0, 1] such that

sup
x∈U(x0), ξ∈Γ (ξ0)

|∇ξφε(x, ξ) − ∇ξφ(x, ξ)| � 1
n

for all ε ∈ (0, εn), we get that

|∇ξφε(x, ξ)| � |∇ξφ(x, ξ)| − |∇ξφε(x, ξ) − ∇ξφ(x, ξ)| � c − 1
n

for all x ∈ U(x0), ξ ∈ Γ (ξ0) and ε ∈ (0, εn). Choosing n large enough we have that the
net

inf
x∈U(x0), ξ∈Γ (ξ0)

|∇ξφε(x, ξ)|

is slow-scale invertible, that is, (x0, ξ0) 	∈ Csc
[(φε)ε].

(ii) If (x0, ξ0) ∈ W sc
[(φ)ε],a, then we find sequences of neighbourhoods Un(x0), Γn(ξ0) and

Vn(cone supp a∩Csc
[(φε)ε]) and sequences of points xn ∈ Un(x0), ξn ∈ Γn(ξ0), (xn, θn) ∈ Vn

such that
|ξn − ∇xφεn

(xn, θn)| � |log εn|−1(|ξn| + |θn|),
where εn tends to 0. It is not restrictive to assume that θn has norm 1. Hence,

|ξn − ∇xφεn
(xn, θn)| � |log εn|−1(|ξn| + 1). (5.11)

Passing to subsequences, we have that xn converges to x0 and θn converges to a certain θ0,
with |θ0| = 1 and (x0, θ0) ∈ cone supp a ∩ Csc

[(φε)ε]. The first assertion of this proposition
implies that ∇θφ(x0, θ0) = 0. The sequence |ξn| is bounded. Indeed,

|ξn| � |ξn − ∇xφεn(xn, θn)| + |∇xφεn(xn, θn)| � |log εn|−1(|ξn| + 1) + |∇xφεn(xn, θn)|,

where from limn→∞|∇xφεn(xn, θn)| = |∇xφ(x0, θ0)| it follows that |∇xφεn(xn, θn)| � 1
for n large enough. Thus,

|ξn|(1 − |log εn|−1) � |log εn|−1 + 1
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results in an upper bound for |ξn|. As a consequence, passing again to subsequences, we
find some ξ′ = λξ0, λ > 0, such that ξn → ξ′. Passing to the limit in (5.11), we deduce
that ξ′ = λξ0 = ∇xφ(x0, θ0). In conclusion, we have proved that if (x0, ξ0) ∈ W sc

[(φ)ε],a,
then there exists θ′

0 	= 0 such that (x0, θ
′
0) ∈ cone supp a, ∇θφ(x0, θ

′
0) = 0 and ξ0 =

∇xφ(x0, θ
′
0). �

We are ready to consider a Fourier integral operator with phase function

[(φε(x, ξ))ε] − yξ.

From the previous statements we obtain the following microlocal result.

Theorem 5.5. Let [(φε(x, ξ) − yξ)ε] be a slow-scale generalized phase function in the
variable (y, ξ) and let a(x, y, ξ) be a regular generalized amplitude on Ω′ × Ω × Rn. Let
A be the corresponding Fourier integral operator with kernel KA ∈ L(Gc(Ω′ × Ω), C̃)
and let u be a generalized function in Gc(Ω). If there exists φ ∈ C1(Ω′ × Rn \ 0) with
∇xφ(x, ξ) 	= 0 for ξ 	= 0 such that φε → φ in C1(Ω′ × Rn \ 0), then

(i) WF′
G∞KA ◦ WFG∞u ⊆ T ∗(Ω′) \ 0,

(ii) WFG∞Au ⊆ {(x,∇xφ(x, θ)) : (x,∇θφ(x, θ), θ) ∈ cone supp a, (∇θφ(x, θ), θ) ∈
WFG∞u}.

Proof. An application of Proposition 5.4 to the phase function [(φε(x, ξ)−yξ)ε] yields
that

WFG∞KA ⊆ {(x, y,∇xφ(x, θ),−θ) : θ 	= 0, (x, y, θ) ∈ cone supp a, ∇θφ(x, θ) = y},

(5.12)

i.e.

WFG∞KA ⊆ {(x,∇θφ(x, θ),∇xφ(x, θ),−θ) : θ 	= 0, (x, y, θ) ∈ cone supp a}.

From the hypothesis on ∇xφ we have that if (x, ξ) ∈ WF′
G∞KA ◦ WFG∞u, then ξ =

∇xφ(x, θ) for some θ 	= 0. It follows that ξ 	= 0. From (5.12) and Theorem 5.2 we easily
obtain inclusion (ii). �

We now apply Theorem 5.5 to the case of a generalized Fourier integral operator solving
a hyperbolic Cauchy problem as in § 3. We obtain the following microlocal result.

Proposition 5.6. Let

u(t, x) =
∫

Rn

ei[(φε(t,x,η))ε]b(t, x, η)û0(η) d̄η,

where b is a regular generalized symbol of order 0 and [(φε(t, x, η) − yη)ε] is a slow-scale
generalized phase function in the variable (y, η). Assume that there exists φ ∈ C1(R ×
Rn × Rn \ 0) with ∇(t,x)φ(t, x, η) 	= 0 for η 	= 0 such that φε → φ in C1(R × Rn × Rn \ 0).
Then,

WFG∞u ⊆ {(t, x,∇tφ(t, x, η),∇xφ(t, x, η)) : (t, x, η) ∈ cone supp b,

(∇ηφ(t, x, η), η) ∈ WFG∞u0}.
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Example 5.7. We demonstrate how Proposition 5.6 can be used in a simple example.
It concerns a transport equation with discontinuous coefficients and distributional data
taken from [46, § 5]. More precisely, let

Dtu(t, x) = −H(t − 1)Dxu(t, x), u(0, x) = δ(x),

with t ∈ [0, +∞) and x ∈ R. Here, H denotes the Heaviside function and δ denotes the
Dirac measure. Take ρ ∈ D(R) with supp ρ ⊆ [−1, 1], non-negative, symmetric and with
integral equal to 1. Let (ω−1(ε))ε be a slow-scale net with limε→0 ω(ε) = 0. The solution
u ∈ G([0, +∞)×R) of the Cauchy problem can be written, at the level of representatives,
as

uε(t, x) =
∫

R

ei(x−Λε(t))ηρ̂ε(η) d̄η,

where

Λε(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, 0 � t � 1 − ω(ε),∫ t

1−ω(ε)
λε(z) dz, 1 − ω(ε) � t � 1 + ω(ε),

t − 1, t � ω(ε) + 1,

and

λε(t) =
∫ (t−1)/ω(ε)

−∞
ρ(z) dz.

In particular, Λε(t) converges to

Λ(t) :=

{
0, 0 � t � 1,

t − 1, t � 1,

for ε → 0. When t 	= 1 we are working under the hypotheses of Proposition 5.6. Indeed,
∇(t,x)(x − Λ(t))η = (−Λ′(t)η, η) 	= 0 for η 	= 0. It follows that

WFG∞(u|0�t<1) ⊆ {(t, 0, 0, η) : η 	= 0, 0 � t < 1}

and

WFG∞(u|t>1) ⊆ {(t, t − 1,−η, η) : η 	= 0, t > 1}.

The fact that Λ is not differentiable at t = 1 does not allow us to apply Proposition 5.6
in a neighbourhood of t = 1. The wavefront set at t = 1 has been computed by direct
calculations in [46].

Another class of generalized Fourier integral operators satisfying (5.2) can be found
when solving a hyperbolic Cauchy problem where the principal part depends only on t.
More precisely, we will deal with phase functions of the type

[(xη + ϕε(t, η) − yη)ε],
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where ϕε is homogeneous of order 1 in η. Note that unlike Proposition 5.6 we do not
require any convergence as ε → 0, but simply that ϕε does not depend on x. We consider
the Cauchy problem

Dtu =
n∑

j=1

a1,j(t)Dju + a0(t, x)u, u(0, ·) = u0 ∈ Gc(Rn).

A typical example of ϕ = [(ϕε)ε] is given by

ϕ(t, η) =
n∑

j=1

( ∫ t

0
a1,j(σ) dσ

)
ηj ,

where

γj(x, t, s) = xj +
∫ t

s

a1,j(σ) dσ

are the components of the characteristic curves corresponding to the operator

Dt −
n∑

j=1

a1,j(t)Dj .

Proposition 5.8. Let

u(t, x) =
∫

Rn

ei[(xη+ϕε(t,η))ε]b(t, x, η)û0(η) d̄η := Bu0,

where b is a regular generalized symbol of order 0 and [(xη+ϕε(t, η)−yη)ε] is a slow-scale
generalized phase function in the variable (y, η). If the net(

sup
|t|�T, η �=0

∂tϕε

(
t,

η

|η|

))
ε

is bounded for all T > 0, then

WFG∞u ⊆ (WF′
G∞KB ◦ WFG∞u0) ∪ (WF′

G∞KB ◦ (sing suppG∞ u0 × {0})). (5.13)

Proof. The microlocal result (5.13) is directly obtained from Theorem 5.2 by checking
that the inclusion

WF′
G∞KB ◦ WFG∞u0 ⊆ T ∗(R × Rn) \ 0

holds. We prove something stronger. We prove that if (t0, x0, y0, τ0, ξ0, η0) ∈ WFG∞KB ,
then ξ0 = −η0. Thus, (t0, x0, y0, 0, 0, η0) 	∈ WFG∞KB if η0 	= 0.

By Theorem 5.1, for the point (t0, x0, y0, τ0, ξ0, η0) ∈ WFG∞KB we can find sequences
of neighbourhoods Un(t0, x0, y0), Γn(τ0, ξ0, η0) and sequences of points (tn, xn, yn) ∈
Un(t0, x0, y0), (τn, ξn, ηn) ∈ Γn and θn such that

|(τn, ξn, ηn) − (∂tϕεn(tn, θn), θn,−θn)| � |log εn|−1(|(τn, ξn, ηn)| + |θn|),
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where εn tends to 0. Again, we may assume that θn has norm 1. Hence,

|(τn, ξn, ηn) − (∂tϕεn
(tn, θn), θn,−θn)| � |log εn|−1(|(τn, ξn, ηn)| + 1).

From the hypothesis on ∂tϕε it follows that

|(τn, ξn, ηn)| � |log εn|−1(|(τn, ξn, ηn)| + 1) + |(∂tϕεn
(tn, θn), θn,−θn)|

� |log εn|−1|(τn, ξn, ηn)| + c,

which means that the sequence |(τn, ξn, ηn)| is bounded. Passing to subsequences, we
have that (τn, ξn, ηn) converges to λ(τ0, ξ0, η0) and θn converges to some θ0 	= 0. Finally,

|(ξn, ηn) − (θn,−θn)| � |(τn, ξn, ηn) − (∂tϕεn(tn, θn), θn,−θn)|
� |log εn|−1(|(τn, ξn, ηn)| + 1)

yields that
(λξ0, λη0) = (θ0,−θ0),

i.e. ξ0 = −η0. �

5.2. The Hamiltonian flow and the G∞-wavefront set at fixed time

We now fix t and investigate the microlocal properties of the solution u(t, ·) of (3.1). As
in the previous subsection, we begin with some theoretical results on generalized Fourier
integral operators of the type

Fφ(b)u(x) =
∫

Rn

eiφ(x,η)b(x, η)û(η) d̄η

and we then consider the specific case of a strictly hyperbolic Cauchy problem. The
following theorem is modelled on [41, Theorem 4.1.6] and makes use of the composition
formula for generalized operators in [21].

Theorem 5.9. Let Ω be an open subset of Rn, let φ be a slow-scale regular generalized
symbol on Ωx ×Rn

η homogeneous of order 1 in η, let b be a slow-scale regular generalized
symbol of order 0 on Ω × Rn compactly supported in x and let u ∈ Gc(Ω). Let (x0, ξ0) ∈
T ∗(Ω) \ 0 and (y0, η0) 	∈ WFG∞u. If there exist

• a representative (φε)ε of φ such that ∇xφε 	= 0 and(
inf

x∈K, η∈Rn\0

∣∣∣∣∇xφε

(
x,

η

|η|

)∣∣∣∣)
ε

is slow-scale strictly non-zero for all K � Ω,

• conic neighbourhoods W and Z of (y0, η0) and (x0, ξ0), respectively, with W ⊂
(WFG∞u)c,

• ε0 ∈ (0, 1] and a slow-scale net (λε)ε

https://doi.org/10.1017/S0013091513000424 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000424


454 C. Garetto and M. Oberguggenberger

such that

(x,∇xφε(x, η)) ∈ Z ⇒ |y − ∇ηφε(x, η)| � λ−1
ε for all ε ∈ (0, ε0] and all (y, η) 	∈ W

(5.14)
holds, then

(x0, ξ0) 	∈ WFG∞(Fφ(b)u). (5.15)

Proof. By the definition of the G∞-wavefront set we can find a conic neighbourhood
W1 of (y0, η0) such that W ⊂ W1 ⊂ (WFG∞u)c. From [23, Lemma 3.4], we can find a
symbol c ∈ S0(Ω×Rn) with µ supp c ⊆ W1 and such that c(x, η) = 1 on W when |η| � 1.
In addition, we can construct c such that suppx c � Ω. From [23, Theorem 3.6], we have
that WFG∞c(x, D)u ⊆ WFG∞u ∩ µ supp c = ∅. It follows that c(x, D)u ∈ G∞

c (Ω). We
now write that

Fφ(b)u = Fφ(b)c(y, D)u + Fφ(b)e(y, D)u,

where e(y, η) = 1 − c(y, η). Since c(y, D)u ∈ G∞
c (Ω), we obtain from the mapping prop-

erties of a generalized Fourier integral operator that Fφ(b)c(y, D)u is also G∞-regular.
This means that

WFG∞Fφ(b)u = WFG∞Fφ(b)e(y, D)u.

We therefore prove that the implication

(y0, η0) 	∈ WFG∞(u) ⇒ (x0, ξ0) 	∈ WFG∞(Fφ(b)e(y, D)u) (5.16)

is true. Making use of the characterization of the G∞-wavefront set stated in [23, Theo-
rem 3.11], it is sufficient to prove that, for some pseudodifferential operator a(x, D) with
a ∈ S0(Ω × Rn) such that supp a ⊆ Z and a(x, ξ) = 1 on some smaller neighbourhood
Z1 when |ξ| � 1, we have that a(x, D)Fφ(b)(e(y, D)u) ∈ G∞(Ω). We are working under
the hypotheses of the composition theorem in [21] (see [21, Theorem 5.11]). Hence, mod-
ulo a G∞-regularizing operator that does not affect the wavefront set, we have that the
operator a(x, D)Fφ(b)(e(y, D)u) is the generalized Fourier integral operator

Fφ(b1)(e(y, D)u)(x) =
∫

Rn

eiφ(x,η)b1(x, η)
∫

Ω

e−iyηe(y, D)u(y) dy d̄η,

where b1 ∈ Gsc
S0(Ω×Rn) has the asymptotic expansion

∑
α

∂α
ξ a(x,∇xφ(x, η))

α!
Dα

z (eiφ̄(z,x,η)b(z, η))
∣∣∣∣
z=x

.

At the level of representatives, this means that

b1,ε(x, η) ∼
∑
α

∂α
ξ a(x,∇xφε(x, η))

α!
Dα

z (eiφ̄ε(z,x,η)bε(z, η))
∣∣∣∣
z=x

and, since we argue modulo G∞, we can consider b1,ε as a sum of a convergent
series obtained from the asymptotic expansion above, as in [21, Theorem 2.2]. Hence,
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b1,ε(x, η) = 0 if (x,∇xφε(x, η)) 	∈ Z and ε ∈ (0, ε0]. In the following, we complete the
proof by showing that Fφ(b1)e(y, D) is an integral operator with kernel in G∞(Ω × Ω).
This follows from the fact that the transposed operator te(y, D)tFφ(b1) has a kernel
in G∞(Ω × Ω). Working at the level of representatives, we have that the kernel of
te(y, D)tFφ(b1) is given by

v →
∫

Ω×Ω×Rn

ei(φε(x,η)−yη)(te)(y, −η)b1,ε(x, η)v(x, y) dxdy d̄η, (5.17)

where te(y, η) ∼
∑

α(α!)−1Dα
η Dα

y e(y, −η). Again arguing modulo G∞, it is not a restric-
tion to assume that te(y, −η) = 0 when (y, η) ∈ W . It follows that in the integral (5.17) we
may assume that (x,∇xφε(x, η)) ∈ Z and (y, η) 	∈ W for ε ∈ (0, ε0]. Thus, by integrating
by parts we have that∫

Ω×Ω×Rn

ei(φε(x,η)−yη)(te)(y, −η)b1,ε(x, η)v(x, y) dxdy d̄η

=
∫

Ω×Ω×Rn

ei(φε(x,η)−yη) ∆
N
η (te(y, −η)b1,ε(x, η))
|∇xφε(x, η) − y|2N

d̄ηv(x, y) dxdy,

where we can make use of hypothesis (5.14). Since the nets involved in the integral∫
Rn

ei(φε(x,η)−yη) ∆
N
η (te(y, −η)b1,ε(x, η))
|∇xφε(x, η) − y|2N

d̄η (5.18)

are of slow-scale type and |∇xφε(x, η) − y|2N � λ−2N
ε , where (λε)ε is also a slow-scale

net, we conclude that (5.18) generates a generalized function in G∞(Ω × Ω). �

Theorem 5.9 applies to the solution

u(t, x) = Fφ(b)(u0)(t, x) =
∫

Rn

eiφ(t,x,η)b(t, x)û0(η) d̄η

(see Proposition 3.6) of (3.1) under a certain convergence assumption on the Hamiltonian
flow.

Theorem 5.10. Let u ∈ G(Rn+1) be the unique solution of the Cauchy problem

Dtu =
n∑

j=1

a1,j(t, x)Dju + a0(t, x)u, u(0, ·) = u0 ∈ Gc(Rn).

Under hypotheses (h2) on the coefficients a1,j , j = 1, . . . , n, and (i2) on the coefficients
a0, let

φ(t, x, η) =
n∑

h=1

γh(x, t, 0)ηh
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be the solution of (3.2) and let b(t, x) ∈ G∞(Rn+1) be as in (3.6). Let φ have a represen-
tative (φε)ε satisfying the following conditions for any t ∈ R:

(i) ∇xφε(t, x, η) 	= 0 for all ε, x and η 	= 0 and the net

inf
x∈K�Rn, η �=0

∣∣∣∣∇xφε

(
t, x,

η

|η|

)∣∣∣∣
is slow-scale strictly non-zero;

(ii) the Jacobian (∂jγi,ε(x, t, 0))i,j is invertible and the solution (y, η) = χt,ε(x, ξ) of
the system

ξ = ∇xφε(t, x, η),

y = ∇ηφε(t, x, η)

converges to a limit χt in C(T ∗(Rn) \ 0, T ∗(Rn) \ 0) as ε → 0;

(iii) χt defines a bijection on T ∗(Rn) \ 0.

Then,
WFG∞u(t, ·) ⊆ χ−1

t (WFG∞u0).

Proof. We denote the linear map corresponding to the Jacobian (∂jγi,ε(x, t, 0))i,j by
Γε(t, x). The invertibility of Γε(t, x) allows us to solve the Hamilton–Jacobi system above
with respect to the variable (y, η). More precisely, we have that

χt,ε(x, ξ) = (γ1,ε(x, t, 0), . . . , γn,ε(x, t, 0), (Γ ∗
ε )−1(t, x)ξ)

and

χ−1
t,ε (y, η) = (γ1,ε(y, 0, t), . . . , γn,ε(y, 0, t); Γ ∗

ε (t, γε(y, 0, t))η),

where γε(y, 0, t) = (γ1,ε(y, 0, t), . . . , γn,ε(y, 0, t)).
Let (x0, ξ0) ∈ T ∗(Rn) \ 0 and let (y0, η0) = χt(x0, ξ0). The limit in (ii) entails the

following assertion: for all conic neighbourhoods W of (y0, η0) there exists a conic
neighbourhood Z of (x0, ξ0) and some ε0 ∈ (0, 1] such that χt,ε(x, ξ) ∈ W for all
(x, ξ) ∈ Z and ε ∈ (0, ε0]. In other words, if (x,∇xφε(t, x, η)) ∈ Z and ε ∈ (0, ε0],
then (∇ηφε(t, x, η), η) ∈ W . Thus, (x,∇xφε(t, x, η)) ∈ Z and ε ∈ (0, ε0] imply, for all W1

with W̄ ⊆ W1, the assertion that

∃c > 0, ∀(y, η) 	∈ W1, |y − ∇ηφε(t, x, η)| � c.

Combining hypothesis (i) with this result, we are working under the assumptions of
Theorem 5.9 for fixed t. Therefore, that (y0, η0) = χt(x0, ξ0) 	∈ WFG∞u0 implies that
(x0, ξ0) 	∈ WFG∞u(t, ·) or, in other words, that

WFG∞(u(t, ·)) ⊆ χ−1
t (WFG∞u0). (5.19)

�
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Remark 5.11. When the coefficients a1,j and a0 are C∞-functions, Theorem 5.10
recovers the propagation of singularities result obtained in [23, Proposition 4.3]. In this
case, arguing by time reversal, one proves the inclusion χ−1

t (WFG∞u0) ⊆ WFG∞u(t, ·)
and, therefore, WFG∞u(t, ·) = χ−1

t (WFG∞u0).

5.3. Examples

This subsection contains some examples of first-order hyperbolic Cauchy problems
whose principal part depends only on t. Applying the results of the previous sections, we
can express the Colombeau solution by means of a generalized FIO formula and perform
a microlocal investigation.

Proposition 5.12. Let u ∈ G(Rn+1) be the unique solution of the Cauchy problem

Dtu =
n∑

j=1

a1,j(t)Dju + a0(t, x)u, u(0, ·) = u0 ∈ Gc(Rn).

Under hypotheses (h2) and (i2), let

φ(t, x, η) =
n∑

h=1

γh(x, t, 0)ηh

be the solution of (3.2) and let b(t, x) ∈ G∞(Rn+1) be as in (3.6). If there exists a choice
of representatives (a1,j,ε)ε such that

Λj,ε(t) = −
∫ t

0
a1,j,ε(z) dz, j = 1, . . . , n,

depends continuously on ε and

lim
ε→0

Λj,ε(t) = Λj(t) for all t ∈ R, j = 1, . . . , n,

then
WFG∞u(t, ·) = χ−1

t (WFG∞u0),

where
χ−1

t (y, η) = (y1 + Λ1(t), . . . , yn + Λn(t), η).

Proof. The components γj,ε(x, t, s) of the characteristic curves are the solutions of
the Cauchy problems

d
ds

γj,ε(x, t, s) = −a1,j,ε(s), γj,ε(x, t, t) = xj .

Hence,

γj,ε(x, t, s) = Λj,ε(s) + xj − Λj,ε(t)
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and

φε(t, x, η) =
n∑

j=1

(xj − Λj,ε(t))ηj .

It follows that hypotheses (i) and (ii) of Theorem 5.10 are satisfied, with χt,ε(x, ξ) given
by

ξ = η, y = γε(x, t, 0) = x − Λε(t).

Now,
χt(x, ξ) = lim

ε→0
χt,ε(x, ξ) = (x − Λ(t), ξ)

is a bijection on T ∗(Rn) \ 0 with χ−1
t (y, η) = (y + Λ(t), η). From Theorem 5.10 we have

that
WFG∞(u(t, ·)) ⊆ χ−1

t (WFG∞u0) = {(y + Λ(t), η) : (y, η) ∈ WFG∞u0}.

We will now argue by time reversal. We fix t0 ∈ R and we set v(t, x) = u(t0 − t, x). From
the original Cauchy problem we obtain that

Dtv = −
n∑

j=1

a1,j(t0 − t)Djv(t, x) − a0(t0 − t, x)v,

with initial condition v(0, x) = u(t0, x). The corresponding characteristic curves are

γj,ε(x, t, s) = xj +
∫ s

0
aj,ε(t0 − z) dz −

∫ t

0
a,j,ε (t0 − z) dz

and therefore
γj,ε(x, t, 0) = xj − Λj,ε(t0 − t) + Λj,ε(t0).

In particular, denoting the corresponding Hamiltonian flow by χ̃−1
t0,ε, we have that

χ̃t0,ε(x, ξ) = (x + Λε(t0), ξ), χ̃−1
t0,ε(y, η) = (y − Λε(t0), η).

Moreover,

χ̃t0(x, ξ) := lim
ε→0

χ̃t0,ε(x, ξ) = lim
ε→0

(x + Λε(t0), ξ) = (x + Λ(t0), ξ)

and
χ̃−1

t0 (y, η) := lim
ε→0

χ̃−1
t0,ε(y, η) = (y − Λ(t0), η).

Hence,
WFG∞(v(t0, ·)) ⊆ χ̃−1

t0 (WFG∞(v(0, ·)))

or, in other words,
WFG∞(u0) ⊆ χ̃−1

t0 (WFG∞(u(t0, ·))),

which implies that
χ̃t0(WFG∞(u0)) ⊆ WFG∞(u(t0, ·)).
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Since χ̃t0 = χ−1
t0 , we deduce that

χ−1
t0 (WFG∞u0) ⊆ WFG∞(u(t0, ·)).

In conclusion,
WFG∞u(t, ·) = χ−1

t (WFG∞u0).

�

Example 5.13 (a transport equation with discontinuous coefficient and dis-
tributional data). We continue studying the Cauchy problem from Example 5.7. By
applying the previous proposition, we can undertake a microlocal investigation of the
solution u ∈ G([0, +∞) × R). Using the nets and notation of Example 5.7, we easily see
that the assumptions of Proposition 5.12 are fulfilled. In particular, the Hamiltonian flow
is given by

χt,ε(x, ξ) = (x − Λε(t), ξ), χ−1
t,ε (y, η) = (y + Λε(t), η),

with Λε(t) defined as in Example 5.7 and having limit

Λ(t) =

{
0, 0 � t � 1,

t − 1, t � 1.

Hence,

χt(x, ξ) := lim
ε→0

χt,ε(x, ξ) = (x − Λ(t), ξ), χ−1
t (y, η) = lim

ε→0
χ−1

t,ε (y, η) = (y + Λ(t), η).

In conclusion, for each t � 0 we have that

WFG∞(u(t, ·)) = χ−1
t (WFG∞ι(δ)) = {(Λ(t), η) : η 	= 0}.

Example 5.14 (an example in higher dimension). We can adapt the previous
example for higher space dimensions. For instance, let

Dtu(t, x1, x2) = −a1H(t − 1)Dx1u(t, x1, x2) − a2H(t − 1)Dx2u(t, x1, x2),

u(0, x) = ψ(x1, x2)δC(x1, x2),

where a1, a2 ∈ R, δC is the Dirac measure along a smooth, simple curve C ∈ R2 and
ψ ∈ D(R2). In this case, the components of the characteristic curves are given by

γ1,ε(x1, t, s) = a1Λε(s) + x1 − a1Λε(t), γ2,ε(x2, t, s) = a2Λε(s) + x2 − a2Λε(t),

with Λε as above. This yields that

χt,ε(x, ξ) = ((x1 − a1Λε(t), x2 − a2Λε(t)), (ξ1, ξ2)),

χ−1
t,ε (y, η) = ((y1 + a1Λε(t), y2 + a2Λε(t)), (η1, η2))

and gives the limit

χ−1
t (y, η) = ((y1 + a1Λ(t), y2 + a2Λ(t)), (η1, η2)).
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In conclusion,

WFG∞(u(t, ·))
= χ−1

t (WFG∞(ψδC))

= {(x1 + a1Λ(t), x2 + a2Λ(t), ξ1, ξ2) : (x1, x2) ∈ suppψ, (ξ1, ξ2) ∈ N(x1, x2)},

where N(x1, x2) denotes the set of non-zero conormal directions of C.

Example 5.15 (an example with the Dirac measure as a coefficient). We
consider the Cauchy problem

Dtu(t, x) = −δ(t − 1)Dxu(t, x), u(0, x) = u0(x),

with u0 ∈ Gc(R). In the regularization of δ(t − 1) via convolution with a mollifier we
use ρ ∈ D(R) as in Example 5.7 and a slow-scale net (ω−1(ε))ε, with 0 < ω(ε) < 1 and
limε→0 ω(ε) = 0. The solution is represented by

uε(t, x) = u0ε(x − λε(t)),

with λε(t) as in Example 5.7. Since supp ρ ⊆ [−1, 1] and
∫ 0

−1 ρ(z) dz = 1
2 , we have that

λε(1) = 1
2 for all ε ∈ (0, 1], and thus

lim
ε→0

λε(t) =: λ(t) =

⎧⎪⎨⎪⎩
1, t > 1,
1
2 , t = 1,

0, t < 1.

By Proposition 5.12,

WFG∞(u(t, ·)) = {(x + λ(t), ξ) : (x, ξ) ∈ WFG∞u0}

for all t ∈ R. Note that the limits of the flows χt,ε(x, ξ) are homeomorphisms at each
fixed t, while the limiting two-dimensional characteristic coordinate change (t, x) →
(t, x − λ(t)) is still bijective, but no longer continuous. Such a situation is admitted by
Proposition 5.12.
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31. L. Hörmander, Lectures on nonlinear hyperbolic differential equations (Springer, 1997).
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35. G. G. Hörmann and C. Spreitzer, Symmetric hyperbolic systems in algebras of gen-
eralized functions and distributional limits, J. Math. Analysis Applic. 388 (2012), 1166–
1179.
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