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EXCISING STATES OF C*-ALGEBRAS 

CHARLES A. AKEMANN, JOEL ANDERSON AND GERT K. PEDERSEN 

0. Introduction. A net {aa} of positive, norm one elements of a 
C*-algebra A excises a state f of A if 

lim \\aaaaa — f(a)aa\\ = 0 for every a in A. 

This notion has been used explicitly by the second author [4, 5, 6] for pure 
states, but the present paper will explore it more fully. The name is 
motivated by the following example. Let K be the unit disk in the complex 
plane, A = C(K) mdf(a) = a(0). Define an(reiB) = <J>w(r), where 

I 0 if 0 ^ r ^ or r > -
I n + 2 n 

I linear elsewhere. 

Note that the sets {/ Œ K\an{t) > 0} form rings about 0 with radii tending 
to 0. In this sense the sequence {an} "cuts out" the state / a n d , in the 
limit, isolates it from all other states. It turns out (see Proposition 2.2) that 
a state/of A can be excised if and only if it is in the weak* closure P(A ) ~ 
of P(A). If A is separable, then excising can always be done with a 
sequence. 

Suppose that {an} is an orthogonal, positive sequence of norm one 
elements of a unital C*-algebra A and {fn} c P(A) (the set of pure states 
of A) such that fn(an) = 1 for all n. What can we say about the set L of 
weak* limit points of the set {fn} in £ (4 ) (the state space of A)l If A is 
abelian, then L c P(A) since P(A) is closed in S (A). HA is not abelian, 
then P(A) may even be dense in S (A) (see [8, 11.2.4] ), and easy examples 
show that the set L described above need not lie in P(A). However, by 
[6, Theorem 1] we see that if A = B(7/), the algebra of all bounded 
operators on a Hilbert space H, and the set {an} consists of finite rank 
projections, then L a P(A). In Theorem 4.2 we generalize this result to 
the context of the multiplier algebra M(A) of a non-unital, a-unital 
C*-algebra A with the sequence {an } c ^ "tending to infinity" rapidly 
enough. If we assume the Continuum Hypothesis, assume that A isn't too 
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large and find some way to form infinite sums (for example, if we assume 
A is a separably represented von Neumann algebra), then we prove in 
Theorem 3.6 that L n P(A) is non-void, but we can neither prove nor 
disprove the conjecture that L c P(A) in this generality. Several 
applications of these results appear in [2, Section 2]. 

In order to deal with these questions we introduce in Section 3 the 
concept of an /°°-embedding of a family {ba}a^r of mutually orthogonal, 
positive, norm one elements of A. Essentially this means that sums of the 
form 

make sense in A for any bounded family {aa}a^I. This abstraction allows 
us to handle the case in which A is a von Neumann algebra at the same 
time as the case in which A is the multiplier algebra M(B) of a non-unital 
C*-algebra B. A more detailed discussion of the latter more complicated 
case appears in Section 4. Also included in Section 4 are a few results 
relating maximal abelian C*-subalgebras (MASA's) of a C*-algebra A to 
certain MASA's of M (A). 

1. Notation and preliminaries. Generally we follow the notation of [10]. 
The letters A and B will always denote C*-algebras with elements a, b, c, d, 
e, p, q, r, s, u, v, w, x, y. The letters/, g, h will denote generic elements of 
A*, the dual space of A. We shall frequently consider A as canonically 
embedded in its double dual ^4**, identified with the weak closure of A in 
its universal representation (see [10, p. 60] ). For any elements a, b, c Œ A 
a n d / G A* define (afb) e A* by 

(afb)(c) =f(acb). 

Let S (A) denote the state space of A, Q(A) the quasi-state space of A and 
P{A) the pure state space of A. Convergence in A* will default to weak* 
convergence, while the default convergence in v4** is strong*. The letter z 
will be reserved for the central projection in v4** covering the reduced 
atomic representation of A (see [10, p. 103]). Any g e Q(A) with 
g(z) = g (I) is called atomic while a n y / e Q (A) wi th / (z) = 0 is called 
diffuse. 

Let QJA) denote the set {g e Q(A) : g(z) = g(l) }. Each/ in Q(A) 
is a normal state on the von Neumann algebra ^4** and, as such, has a 
support projection p = supp(/) in A** such t h a t / ( l — p) = 0 and 
f\pA**p is faithful (see [13, p. 31]). I f / G P(V4), supp(/) is a rank one 
projection in A** [10, p. 87]. By the Schwarz inequality, if a ^ 0 with 
/ ( a ) = 1 = ||ûf||, then {ofa) = / ; so, in particular, if p = supp(/), 
pfp = / We let B(H) denote the algebra of all bounded operators on the 
Hilbert space H with inner product (,) and we let Tr denote the canonical 
trace on B(H) (see [13], p. 26] ). For b in B(//), let 
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\b\ =(b*b)m and ||6||, =7r(\b\). 

Then any normal, bounded linear functional / on B(H) has the form 
f{x) = Tr(bx) for some b in B(//) with ||6||, = | | / | | . (see [13, p. 38] ). 

LEMMA 1.1. Fix fin S (A) and x in A withf(x*x) > 0. Put 

£ = \f(x)\f(x*X)-i/2 

and consider the state g = f(x*x)~ (x*fx). Then 

\\g-f\\ S 2(1 - c 2 ) 1 / 2 . 

Iff is pure, then so is g. 

Proof Let (77, H, £) be the cyclic representation of A associated with / 
via the GNS construction [10, p. 46]. Then 

g(a) = (77-0)77, 77), where 77 = \\ir(x)£\\~liT(x)£. 

Changing 77 with a phase factor we may assume that (77, £) = e. Clearly the 
distance \\g — f\\ is dominated by the distance between the vector 
functionals cog, ccn on B(H) given by £ and 77 (see [13, pp. 36-38] ); but this 
distance only depends on operators in the 2-dimensional subspace H2 

spanned by £ and 77. Writing 77 = e£ + 8^ where 8 = (1 — €2)1/2 and £ x is 
orthogonal to £, the density matrices in B(//2) f° r <*>£ a n d ^ a r e given 
by 

P = (J 0) and « = U S2) 
respectively. 
An easy computation shows that the eigenvalues for the matrix p — q 
are ± ( 1 — e2)ul. Consequently 

\\g - f\\ ^ \\p - q\\x = Tr( \p- q\) = 2(1 - e2)1 / 2 . 

I f / i s pure, then G is also pure because by [10, 2.7.5] there is a unitary 
u e A with wgi/* = / . 

LEMMA 1.2. If f <= ^^4) with supp(/) = p and g <E S(yl) w///z 
g ( / ? ) = €, //zej? 

| | / - g | | = i 2 ( l - c ) l / 2 . 

Proof Passing to the universal representation of A on the Hilbert space 
Hu, we find a trace class operator h = 0 on Hu such that 

g(x) = Tv(xh) for all x in A 

Let h = 2 \7#„ be a resolution of /z in terms of orthogonal minimal 
projections qfV so that 2 An = 1, and write 

PQnP = *nP
 f 0 r S O m e en = ° ' 
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The assumption g(p) ^ € implies that php ^ ep, whence 2 Xncn = e. 
Furthermore, with ||a||] = Tr\a\, we have 

(*) Hg-ZH^IIA-zHI, ^2\M,-P\\i-

As in Lemma 1.1 the matrix for qn — p, where 

P = {1 o) and ^ = (s'l l-\J' 
with 

\8f = £„(1 - £„), 

has the eigenvalues ± (1 — en) . Thus 

(**) 2 \„\\q» - P\\\ = 2 A„2(l - e„) , / 2 =g 2 (2 X„(l - e„) ) l / 2 

= 2 ( 1 - 2 V „ ) , / 2 S 2(1 - e) , / 2 , 

using the fact that / —> t2 is a convex function [12, p. 63]. Combine (*) and 
(**), and we get the result. 

LEMMA 1.3. Iff g £ S (A) with f diffuse and g atomic, then 
\\f-g\\ = 2. 

Proof. By the hypothesis, 

/ ( I - z ) = 1 = g ( 2 ) , and 2 g | | / - g | | . 

Since z = z* = z2, ||1 — 2z|| = 1. Thus ( / — g)(l — 2z) = 2 implies 
ll/-gll = 2. 

2. Excising states. 

Definition 2A. A net {<?a} of positive, norm one elements of A excises 
f*S(A) if 

lim \\aaaaa — f(a)aa\\ = 0 for every a in A. 

First we develop some elementary properties of excising nets. 

PROPOSITION 2.2. Every pure state g of A is excised by a decreasing net 
{xx:X e A} such that g(xx) = \for every X in A. Moreover, for each element 
d in A+ with g(d) = \\d\\ = 1, the elements of the net can be chosen as 

Xx = ^ 2 ( l - ux)J<\ 

where {ux\X e A} is an (increasing) approximate unit for the hereditary 
kernel N of g. Finally, if N is o-unital, in particular if A is separable, the net 
can be chosen to be a sequence of mutually commuting elements. 

Proof Since g is pure, we can use Kadison's transitivity theorem to find 
d in A + with g(d) = \\d\\ = 1, cf. [10, 2.7.5] (or if d is given, use it). The 
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left kernel of g is 

L = {x e A : g( \x\ ) = 0} 

and the hereditary kernel is N = L n L*. Choose by [10, 1.4.2] an 
approximate unit {ux:X e A} for JV and put 

xx = dxl\\ - ux)d
vl. 

Note that the net {xx} is decreasing, majorized by d and satisfies 
g(xA) = 1 for all X. 

H x ^ A then 

g(d]/2(x - g(x))dV2) = 0. 

Since ker g = L H- L* by [10, 3.13.6], we have 

J1/2(x - g(jc))rf1/2 = a + b* 

for some a, Z> in L. But then 

||xx(x - g(x))xx\\ ^ II (1 - wx)(fl + 6*)(1 - «x) II 

ë ||fl(l - ttx)|| + ||(1 " l/x)ft*|| 

= |k ( l - UX)\\ + | |6(1 - Hx)H->0. 

If TV is a-unital with a strictly positive element e of norm one, we put 

y = du\\ - e)dm 

and define xn = y<j>n(y) for some decreasing sequence {<j>n} of continuous 
functions on [0, 1] for which <f>„(l) = 1 but <j>n(t) —» 0 for every t < 1. 
Set 

w = (1 - e)U2d(\ - e){/2. 

The formula 

(1 - e)U2duY = w"(l - e)V2dU2 

in conjunction with the Weierstrass approximation theorem shows that 

(1 - e)»W2«y) - 0(w)(l - e)1 / 2J1 / 2 

for every continuous function <J>onR+. With our choice of functions this 
implies that 

*„ = d"\\ - «)"2*,<wXl - ef2J12. 
If x e A then 

dxi\x ~ g(x))d]/2 = a + b* 

as above, with a and b in L. Since Ae is dense in L, we may assume without 
loss of generality that a = ce and b = ve for some c, v in A. Thus 
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\\x„(x - g(x))x„\\ 

S ||<}>»(1 - e)v\ce + ev*)(\ - e)U2<t>n(w) \\ 

S l l * » e | | ||v|| + I k * » || ||c||. 

Since e 4- w = 1 it follows that 

| | * » * | | S II * » * 1 / 2 | | â | | * » ( 1 - w)1/2 | | 

^ sup <j>n(t)(\ ~ 0 1 / 2 "> 0, 

and we conclude that {xn } excises g, as desired. 

PROPOSITION 2.3. 4̂ state g o/v4 w excised by some net {xx:X e A} if and 
only if g e P(A)~. 7/" g w not pure, then {xx:X e A} /ZAS rco non-zero cluster 
points in A** for the strong operator topology. 

Proof If g G P(v4)~, take X = (xj, . . . , xn) in 4̂ and e = w~l. By 
assumption there is a pure s ta te /of A such that 

\g(xm) ~ f(Xm) I < " € f 0 r a11 * m i n X> 

and by Proposition 2.2 we can find xx in A+ with ||xx|| = 1 (and 
f(xx) = 1) such that 

Wx\(Xm ~ /(^m) )*\H < " € f o r a11 ^ m i n X-

It follows that 

\\xx(xm ~ g(xm))xx\\ < c, 

so that g is excised by {xx}. 
Conversely, if the net {xx} excises the state g, we choose for each À a 

pure state gx of A such that gx(xx) = 1, cf. [10, 4.3.10]. Adjoining if 
necessary a unit to A and extending all states in the canonical manner, we 
see that the net {xx} still excises g on the enlarged C*-algebra. Assuming 
therefore that A is unital we have, for each x in A, 

\g\W ~ g(x) I = \g\(x ~ g(*)l) I 

= \gx(xx(x - g(x))xx)\ ^ \\xx(x - g(x))xx\l 

which shows that the net {gx} converges weak* to g. 
If e is a non-zero strong limit point of a net {xx} that excises the state g, 

then 0 ^ e ^ 1 . Since the norm is strongly lower semi-continuous, we 
have, for every x in A, 

\\e(x - g(x))e\\ ^ liminf \\xx(x - g(x))xx\\ = 0. 
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As A is strongly dense in A** and g is strongly continuous on A**, it 
follows that exe = g(x)e for every x in A**. Consequently g(e)~ e is a 
minimal projection supporting g, so g is pure by [10, 3.13.6]. 

Remark. A net that excises a non-pure state need not converge weakly 
to zero. In fact, in the Fermion algebra [10, 6.4] we can find two 
inequivalent pure states gx and g2 and a sequence {pn} of projections that 

excises the state g = -(gj + g2), but for which 

g\(Pn) = 8l(Pn) = - f o r a11 "• 

If g is diffuse, the situation is different; see [2, Corollary 2.15]. 

PROPOSITION 2.4. Iff <= S(^) , f/ze net {xa} excisesf and {fa} c Q(A) is 
a similarly indexed net with 

lim(xafa
xa) = S ™ Q(A) and lim \\xafaxa\\ = A, 

then g = Xf 

Proof Since 

X = lim \\xafaxa\\ = \imfa(x
2

a), 

then for every a in A, 

g(a) = \imfa(xaaxa) 

= lim fa(xa(a ~ f(a))xa) + lim fa(xj(a)xa) 

= 0 +f(a)X = Xf(a). 

3. /°°-eiiibeddings. 

Notation. Throughout Section 3 we shall assume that A is unital. 

Definition 3.1. We say that a family {ba}a^F of mutually orthogonal, 
positive, norm one elements in A is l°°-embedded if there is a positive, 
linear map SF from the direct product C*-algebra IT Aa (each Aa being 
isomorphic to A) into A, such that 

*( {*«> w te> ) = *( W J . } ) 
for all elements {xa} and {ya} in Yl Aa, and such that 

*( K ) ) = 2 6I / 2JCX / 2 if ^ = 0 

for all but finitely many as. In the applications A will either be a von 
Neumann algebra with 

*({*„}) = 2 z>y\x/2 
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(strong* convergence), or A will be the multiplier algebra of a C*-algebra 
with 

*( {xa} ) = 2 bi/2xab
[
a
/2 

(strict convergence). For this reason we will often write 

*(<*„}) = 2 *i/2*X'2 

to help the intuition. 
If {ba} is /°°-embedded in A and a is a subset of 7 with characteristic 

function xa, we write 

K = *( (Xa(«) } ) = 2 V 

Finally we say that {&a} supports a family {X}« e / of states of A if 
X(^«) = 1 for each a in 7 (whence fa(b^) = 0 for a ¥= /?). Note that 
/°°-embedding of {ba} implies that 

for every element {xa} in I I Aai because 

Un {*«> ) ) = fftbpi {xj ) > = fpm {x, f l(«w ) ) 
= /^/vy2)=/^y8). 

We shall be interested in the limit points of the set {fa} in S (A). Are 
they pure? Here are two examples related to this question. 

Examples 3.2. (A) (See [4, Section 1].) In the Fermion algebra we fix a 
diagonal algebra D, and take a sequence {pn} of orthogonal projections in 
D that excise a pure state / of D. If {fn} is any sequence of states 
supported by {pn }, then every weak* limit point g of {fn } is pure. Indeed, 
g\D = / , and since/has a unique state extension, which is pure, it follows 
that g is pure ( a n d / -> g). 

(B) Let {/?„} be an orthogonal sequence of projections of finite rank in 
B(//). Clearly {pn} is /°°-embedded in B(H). If {/„} is any sequence of 
pure states of B(H) supported by {pn}, then every weak* limit point 
of {fn} is pure by [6, Theorem 1]. 

Write /?(/) for the set of ultrafilters of subsets of I. If {fa}a(El is a family 
of states on A and ^U is in /?(/), define a state 

by the formula 
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It is easy to see that f% is in the weak*-closure of {/*}«£/• ^n the 
/°°-embedded case the converse is also true. 

PROPOSITION 3.3. If {ba)aGÏ is an l°°-embedded family in A supporting 
the family {/JftG/ of states on A , and fis a weak* limit point of {fa}aGh 

then there is a unique ultrafilter °U in /?(/) such that 

f = f(it-
Proof Using the notation of Definition 3.1 we set 

* = {a c / : / ( * „ ) = 1}. 

We claim that °U is an ultrafilter. Indeed, note first that since bab0 = ba if 
a e a and baba = 0 if a <£ a, we must have/(Z>a) equal to 0 or 1 for every 
subset a. In particular we have/(67) = 1. Since 

bj = b0 + bj\a, 

it follows that, if a is not in % then I\o must be in <%. If a <E ^ a n d a c T, 
then 

K s *T § fr/, 
and therefore/(Z>T) = 1 and T G ^. Since bonT i^ bTbabT, we see that ^ i s 
closed under intersections, so ^ i s an ultrafilter. To see t h a t / = /^f ix JC in 
A with/(jc) ¥= 0 and £ > 0. We claim that 

a = {a e / : |/tt(x) - / ( * ) | < c} 

is in ^ . Otherwise, we would have 

/ (* ) = f(bIXaxbIXa), 

and therefore we could approximate/(x) arbitrarily well by fa(xYs with a 
in 7 \a and conclude that 

\f(x) - f(x) I â e. 

If ^ e 0(7) with a e < ^ \ ^ then 

f(K) -fAh) =U(K) -fAK) = i-
Thus ^ i s unique. 

In what follows we assume that {ba:a e / } is an /°°-embedded family 
supporting a family {fa:a e / } of pure states of A. The optimal 
conclusion from our point of view is that every weak* limit point of {fa} is 
a pure state of A. This may very well be the case, but we can only prove it 
under certain "normality" conditions on them's (Theorem 4.2). We can, 
however, show that at least some of the weak* limit points are pure, by 
selecting the ultrafilter corresponding to the limit point very carefully 
(Theorem 3.7). To be sure that this selection is possible we need to assume 
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the Continuum Hypothesis (actually less would do but our construction 
cannot be carried out without some extra set-theoretic axiom). We also 
need a restriction on the size of A. 

Let / b e a weak* limit point of the family {fa}. We say that the 
associated ultrafilter ^(see Proposition 3.3) in fi(I) is good for {fa} if, for 
each x in A and e > 0 there is a set a = a(x, €) in ^such that, for each /? in 
a, there is a finite subset 6 = 6(x, c, /?) of a satisfying 

fp(x*b0x) - fp(x*bex) < €-

Note that if {fa} consists of normal states on a von Neumann algebra M 

and ba = 2 f l e A> t h e n 

fp(x*b0x) = s\xp{fj£x*box):0 c a and 8 is finite}, 

so every ultrafilter is good for {f^}. Also, if {fa} (not necessarily normal) 

is supported by a family {pa} of orthogonal central projections in M 

satisfying pabp = 0 if a ^ /}, then 

fp(x*b0x) =fff,ppx*b,x) =ffkx*bfpc\ 

so again all ultrafilters are good for {fa}. 
In the proof of the next theorem we need a combinatorial result 

[6, Theorem 2] which is restated here for convenience as Lemma 3.4. 

LEMMA 3.4. If {tap}aQGj is a set of non-negative numbers such that 
taa = 0 for all a in I and 2 a e / / t t ig < oo for each ft in / , then there is a 
partition {al5 a2, a3} of I such that for each /? e az, / = 1, 2, 3, we have 

2J tap = ~ 2J tap. 

THEOREM 3.5. If {ba}a(Ej is an l°°-embedded family in A supporting the 
pure states {fa}a(E/ and f is a weak* limit point of {fa}a^j such that 
the associated ultrafilter °ll (see Proposition 3.3) is good for {fa}a^j, then 

/ e P(A). 

Proof Let (77, // , f) be the GNS representation of A associated with / 
[10, Section 3.3]. We shall show that 77 is irreducible, whence / ^ P(A) 
by [10, 3.13.2]. 

Applying Proposition 2.2 we choose for each a in / a decreasing net 
{xay:y G Ta} of positive, norm one elements of A, such that the net 

{bl/2xaybl/2:y e r„> 

excises y .̂ Write 

A = IIr„, 
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and give A the product (partial) ordering. Since {ba} is /°°-embedded in A, 
we have, for each subset o of I and each X in A, an element 

xo\ = * ( { x > K \ ( a ) L e / ) = 2 bl/2xaX{a)bl/2, 

using the notation of Definition 3.1. If °U X A is given the product 
ordering, then 

{xaX:(a, X) e W X A} 

is a decreasing net, and therefore the image net {^(xaX) } converges 
strongly to a positive operator/? in ir(Ay\ Sincef(xoX) = 1 for every (a, X) 
in °ll X A we know that 

(i) PS = è. 

To establish the irreducibility of 77 it suffices to show 

(2) /?TT(X)£ = f(x)i 

for each x in A. Indeed (1) and (2) imply that/? is the rank one projection 
onto the span of £. If y e ir{A)', then because/? e TT(A)" , 

y£ = ypè = pyL 

and so y% = t$- for some scalar t. Since £ is a separating vector for m(A )' 
[10, p. 32], we get thatjy = //, so 77 is irreducible [10, 3.13.2]. 

To prove (2) it is enough to show 

(3) pir(y)i = 0 for y in A0, 

where A0 consists of those y in A such that, for some o in % 

fp(y) = 0 for all £ in a. 

To see this, fix x in A and £ > 0. Write 

o = {a: \fa(x) - f(x) I < €} and 

y = x - f(x)\ + * ( { X » ( / W - /«(*) ) }ae/)-

As in the proof of Proposition 3.3 we see that a e <%. Also for /? in a 

fp(y) =f/tx) -fU) + (fix) -Mx))frbp) = o, 
so that y e A0. By (1) and (3) 

II/MKX)* - f(xM = | | />«x) - *O0 ~f(x)m\ 

^\\x- y -f(x)\\\ 

= s u p { ( / ^ ) -f(x)):P G a} 
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As e and x were arbitrary, (2) follows. 
To prove (3) fix € > 0 and >> in A0 with \\y\\ = 1. By assumption there is 

a set a() in °U with 

(4) fay) = 0 for all fi in a0. 

Since ^ i s good for { / a } a G / , we may select ox in ^ s o that for each /? in a, 
there is a finite set 0(/?) with 

(5) (y*fpy)(ba]\m) < t. 

Next write <J>(0) = 0(j8)\{j8} and, for a, /? in J, 

l o ( 6 ) '«P I n u • 
VO otherwise 

Choose an integer n so that (2/3)" < c. Since faa = 0 for all a, we may 
apply Lemma 3.4 « times to obtain a partition {T,, . . . , T }, /? = 3", of / 
such that, if /? e rm for some m in {1, 2, . . . , q), then 

(7) 2 tap fk (2/3)" 2 ^ < e 2 ^ 

Since ^ i s an ultrafilter, exactly one of the TW'S is in ^ ; call it a2. If /? is in 
a2, then by (6) and (7) we get 

(8) 2 tafi = 2{tafi:a e a2 O <K£) } 

< c 2 {tafi:a e <H/?) } = efay^b^y). 

The last equality is true because <£(/?) is finite. Set 

o = OQ PI Q] H a 2 

and take X0 in A such that, for /? in a and À ^ A0, 

(9) II^V^WV*/^//2!! < <• 
This choice is possible because of (4) and the fact that each net 

r i J / 2 v h\/2x 

\°a Xa\(a)°a J 

excises^. With these selections we have for X ^ A0, 

(10) \\P7T(y)è\\2 = / ( j * ^ ) ^ /(y*xo Xy) 

= k™fa(y*xo\y) = ™pfay*xaXy) 

= sup (y*fpy)(bfi2xmfi)b
l
fi

/2 + *a\{/?},x)-
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Now we estimate the two terms within the latter supremum separately. 
For a fixed /? in o we have for the first term 

(ii) (y%y)(bl%mblp/2) = f^y%/2x^p
/2ybl

fi
/2xmnbxfi 

^ \\y\\ ii*y Vft*yH /2^A*J /2ii < e 

by (9) and the fact that 

fff&p xp\(p)bp ) = 1. 

For the second we have, because xaX ^ ba for every a, 

(12) (y%y)(xa\mÀ) ^ (y%y){ba\m) 

= (y%y)(b„\(e(p)u{f}}) + b(an$(fi))\{P)) 

= (y*fpy)(b„\(6(i3)L){ii})) + (y%y)(Kn^is)) 

= (y%y)(b„\e{li)) + (y%y)(ban$(li)) 

< « + (y*fpy)(ban<xf}))> 

using the facts <K/?) = 0(/?)\{/?}, a c a,, and (5). 
Combining (10), (11), and (12) we conclude that 

(13) \\MyM2 â c + t + sup ( / / ^ X A . n ^ ) ) . 

For the remaining term, if /3 G a we have 

(14) {y%y)(banm) = 2 { ^ : « e a n #jB) } 

^ 2 { ^ : a e a2 n <K£) } 

< <fp(y*bmy) ^ € 

using (8) and the fact that o c a2. Hence 

Wp^yM2 ^ 3c 

by (13) and (14). As e was arbitrary, pir(y)^ = 0, so (3) follows and the 
theorem is proved. 

THEOREM 3.6. Assume the Continuum Hypothesis and assume that A has 
the cardinality of the continuum. If {bn} is an l°°-embedded sequence in A 
supporting the pure states {f2}, then (in the notation preceeding Lemma 3.4) 
there is an ultrafilter on N which is good for {f}. Consequently some weak* 
limit points of the set [fn } are pure. 

Proof The proof is broken up into several steps. 

Step 1. We shall say that an infinite subset o = [nu n2, . • . } (increasing 
order) of N is good for an element x of A if for each k in N there is an 
integer m = m(k, x) such that 
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f„k{x*b0x) - 2 fn<Lx*bnx) < - . 
k i=\ k nk 

Our goal is to construct an ultrafilter on $11 on N such that for each x in A 
there is some o in °U that is good for x. 

Step 2. We show that if T is an infinite subset of N and if a e A, then 
there is an infinite subset o of T which is good for a. The proof is by 
induction. Write 

T = T\ = { " l b * 2 1 > " 3 1 > - - - } > 

increasing order. Set «j = H U . If {pl5 . . . , p,.} is a partition of T]\{/7]}, 
then 

r 

/ = 1 

SO 

/„ (a*bpa) = \\a*a\\/r for some /. 

Since r was arbitrary there is some infinite subset T2 of T 1 \{ /2 1 } such 
that 

fni(a*bTa) < n^\ 

Now suppose that for some k > 1 infinite subsets r b T2, . . . , TA and 
integers nx < n2 < . . . < nk_x have been chosen as follows: 

(i) Ti = {n]h n2h . . . }, increasing order. 
(ii) nt = nu for i = 1, . . . , A: — 1. 

(iii)Tf. c r / _ 1 \{« 1 , . ̂ . , «,-_,}. 
(iv)fnjta*bTi+a) < nt

 l for z = 1, . . . 9k - 1. 
Set «£ = nXk\ as above there is an infinite subset rk + x of Tk\{ni}

k
i = x 

such that 

This continues the induction. 
Now take o = {nx, n2, . . . }• (By construction ni < «/+!•) Also for each 

j > /c we have 

"/ ^ T/ C T 7 - l C • • • C T £ + l> 

so 

Hence for each /c, 

Â: 

fnk{a*baa) - 2 /„,(a*V> = 4<a* V > 
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^fn(a*bT a) <nk\ 

Thus a is good for a. 
Step 3. We show that there is a free ultrafliter ^ o n N such that for each 

x in A there is a a in ^ which is good for x. The construction is by 
transfinite induction. First we well-order A as {^a}a<(0 , where co] is the 
first uncountable ordinal. For a = 1, use Step 2 to get a subset o} of N 
which is good for av Suppose that for some ordinal a < co] and all /? < a 
we have found infinite subsets og of N such that 

(i) a^ is good for a$\ 
(ii) if y < /}, then <Jp\oy is finite. 

As a is countable we may enumerate the /?'s less than a and write 

{/?:/? < «} = {/}„ & , . . . }. 

For y = 1, 2, . . . set 

Py = aA ° • • • ° afij 
(if a = n is finite put p„+^ = p„). By (ii) of our hypothesis each p- is 
infinite, so we may select a strictly increasing sequence n} < n2 < . • . with 
H- in p-, j = 1, 2 , . . . . By Step 2 there is an infinite subset oa of 
{«!, n2, . . . } that is good for aa. Since 

{nj9 «,- + , , . . . } c 0y, 

(ii) holds for aa, so the induction proceeds. 
Recall that if r is an infinite subset of N and we write 

W(f) = {<% <= £ N \ N : T e <#}, 

then PT(T) is open and closed in /}N\N. From (ii) we get that if /? < a, 

then 

Hence {W(oa) } a < c o is a decreasing net of compact sets in /}N\N, so there 
is an ultrafilter Ôl in their intersection. Since °U e W(oa) for each 
a, aa G <% for each a, and so by (i) °U has the desired property. 

Step 4. To see that ^ i s good for {fn} take x in A and € > 0. By Step 3 
there is a set T = [nu n2, . . . } (increasing order) in ^ such that 

f„k(x*(bT ~ 2 *„,)*) < l/«*. 

A: = 1, 2, . . . . If we pick /c so that 1 / ^ < € and put 

then a G ^ and for j â A:, 
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fnj(x*(ba - f, b„)x) =fn{x*(bT - 2 bn)x) < \/nj < e. 

This is exactly what is required to show that ^ i s good for {fn}. 

Remark. Robert Solovay has pointed out to us that the construction we 
use in the above proof could proceed with an axiom which is strictly 
weaker than the Continuum Hypothesis (but, nonetheless, is not implied 
by Zermelo-Fraenkel set theory). 

COROLLARY 3.7. If the Continuum Hypothesis holds and if A is a von 
Neumann algebra on a separable Hilbert space, then every sequence of 
mutually orthogonal, positive, norm one elements {bn} is l°°-embedded. If 
{f} is a sequence of pure states supported by {bn}, then some limit points 

°f if } are Pure-

4. Pure states on the multiplier algebra. In Example 3.2 (B) the sequence 
{pn } is /°°-embedded in B(H), because B(H) is a von Neumann algebra. If 
we view B(H) as the multiplier algebra of X, the algebra of compact 
operators on H, then {pn} is /°°-embedded in M(X) because every 
bounded sequence {pnanpn } gives a strictly convergent series 2 pnanpn in 
M(JT) = B(H). This point of view leads to a generalization of Example 
3.2 (B) in Proposition 4.1 and Theorem 4.2. 

PROPOSITION 4.1. If {bn} is a sequence of mutually orthogonal, positive, 
norm one elements in A, then {bn} is l°° -embedded in M (A) if the sum 2 bn 

is strictly convergent. Thus if A is o-unital and b is a strictly positive element, 
we have an l°°-embedding if the sum 2 bnb is norm convergent. This holds in 
particular if bnb = bbn for all n and \\bnb\\ —> 0. 

F roof. Define * : I I ^ w - > ^ * * b y 

* ( {x„} ) = 2 b)i\p)i\ 

where An = M (A) and {xfl} is an element in I I An. Note that the sum is 
strong* convergent, since the summands are mutually orthogonal. We 
must show that 

2 bl/2x„bl'2 e M(A) 

which we may identify with the strict closure of A in v4**. By assumption 
2 bn G M (A ) which means that 2 bna converges in norm for every a in A. 
(Since bn = b* we need not consider the sums 2 abn.) If s = sup| |xj | we 
estimate 

b)i\p\i\ ( 2 b\:\p\r){^b\i\) 
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^ sa 

= sa 

^ sa 

n>m 

il/2 

i l / 2 

= S 2 b^a 

\>m 

2 û*6wa 

2 a*bl/2a 
n>m 

1/2 

1/4 

1/2 

i 3 / 4 
2 *WA 

n>m 

1/4 

This last quantity tends to zero a s m - ^ o o which proves that 

2 bxJ2xnb)!2 G MG4). 

The last part of the proposition follows easily now. If b is strictly 
positive in A, then bA is dense in A; so (norm) convergence of 2 b„6 
entails convergence of 2 ft„a for every am A. Finally, if b commutes with 
{bn} and \\bnb\\ -* 0 then 

2 &yx/2 
2V 

as desired. 

A, 

THEOREM 4.2. Let {bn} be a sequence of mutually orthogonal, positive 
norm one elements in A that supports a sequence {fn} of pure states. If 
2 bn is strictly convergent, then every weak* limit point of {f} (in M (A)*) 
is a pure state of M (A ). 

Proof Using the notation from the proof of Proposition 4.1, for each n 
and for every {xk} in I I Ak and x in M(A) we have 

fn(x**({xk))x) = %fn(x*bl/2xkbl/2x), 
k 

because ^ ( {xk} ) e A** and^ is normal on A**. Thus each ultrafilter on 
the positive integers N is good for the sequence {fn}, hence all limit points 
of {f} are pure by Theorem 3.5. 

From Theorem 4.2 the question naturally arises: which sequences of 
mutually orthogonal pure states of A are supported by /°°-embedded 
sequences? Closely related to this problem is the question: which maximal 
commutative C*-subalgebras (MASA's) of A contain an approximate unit 
for A! (Cf. Proposition 4.1.) We digress briefly from our main theme to 
show how these concepts relate to MASA's in M(A ). 

A MASA C in the multiplier algebra M (A) of A is called atomic if 
C o t i s a MASA in A. The terminology is of course borrowed from the 
case A = X, where M (A) = B(7/); but in this generality we cannot expect 
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much of the original meaning of atomicity to remain. A more restrictive 
notion may be needed. We say that C is strictly atomic in M (A ) if C n A is 
a MASA that contains an approximate unit for A. 

LEMMA 4.3. Let B be a hereditary C*-subalgebra of A, and C a 
commutative C*-subalgebra of B. Denote by C , C and 1(C) the 
commutant, the (two-sided) annihilator and the idealizer of C in A, 
respectively. 

(i) If C is commutative, then 1(C) is commutative. 
(ii) IfCis a MASA in B, then C c 1(C). 

(iii) If C is commutative and C is a MASA in B, then C = 1(C) and is a 
MASA in A. 

Proof, (i) Take x, y in 1(C) and c in C. Then 

xyc2 = x(yc)c = (xc)(yc) = (yc)(xc) = yxc2. 

Since C2 = C it follows that xy — yx e is an ideal in 1(C), 
and we have shown that 1(C)/C is commutative. If also C is 
commutative, then so is C. 

(ii) If x G C and c e C+, then 

xc = cl/2xcl/2 e B n C = C, 

since C is a MASA in B. Thus C" c 7(C). 
(iii) From (i) and (ii) we see that 1(C) c C and C c 7(C), whence 

C = 1(C). If D is any commutative subset of A and C c D, then 
Z) c C Thus C is a MASA in A. 

PROPOSITION 4.4. 77zer£ is a bijective correspondence between MASA's C 
in A and atomic MASA'^ D in M (A), given by D = C and C = D n A. 

Proof. If C is a MASA in A, then its annihilator C is an heredi
tary C*-subalgebra of M (A) which clearly intersects A in {0}; hence 
C = {0}. It follows from Lemma 4.3 (with A and M(A ) in place of B and 
A) that C is a MASA in M (A). 

LEMMA 4.5. On bounded subsets of M (A) the weak* topology from A** 
(i.e., the o(A**, A*)-topology) is weaker than the strict topology, but for 
every convex subset C of M (A) the relative weak* closure of C in M (A) 
coincides with the strict closure of C. 

Proof. Let {xa} be a bounded net in M (A) converging strictly to 0, and 
l e t / be a state of A. Given e > 0 we can find a in A, 0 ^ a = 1, such that 
f(a) > 1 — e. Consequently, 

\f(xa)\ g \f(xaa)\ + \f(xa(\ - a)) | 

^ \\xaa\\ + f(xaxt)V2f{(\ - a)2)m â IIJC^H + | |*0 |k , / 2 . 
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Since \\xaa\\ —> 0 by assumption, it follows that / (x a ) —> 0, whence {xa} is 
weak* convergent to 0. 

Conversely, if x is a weak* limit point of C in M (A ), then xa is a weak 
limit point of Ca in A for every a in A. Since Ca is a convex subset of A, it 
follows (from the Hahn-Banach theorem) that xa belongs to the norm 
closure of Ca. Thus for every e > 0 there is a c in C with 

\\xa — ca\\ < €. 

Since for any ax, . . ., an in A and € > 0 there exists a in A such that 

\\aa- — a| | < e for all j = 1, . . . , «, 

this shows that x belongs to the strict closure of C. 

PROPOSITION 4.6. If C is a MASA in A and C denotes its corresponding 
atomic MASA in M (A), the following conditions are equivalent: 

(i) C is strictly atomic, 
(ii) C = M(C); 

(iii) C is the strict closure of C. 

Proof (i) =* (ii). Since C contains an approximate unit for A we have 
M(C) c M(A) by [10, 3.12.12]. In other words 1(C) is isomorphic to 
M(C). However, by Lemma 4.3, 1(C) = C. 

(ii) =» (iii). If C denotes the strict closure of C then clearly C c C, 
since C is commutative. Assuming that C = M(C), and using the fact that 
the embedding M(C) c M (A) is weak* continuous (since it arises 
from the embedding C** c A** obtained by double transposition of the 
embedding map C c A), we see that each element in C belongs to 
the weak* closure of C. By Lemma 4.5 this implies that C c C. 

(iii) => (i). Since 1 e C, there is a net {jca} in C converging strictly to 1. 
But this means precisely that {xa} is an approximate unit for A. 

Example 4.7. Take A = Cp + J% where/? is a projection in B(H) such 
that both pH and (1 — p)H are infinite dimensional. It is easy to see 
that 

M(A) = Cp + (1 - />)B(i/)(l ~ P) + ^ 

Choose now an orthonormal basis {£„ } for // , such that 

p(è2n-\ + fen) = É2«-i + è2n and 

/K&K-1 - è2n) = 0 for all n. 

Let C denote the algebra of diagonal operators in X with respect to {£„}. 
Then C is a MASA in A, but it does not contain an approximate unit for 
A. Indeed, 

\\p(\ — c) || ^ - \ / 2 for every c in C. 
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From the description of M (A) we see that C = C + CI which gives an 
example of an atomic, but not strictly atomic, MASA in M(A ). 

Example 4.8. Take A = C( [0, 1] ) 0 J f and recall from [3] that 

M (A) = C([0, l ] , B ( / a . ) 

the strong* continuous functions from [0, 1] to B(H). Choose MASA's C] 

and C2 in Jf (corresponding to orthonormal bases) and set 

C = | x G A:x(t) G C,, K - ; x(f) G C2, / > - | . 

Then C is a MASA in A. It is easy to arrange Cx and C2, such that 
^i n Q = {0}' t>ut Q O C2 (in B(H) ) contains many non-trivial 
projections. Note that C contains an approximate unit for A precisely 
when Cx C\ C2 contains an approximate unit for X. 

The example above can be elaborated by distributing a whole sequence 
of MASA's in J f at suitable points in [0, 1]; but this may not exhaust the 
supply of MASA's in A. Indeed, it is not even known whether a MASA C 
in A must have a point / in [0, 1] (and therefore a dense set of fs) such that 
C(t) is a MASA in X 

Returning to our main problem, we now consider a sequence {f2} of 
mutually orthogonal pure states of A. Even under the assumption that 
{fn} tends to zero, it is not always true that {fn} is supported by a 
sequence {bn} of mutually orthogonal, positive, norm one elements in A. 
Taking the supporting sequence for granted, we can, however, prove that 
many subsequences of {fn} are supported by /°°-embedded sequences in 
the a-unital case. We say that {fn} tends rapidly to zero if 2 fn(b) < oo 
for some strictly positive element b in A. Much of [1] is devoted to the 
question of when this occurs. 

PROPOSITION 4.9. If A is a-unital, and {fn} is a sequence of mutually 
orthogonal pure states tending rapidly to zero and supported by a sequence 
{au} of mutually orthogonal, positive, norm one elements in A, then {f} is 
also supported by an l°°-embedded sequence, and thus every weak* limit point 
of {fn } is pure in M (A )*. 

Proof Choose a strictly positive element bin A such that 2 fn(b) < oo. 
By Proposition 2.1/j is excised by a decreasing net {xx} majorized by av 

Thus 

\\xxbxx\\ S \\xx(b -Mb))xx\\ +fx{b) fk 2/,(/>) 

for a suitable xx, which we denote by bx. Repeating the process with/ 2 , / 3 , 
et cetera, we obtain a sequence {bn} supporting {fn}, such that 

\\bjbbn\\ ^ 2f„(b) for all n. 

https://doi.org/10.4153/CJM-1986-063-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1986-063-7


C*-ALGEBRAS 1259 

Consequently the sum 2 bnb
]/2 is norm convergent, because 

112 bnb"Y = ||2 bmblbmW £ 2 ll^,/2ll2 

= 2\\bnbbn\\^22fn(b). 

Since b] is strictly positive in A, it follows from 2 bn G Af(>4), and the 
rest follows from Proposition 4.1 and Theorem 4.2. 

Recall that a s t a t e / i s definite on an element x in 4̂ if 

f(x*x) = | / (x ) |2. 

If (77, 7/, £) is the cyclic representation associated with / via the 
GNS-construction, this condition means that 

1 (*(x% 0 I = \HxM Hill, 

which is equivalent to TT(X)^ = f(x)i;. Consequently 

f(xy) = f(yx) = f(x)f(y) for every y in A. 

The following result is a simple consequence of the previous concepts, 
but in the applications it may very well be the case that turns up most 
frequently. 

PROPOSITION 4.10. If A is o-unital and {fn} is a sequence of mutually 
orthogonal pure states tending to zero, such that every fn is definite on the 
strictly positive element b and the {fn{b) } are distinct, then {fn} is supported 
by an I00-embedded sequence and every weak* limit point of {fn} 
is pure in M (A)*. 

Proof Let C = C0(S) be the C*-subalgebra generated by b. Since each 
fn is definite on b, it is multiplicative on C. Since moreover fn{b) > 0 for 
every n and/7(&) —> 0, there is a sequence {sn} in S tending to infinity, 
such that f„(c) = c(sn) for every c in C and all n. Choose by elementary 
function theory (S = Sp(b)\{0} ) a sequence {bn} in C of mutually, 
orthogonal, positive, norm one elements, such that bn{sn) — 1 for every n. 
Then {bn} supports {fn}\ and since 

2 6 „ e Ch(S) = M(C0(S)\ 

and M(C) c M(A) (cf. [10, 3.12.12] ), the desired conclusions follow from 
Proposition 4.1 and Theorem 4.2. 
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