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Introduction: A Current Opportunity
Digital Health technologies (DHTs) are IT applica-
tions dedicated to improving healthcare delivery and 
its support processes. This broad category includes 
technologies such as mobile Health/mHealth (such 
as mobile apps), wearables (for example, Fitbit), and 
telehealth, including telemedicine and clinical deci-

sion support systems (CDSS). Digital Health tech-
nologies offer an answer to healthcare challenges 
on many levels: On an international level, the WHO 
deems them to systematically support “health system 
needs” as part of the Sustainable Development Goals 
(SDGs). This also includes improved access to care for 
patients living in remote areas, populations particu-
larly present in low- and middle-income countries. On 
a national level, an increasing number of governments 
and healthcare system payors see DHTs as an opportu-
nity to reign in escalating expenditures while increas-
ing population health overall. Finally, on the level of 
individual patients, the consumerization of healthcare 
technologies in digital formats allows patients to play 
a larger role in their own health with the border line 
between healthcare, health and well-being becom-
ing increasingly blurry. DHTs have been attracting a 
great deal of attention also by businesses. Both tra-
ditional Pharma and MedTech as well as additional 
players, such as venture capitalists and IT Companies, 
are pouring in resources as they recognize the market 
potential of DHTs in replacing and/or changing exist-
ing healthcare markets.1

Despite the potential, the problem of regulation 
lagging behind technological development remains 
unresolved. New technologies come with new and old 
risks. While there are clear and specific rules for drug 
development and use as well as improving rules on 
medical devices — digital health technologies remain 
largely uncharted territory from a regulatory perspec-
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Abstract: Digital Health Technologies (DHTs) are 
currently the subject of much debate both in terms 
of their technological frontiers as well as their eth-
ical, legal and societal implications (ELSI). Regu-
lation of such technologies as medical devices cur-
rently lacks behind their level of adoption. Digital 
Twins are the next evolution step of such DHTs 
and provide an opportunity to anticipate and act 
on ELSI before adoption again leaps before the 
necessary review. This paper introduces the con-
cept and use cases of digital twins in medicine, 
then frames the debate through the lens of related 
technologies, machine learning and personalized 
medicine, and maps ethical challenges stemming 
from those. Finally, we lay out how digital twins 
may change and challenge the future practice of 
medicine.
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tive.2 In the sphere of digital health, the current debate 
features conflicts of the new technologies with ethical 
principles, including the “Big-4”: autonomy, benevo-
lence, fairness and justice, and non-malevolence. 
These classical bioethical issues are joined by con-
cerns over privacy, responsibility and accountability, 
solidarity, and transparency, among others. Unfortu-
nately, the debate on ethical principles, appropriate 
regulation and testing and validation procedures is 
lacking a few years behind the state of technical devel-
opment as well as adoption of DHTs.

A new technology frontier is currently opening 
— offering a chance for bioethics to think ahead of 
technological development and anticipate ethical 

challenges. Digital Twins are live or near-live represen-
tations of physical entities, either living or non-living3 
and were first proposed as an Engineering paradigm 
in the early 2000s as the “Mirrored Spaces Model.”4 
The concept is gaining increasing interest and adop-
tion in various Engineering fields, e.g. aircraft engines, 
industrial plants and power grids.5 These application 
fields representing capital-intensive and complex sys-
tems share their high cost (time, money) in both R&D 
and deployment technology life cycles (activities like 
prototyping and testing) as well as high cost of lost 
functionality during operations.

In a digital twin, a physical twin with its character-
istics is mirrored through a flow of data on its status 
from the physical twin to the digital twin. Its useful-
ness stems from the feedback loop of recommenda-
tions on actions to be taken, such as adjustments and 
preventive maintenance measures.

Take the simple but limited example of a collabora-
tive robot used in a production factory environment 
picking and placing parts: The robot is experiencing 
wear and tear throughout its use — somewhat similar 
to a human, this wear and tear particularly affects its 
joints after repetitive movements. Failure of a robot 
in a factory environment is costly as it may slow or 

halt production and render many other resources 
idle. Torque sensors in all of the joints of the robot 
continuously measure force data as well as operating 
hours that are fed to the digital twin of the robot in 
its simulation software. The digital twin may then rec-
ommend — both on changing force characteristics as 
well as expected operating lifetime hours — a preven-
tive maintenance action ( joint replacement) and/or 
changing its operating speed in one joint and takeover 
of range movement by another joint. 

Digital Twins of humans may draw on actual patient 
data from the large spectrum of traditional medical 
data (blood work, imaging, etc.) and non-medical data 
(e.g., social media data) as well as the various shades 

of grey in between (e.g., step counts and 
sound volume data from mobile devices). 
They represent a technological evolution 
step beyond just digitalization (the pro-
cess of converting data, information and 
knowledge from non-digital to digital 
formats and their subsequent applica-
tions) but into virtualization (the repre-
sentation of some physical asset in a digi-
tal format). Their development and use 
in healthcare are in their infancy, there-
fore offering an opportunity to foresee 
and react to ethical challenges that may 
arise. This paper aims to introduce the 

reader to the concept of digital twins, its technological 
foundations, application areas and identify potential 
ethical challenges in context of the debate on related 
technologies and a potentially changed future practice 
of medicine.

Digital Twins: The Technology
A digital twin may be implemented in many technical 
ways. While an implementation based completely on 
deep learning may be feasible in the future,7 a digital 
twin modeling approach typically consists of two com-
ponents: a mechanistic model and a machine learning 
model. Through the combination of these model com-
ponents drawing upon multiple sources of data, they 
reach their patient-specific level of personalization.

Mechanistic Models
Mechanistic models rely on the assumption that any 
complex physical system can be represented by mod-
eling its individual components and interactions 
thereof. This requires a prior explicit understand-
ing of the constituent parts and laws of interactions. 
In the medical example of the heart, such a model 
would encompass the electrophysiology, mechanics of 
the muscle and dynamics of the heart as well as their 

This paper aims to introduce the reader to 
the concept of digital twins, its technological 
foundations, application areas and  
identify potential ethical challenges in 
context of the debate on related technologies 
and a potentially changed future practice  
of medicine.
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connection via electro-mechanical coupling and fluid-
solid interaction. What sounds simple, encompasses 
highly complex modeling efforts from the cellular 
level up to the macro level on supercomputers.8 Other 
more traditional examples include bone mechanics, 
including adaptation, remodeling and healing.9

Such models are the domain of biophysics and a 
large toolbox of modeling techniques is available. Typ-
ically, the first step in modeling is geometry genera-
tion, where a computer-aided design (CAD) software 
is used to generate the macro-geometric structures, 
such as blood vessels or heart valves. Then, discretiza-
tion of components — where individual cells or blocks 
of cells may represent discrete items — is under-
taken with the finite element method (FEM) being an 
important method in solid matter modeling and finite 
volume method (FVM) representing its fluid matter 
counterpart. In a choice of solver software, such as 
ANSYS Fluent, a mathematical model is programmed 
with selections of algorithm, boundaries, and material 
properties. For example, elasticity of vessel wall struc-
tures via stress-strain characteristics may be entered 
and hemodynamic characteristics including viscosity 
approximated. Predicted outcomes on each compo-
nent could be generated by changing one or several 
variables — such as bursting of an aneurysm in a spe-
cific spot by a spike increase of arterial blood pressure. 
Engineers, physicists and mathematicians dominate 
the field with their subject matter expertise.

Machine Learning Models
In contrast to mechanistic models, machine learning 
models work in a way that they learn via experience 

rather than pre-programmed explicit rules. While 
some of them may make knowledge explicit and com-
prehensible by humans, this is an optional and not 
always feasible step as the discussion on “Explainable 
AI” shows.10 There is a current hype in medicine with 
many potential or actual applications in prevention, 
screening, diagnosis, treatment, and management of 
disease emerging. While there are many unregulated 
wellness applications globally, applications regulated 
as medical devices typically focus on diagnosis of dis-
ease. There are only few applications in the thera-
peutic/management domain so far, such as in opioid 
abuse disorder.11 Common examples of such diagnosis 
applications include the sphere of image recognition 
(recognition of cancer or other pathologic conditions 
from medical images) and general pattern recognition 
(ECG and heart rate analysis for recognition of atrial 
fibrillation, tachycardia or bradycardia). Such pattern 
recognition applications traditionally are strongholds 
of machine learning.

While there are many types of machine learning, 
supervised classification learning is by far the most 
common and the underlying technique of the previ-
ous examples given. In this type of learning, pre-clas-
sified examples in a training dataset are used to train a 
model with an underlying algorithm to correctly clas-
sify a target variable, such as whether the patient has a 
disease or not or with which probability. First, data is 
collected, explored and prepared — for example heart 
disease patient data assembled, cleaned and reformat-
ted into a unified format. Then, a model is trained with 
an algorithm and appropriate user-defined hyperpa-
rameters chosen. Finally, the model would be evalu-

Figure 1
Adopted from Madni,6 the digital twin approach may be extended to humans.
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ated by applying it to a dataset yielding results — such 
as the probability of the presence of atherosclerotic 
coronary artery disease.

Digital Twin Models are a Combination of Both 
Technologies and May Break Current Boundaries in 
Healthcare Delivery
Both types of models are being developed in parallel 
at increasing speed. And both profit from improved 
hardware/computing power as well as software/statis-
tical method developments. While mechanistic mod-
els profit from a (slowly) increasing understanding 
of underlying biophysics concepts, machine learning 
models benefit vastly from exponentially increasing 
pools of data. “Easy data” (data that is relatively easy 
to acquire and manipulate) has already been the norm 
for a few years in non-medical fields such as commer-
cial management. Efforts in the standardization and 

interoperability of electronic health records and other 
medical data sources will likely switch the medical 
domain from big data to (relatively) easy data as well 
in the near future.

Hybrid models combining mechanistic and machine 
learning models in the medical field exist and can pro-
vide much higher accuracy in predictive models than 
their individual components alone.12 The next evolu-
tion step lies in combining both types of models with a 
stream of (near) live data into a digital twin model. Just 
as a physician receives mechanistic training through 
medical school and later acquires experience though 
case work seeing thousands of patients, a digital twin 
— combining both types of models — can reap the 
learning benefits of both worlds and derive temporally 
meaningful (live or near-live) conclusions, and action 
recommendations. In contrast to a human, there is no 
reasonable limit to the amount of patient information 

Figure 2
Digital Twins have three user groups: Healthcare Providers, MedTech and Pharma Industry and 
Individuals. Industry is currently leading the other groups in adoption.
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or the number of patients its model draws on — while 
a human physician will rarely have meaningfully seen 
more than a few ten thousand patients, a machine can 
easily combine the data of millions of patients and rec-
ognize even sublime patterns with minimal statistical 
significance. To our knowledge, the largest medicine-
related machine learning study has drawn upon data 
from more than 246 million patients.13 

In further contrast, while there are typically con-
tinuing education requirements for practicing HCPs, 
meaningful limits to the amount and detail of mecha-
nistic knowledge exist in humans but not in machines. 
Physicians train in specialties of typically 6-7 years 
post-medical school and then focus on one relatively 
narrow domain of expertise, such as cardiology. Diag-
noses may get missed, important information in com-
munication between specialist doctors lost. 

Already, many medical pattern recognition-type 
tasks can be done at the same or higher level of per-
formance by machines vs. their human counterparts.14 
We therefore believe that technologically, digital twins 
are capable of breaking current boundaries of both 
humans and individual technologies. While a machine 
will not be perfect either, it is important to set the 
right benchmark for any machine performance: that 
of a less than perfect human physician.

Digital Twins — User Groups, Applications, 
Functions and Specialty Areas
Digital Twin User Groups: Healthcare Providers, 
Industry and Individuals
The (potential) applications of digital twins can be cat-
egorized by user group: Healthcare Providers (HCP), 
Industry/Device and Drug Developers and Non-HCP 
Individuals. Non-HCP Individuals may independently 
use digital twins to monitor and improve their health 
status in the area of general well-being “wellness” 
and potentially beyond along the self-care spectrum15 
using models of themselves or even their unborn child 
in the womb.

Industry users, both MedTech and Pharma, are 
increasingly using a form of digital twins for in-silico 
modeling of medical devices and drugs in an attempt 
to reduce costs in development and time-to-market as 
well as to increase efficacy and safety of their products. 
Legislators, such as the U.S. Senate in 201516 and the 
EU Parliament in 2016,17 are encouraging the use of 
in silico modeling as a further validation path poten-
tially able to reduce, refine and replace both human 
and animal experimentation. 

Digital Twin Application Areas in Medicine
Digital Twins may assist several medical functions 
and all phases of the life cycle of disease are actual 
or potential application areas of digital twins: pre-
disease management, disease management as well 
as post-disease management with distinctions some-
times being not black-and-white. For example, pre-
vention may be in the form of primary prevention, 
(prevention before disease occurrence), secondary 
prevention (prevention of progression during early 
stage of disease) or tertiary prevention (management 
of established disease states to halt progression and 
avoid complications). We refer to the categories of 
pre-disease, disease and post-disease management as 
medicine hereafter.

•  Screening, detecting potential disease indicators 
in large numbers of asymptomatic but at-risk 
people, and prevention, here intended to mean 
mostly primary prevention, are functions that 
may or may not require the involvement of a 
HCP, often suffer from low adoption and offer 
potential for automation via the digital twin 
approach.

•  Diagnosis, identifying a disease or other type 
of condition by its symptoms, is the main 
sphere of current machine learning given its 
power in pattern recognition. Performance of 
such systems could be improved by digital twin 
models. 

•  Prognosis, forecasting the course of 
development of a disease or other type of 
condition and its symptoms, is currently a 
process done by HCPs — depending on the 
setting — with or without help of tools (such 
as APACHE IV in the intensive care setting). 
Performance in this area tends to be relatively 
low even in forecasting the near future with 
prognoses typically being overoptimistic. This 
area is also strongly being developed by machine 
learning with clinical decision support systems 
which can profit from the digital twin approach 
to raise prognostic accuracy.

•  Treatment, managing of and caring for a patient 
to combat the disease or condition typically with 
intent to cure, and alleviation, lessening the 
burden of a disease or condition, in themselves 
are currently not areas of application of the 
digital twin per se but their support is. Mental 
disease treatments, advanced in general digital 
health already, could change this soon. Little 
diabetes sensors in the bloodstream could also 
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feed information to a digital twin and in a closed 
loop system administer insulin as needed.18 

•  Prediction, predicting the effect of an 
intervention against a disease or condition, as 
a support mechanism to treatment is where the 
strengths come to play as the most promising 
treatment (and alleviation) options may be 
selected for specific patients given the highly 
complex particularities of specific patients. 
Prediction also includes the function of guiding 
and optimizing treatments for optimal outcomes.

•  Monitoring, checking the progress of a disease 
or condition, then rounds off the core functional 
picture where it allows for the enhanced 
observance of the current state as a pre-requisite 
of all other functions. 

Digital Twins are on the Brink of Early 
Adoption in Medicine
Of the three user group-associated application areas, 
the most advanced one in terms of adoption is the 
area of in-silico clinical trials by industry users. Key 
jurisdictions actively foster the use of such technolo-
gies with the aim of speeding up time-to-market, 
lowering development costs and strengthening safety 
and efficacy of medical products. Particularly in the 
area of interventional invasive medical devices, com-
panies such as MedTronic regularly submit in silico 
trial data as part of their FDA Device Applications. To 
our knowledge, there are no wellness-directed digital 
twins marketed at this moment and we foresee that 
this status will remain the same for the next years. 
Arguably, the definition of a digital twin given earlier 
— centering around the combination of mechanistic 
and machine learning models on a person-specific 
level with live data feeds — and the associated costs 
preclude the use of this technology currently.

In order to illustrate the different specialty areas 
of potential use, two examples are provided of large-
impact problems in different specialty areas that are 
being addressed by digital twin technology. Further 
areas such as oncology — where, for example, solid 
tumors still present a sizable problem for choosing the 
best treatment option — present further use cases. 

Example 1: Cardiology
Ventricular Arrhythmia is a type of electrical disor-
der of the heart that can lead to multiple severe and 
deadly complications. Often, pharmaceutical inter-
ventions are insufficient and the implantation of defi-
brillatory devices or cardial ablation, the “burning” of 
endo- and/or epicardial heart tissue via catheteriza-
tion, may be indicated. The digital twin approach may 

serve along the entire lifecycle of the disease, but the 
function of prediction is particularly relevant. Given 
the combination of specific patient information, incl. 
various imaging modalities such as MRI and CT, a 
personalized mechanistic model of the patient’s heart 
can be built. Drawing from statistics of past interven-
tions in patient cohorts with similar features, learn-
ings — without them necessarily being fully explicit 
— may be used in recommendations for treatment 
efficacy. It could be determined early on that the prob-
ability of pharmaceutical interventions working is 
very slim and that preparations for and scheduling of 
surgical interventions should be made. Such models 
could then further assist in determining exact spots of 
the myocardium to be ablated at — leading to better 
outcomes. One such digital twin approach currently 
being in development and early use is MUSIC (Multi-
modality platform for specific imaging in Cardiology) 
from LYRIC (Bordeaux, France).19

Example 2: Neurosurgery
Intracranial arterial aneurysms are a common type 
of vascular condition featuring an abnormal localized 
dilation of an artery in the brain. The key risk asso-
ciated is rupture due to mechanical weakness poten-
tially resulting in haemorrhagic stroke. Roughly half 
of unruptured aneurysms stay asymptomatic and 
diagnosing them is difficult. Given risk factors of 
genetic predisposition (and family history), hyperten-
sion, smoking, and trauma — a digital twin model of 
a patient could enable the screening of larger patient 
populations and identify such asymptomatic but at-
risk patients. Once identified, forecasting the prob-
ability of rupture of aneurysms is again a difficult task 
even for experienced specialists.20 Digital Twins may 
provide detailed wall stress simulations both before, 
during and after intervention with stents. They are 
combining a mechanistic model of the patient-specific 
anatomy of intracranial arteries containing the aneu-
rysm partly derived from imaging modalities together 
with statistical models of large patient populations. 
One part of such an approach is being investigated.21

Digital Twins on Different Levels: Organ, Body, Mind
The human digital twin concept may be applied on 
different levels — individual organs (and substruc-
tures), the interactions of organs up to a body-level 
and potentially even on a mind-level, such as a repre-
sentation of consciousness or select mental functions. 
Currently, development of the digital twin approach 
in medicine is on the organ-level with limited models 
existing for the heart,22 lung,23 and liver.24 Implemen-
tations of the body-level digital twins modeling multi 
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organ-organ interactions remain a vision. Mind-level 
digital twins — depending on degree of realization — 
are even further away but the subject of a field of inter-
est termed “Whole brain emulation.”25

An Unusual Opportunity Presents Itself
As Digital Twins offer strong potential as a technol-
ogy, we must now ensure they comply with our ethical 
expectations. While there are plenty of players work-
ing on the development of this technology, mass roll-
out remains a vision for the future. This time window 
presents us with an opportunity to anticipate ethical 
issues.

There is very little literature and discourse on the 
ethical implications of digital twins in medicine — 
such as questions of what will be the new normal and 
potential enhancement issues have been discussed.26 
We would like to start the much-needed discussion on 
potential issues arising with this article. 

Framing the Debate — Related Technologies 
and their Ethical Issues Applicable to Digital 
Twins
Digital Twins consist of two distinct technologies: 
Mechanistic models and machine learning models. 
While mechanistic models may have their own limita-
tions, they are fundamentally different from machine 

Figure 3
All stages of disease lifecycle can be supported by digital twins.

Figure 4
Human Digital Twins may be conceived on different levels. While the vision for body-level and mind-level 
implementation is there, current state of the art remains on the (sub) organ-level
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learning models in that they reflect an a priori explicit 
knowledge-based understanding of the world. On the 
contrary, machine learning models do not necessitate 
the conversion of data to information to explicit knowl-
edge to inference — they may skip such steps normal 
in human-directed scientific discovery and applica-
tion. The second characteristic of digital twins — the 
idea of enabling the execution of medical functions 
based on a person-specific model — leads us to refer 
to personalized medicine. Personalized — or precision 
— medicine refers to the execution of medical func-
tions based on individual variability in environmental, 
genetic and lifestyle circumstances. One could see the 
digital twin as the perfect implementation of such an 
approach. It thus makes sense to briefly recapitulate 
ethical issues native to the underlying technologies 
before proceeding to more specific and evolving issues 
of digital twins in medicine. A third characteristic of 
the technology is its temporal live or near-live dimen-
sion which is not currently mirrored in the debate of a 
specific technology area.

Machine Learning
Machine learning models in medicine have two basic 
ingredients: data and an algorithm. With further 
operationalization, such models then lead to deploy-
able digital health devices. The two ingredients, data 
and algorithm as well as their interactions determine 
a large part of the ethical challenges of such machine 
learning models. They are also affected by the choices 
of the human programmer. The further step from 
model to deployable device then induces further 
ethical challenges, such as user interface-dependent 
usability to different groups like the digitally illiter-
ate. Multiple contributions exist as to which ethical 
principles machine learning models should adhere 
to.27 For a large-scale European effort including self-
assessment tool, see the EU High-Level Expert Group 
on AI’s assessment list for trustworthy artificial intel-
ligence (ALTAI).28

The data component primarily drives questions 
of justice and fairness, non-maleficence and benefi-
cence. The output of any model will be driven by 
the underlying data it draws on. If such data are not 
inclusive of racial groups, for example do not include 
people of color, the resulting performance will also be 
lower for such groups, potentially leading to inaccu-
rate results, such as false negatives. The same issue 
will apply to the digital twin. The data component 
also drives concerns of privacy and solidarity. Data 
points that were previously considered anonymous 
can now — using the same underlying trends of big 
data, higher computing power and advanced algo-

rithms — be de-anonymized.29 This frontier will 
likely continue to be pushed in the future. Large data 
pools that are necessary as foundations for machine 
learning models therefore face the issue of a trade-off 
between an individual right to privacy and solidarity 
with others that could benefit from the use of data. 
Given these techniques, the level of privacy expected 
in the future is far from clear to the donor years away 
from its potential use.

The algorithm component primarily drives ques-
tions of transparency. Transparency on the high-
est level serves two purposes: 1) understanding how 
an algorithm learns from data and creates a model 
enabling verification that it conforms with all other 
ethical principles, incl. justice/fairness in the process. 
It also 2) enables explicability to users (HCPs and 
patients) of the ultimate device that is a pre-requisite 
of informed consent as part of autonomy.

On a model-level and then deployable device level 
there are questions of responsibility/accountability 
and agency. When a model or device is used for medi-
cal purposes, accountability (civil and criminal) is 
assigned on a sliding scale between the device man-
ufacturer and the healthcare professional (and the 
patient). Liability is assigned based on a standard of 
diligence that typically relies on knowledge of how the 
device or drug works. Given the transparency con-
cerns mentioned, this may not be the case and it is 
unclear at the moment — given lack of both specific 
legislation and court case history — how this assign-
ment will be done, leaving patients and other actors at 
risk. Using data and ensuring its authenticity as well 
as comparability — such as on blood work results with 
lab- and test-specific reference ranges from many dif-
ferent sources will complicate this problem further. 
Accordingly, digital twins employing machine learn-
ing technologies will suffer from such ethical issues.

Personalized Medicine
Although the vision of precision medicine is that of the 
digital twin, its technological implementation to date 
is typically limited to genomic analysis and interpreta-
tion, such as identifying a mutation state at a single 
location within a patient’s genome. This single nucleo-
tide polymorphism (SNP) approach has added value 
with some tests finding their way into medical prac-
tice. We believe that the technological foundations of 
the digital twin will help propel it towards the vision 
personalized medicine has failed to achieve so far.30

The ethical issues with personalized medicine 
employing genomics technology, particularly in 
oncology,31 center around autonomy and privacy 
and have been subject to much debate and review.32 
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Beyond privacy and its tension with solidarity also 
applicable to ML, issues of consent to future use of 
data, of a “right to know” and a “right to not know” 
have a prominent place in the debate. Incidental 
findings, such as the results on further diseases not 
searched for initially but either during the original 
process or later on being identified, pose a day-to-
day challenge to clinicians. Such issues would also be 
common in the digital twin — depending on the scope 
of implementation — with a potentially much more 
holistic/integrated picture of the human body driving 
up the quantity (and potentially impact) of incidental 
findings.

There are also issues of justice and fairness: person-
alized medicine, even relatively simple genetic test-
ing, is expensive both in terms of material, equipment 
investments and personnel. These factors may not be 
available in all countries to all people, leading to the 
gap of healthcare delivery between people of different 
socioeconomic backgrounds widening. On the other 
hand, making more resources available has opportu-
nity costs elsewhere. It is commonly discussed within 
personalized medicine that access (process fairness) 
and then healthcare outcomes (outcome fairness) are 
problematic. Previous efforts of longitudinal analy-
sis combining genomic, transcriptomic, proteomic, 
metabolomic and autoantibody information under-
taken on a single individual as an integrative personal 
omics profile (ipop) have demonstrated the costs of 
such an effort but provided limited value clinically.33 
Generally, we find the ethical challenges of the related 
technologies being applicable to digital twins.

Ethical Challenges Beyond the Underlying 
Technologies
In the following, key ethical challenges that are dis-
tinct from the ethical challenges of related technolo-
gies and unique in quality or degree to the digital twin 
concept are outlined. Transparency plays a key role in 
these challenges and is thus not listed as a separate 
section.

Fairness: Access to the Technology
The digital twin in the medical sphere — depending 
on level of implementation — will likely face very sim-
ilar challenges in regard to access just as personalized 
medicine but to a much higher degree. Rather than 
only executing, analyzing and interpreting genomic 
tests looking for SNPs, they become one part in the 
input towards bigger models requiring computing 
power (equipment) and expert personnel (at special-
ist MD + Technology PhD level, not at a simpler lab 
technician and widely available generalist MD level). 

There is not only already a shortage of medical profes-
sionals but also one of IT professionals today. Given 
the increasing needs for workers with medical domain 
understanding of IT and vice versa, it is likely that the 
war for talent — fought with salaries and benefits — 
will increase the competition for such individuals ben-
efiting resource-rich countries, potentially contribut-
ing to a widening of the gap in access. The same holds 
true within countries where different payors may have 
different reimbursement policies — if Medicare/Med-
icaid or European public payors decide to not pay for 
such services, this will inevitably accentuate different 
health outcomes based on ability to pay. So who will 
have access to digital twins and under which circum-
stances? May access be granted in the short-term only 
in experimental settings? And then a few decades from 
now, may this scenario be reversed with cheaper com-
puting power and high-automation so that the default 
mode of healthcare will be automatic delivery by a dig-
ital twin-based setup and access to a flesh-and-blood 
HCP will require additional payment?

Responsibility: Complexity, Liability, and Ownership
The allocation of liability is an open question in 
regard to the underlying technologies. The digital 
twin pushes this in that the distinction between the 
sphere and responsibilities of the actors involved 
in medical decision-making will be blurred. It is no 
longer just a (lead) physician involving the patient 
in making a treatment decision based on data he or 
his team recorded. Given the many data sources, the 
physician will need to rely on data of the patient he 
is not qualified to interpret. Currently, digital twin 
models are limited to the organ-level which may lie 
within the expertise area of a specialty discipline, such 
as cardiology or nephrology. Once the digital twin 
moves beyond this towards an organ-organ interac-
tion and systemic body-level, the degree of complexity 
gets amplified and there seems to be no human capac-
ity to handle it, let alone for an individual physician 
to be held responsible. This leaves patients at-risk for 
not being able to seek legal redress. Already, inter-spe-
cialty and interprofessional delivery of care is a com-
plex matter in today’s healthcare systems with issues 
resulting from gaps and overlaps of responsibility.34 In 
the existing medical device and pharmaceutical drug 
sphere, on-label use according to the approval of the 
device or drug transfers many of the liabilities to the 
manufacturer from the physician. Could a company 
devising a digital twin be held responsible and would 
it be classified as a “manufacturer” of a digital twin? 
Would it even own the patient-specific digital twin 
model? Without an approval process ensuring safety 
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and efficacy of the “devices,” if the digital twin is clas-
sified as such, liability is an open question: Who will 
be in charge and held liable when digital twins enter 
medical practice? Will medical education and training 
need to change to enable its responsible use?

Autonomy and Non-Maleficence: False Sense of 
Control and Security, Risk of Manipulation
The digital twin concept — particularly on the body-
level — would potentially convey a false sense of secu-
rity to patients and healthcare professionals alike. 
With the promise of the reflection of our mechanistic 
knowledge of medicine as well as experience, users 
of the technology could easily fall prey to relying too 
much on this technology. The technical scope of digital 
twins will for the foreseeable future be limited: their 
use could lead to a false sense of security and over-reli-
ance on digital twins in potentially missed diagnoses, 
etc. Given both the lack of transparency and such a 
false sense of security (constituting “controlling influ-
ences”), the autonomy of both patient and Healthcare 
Professional would be endangered. Autonomy in a 
decision in the medical context is achieved when a per-
son makes a decision intentionally, with understand-
ing and without controlling influences. All three crite-
ria could be challenged by the digital twin. How would 
both patient and HCP challenge the recommendation 
of a digital twin? Would the HCP just become a fol-
lower uncapable of exercising meaningful autonomy? 
How would this affect the autonomy of the patient? At 
the same time, could a digital twin provide individual-
ized decision-aids for the patient taking account his/
her individual information processing abilities and 
preferences and thereby aid shared-decision making, 
an often unreached ideal?35 But who would make the 
decision on whether to provide informational material 
vs. material intended to change behavior? Could our 
own digital twin manipulate us?

Privacy: Maximum Abuse Potential of Digital Twin 
Data and Model
Integrating so many sources of data and offering analy-
sis and interpretation in the medical functions listed, 
including prognosis, has massive financial value to 
both legitimate and illegitimate stakeholders. Imagine 
a life insurance or health insurance company whose 
premium/payout ratio calculations would be heav-
ily affected by such information. Or imagine an ille-
gitimate hacker that would blackmail a patient with 
publishing their profiles containing delicate pieces of 
information. As recent as 2021, hackers stole psycho-
therapeutic patient files of provider vastaamo.fi in Fin-
land and — after the healthcare providers refused pay-

ment — started blackmailing individual patients.36 How 
would we protect the digital twins sufficiently? Are the 
risks worth the potential benefits for all or should this 
technology be limited in access to protect some popu-
lations? Human cloning is banned globally — shall we 
also ban the copying of minds through digital twins?

Outlook on the Future Practice of Medicine 
Using Digital Twins and Evolving Issues
The digital twin paradigm has the potential to change 
the healthcare approach within the entire human 
lifecycle: from pre-birth to post-death. In the follow-
ing, we lay out four of many issue areas evolving with 
the upcoming use of digital twins in the practice of 
medicine.

The Digital Twin Will Change the HCP-Patient 
Relationship and Enable More Self-Care
The digital twin approach in medicine will likely mani-
fest in two steps. First, Healthcare Providers will in the 
near-term be the primary users of digital twins of their 
patients. The digital twin will inform the HCP in mak-
ing decisions along the medical functions described 
earlier. It is then on the HCP to deal with the patient 
utilizing relevant learnings. In this classical HCP-cen-
tric scenario of technology use, the main issue will be 
the potential lack of human control as the HCP may 
not be capable of exercising meaningful oversight.

In a second step, more long-term, the patient may be 
informed by and consult with the digital twin directly 
and thereby replace the HCP as the primary user for at 
least some more accessible use cases. In such a model 
of healthcare delivery, the flesh-and-blood HCP may 
serve only as an escalation step, if needed and/or 
wanted, depending on the preferences of the patient 
and the kind of disease or condition present. This 
would represent a direct shift on the self-care contin-
uum enabling the patient to provide care for himself 
in a greater range of disease or conditions.

While such changes — in an ideal scenario — would 
lead to a patient-empowered, automatized health-
care delivery model, both path and outcome are plas-
tered with risks. How could we enable patients to 
take charge of their healthcare and avoid a widening 
digital divide between users able to interact with their 
digital twins and tech interfaces and those that are not 
or only partially? Will those groups that are already 
vulnerable and left with lower access to care today be 
abandoned completely? And even in the intermedi-
ate step of digital twin use by HCPs, how will medi-
cal school curricula need to change in order to enable 
HCPs to critically use this new technology?
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Beyond the ethical and societal challenges, there 
are interesting legal-regulatory questions evolving. 
What kind of prescription drugs could be prescribed 
by a digital twin-based model and who would be 
legally held accountable for it? Would there need to 
be a filter/screening function executed by pharma-
cists and therefore their role in healthcare delivery 
strengthened? Could a digital twin model be tricked 
by the patient into prescribing drugs of abuse or 
enhancement?

The Digital Twin May Become the Primary Treatment 
Object to an HCP — A Bit like a Tamagotchi
In the late-1990s, a wave of handheld digital pets swept 
through classrooms and homes around the World. 
Tamagotchis, a portmanteau between Japanese words 
tamago (egg) and uotchi (watch), were about tending 
to an alien animal undergoing life cycle stages from 
egg to adult and ultimate death where the user could 
have influence on the well-being of the animal through 
better care. It captured an entire generation with the 
IG Nobel Prize for Economics awarded to its inventors 
in 1997 for “diverting millions of person-hours of work 
into husbandry of virtual pets.”37 

Digital Twins may arouse similar captivity as tama-
gotchis once did. Healthcare Providers — being able 
to work directly with a near-perfect model of a patient 
— may be drawn to it in a way that they make it their 
primary treatment object. In such a scenario, HCPs 
may be satisfied by the gratification provided by a dig-
ital twin model — feedback of which could be much 
more immediate than that of the actual patient and 
the digital twin being much easier to work with than 
an actual patient. In a post-Covid-19 world where tele-
medicine, the remote provision of medical functions 
by clinicians via telecommunications technologies, 
takes a more normal role and in-office visits become 
fewer and technologies of augmented reality more 
prevalent, this scenario does not seem far-fetched. If 
an HCP never sees a patient in-person and chatbots, 
artificial voices and even deep fakes become more and 
more realistic, can he even differentiate between who 
is the real patient? Does this pace the way to dehuman-
ization and its repercussions for dignity and beyond? 
The comparison to a tamagotchi may be extreme but 
already occurring shifts in the mode of healthcare 
delivery make this concern realistic.

The Digital Twin Will Influence its Physical Twin — 
But Maybe Not Always to the Better
In technology, various devices often interact in a hier-
archical manner where one device (master) controls 
one or several other devices (slaves). Similarly, such a 

master database may also hold the single “one truth” 
and disseminate it to its slaves. This is a common 
concept also applied within databases or even atomic 
clocks. The digital twin (model) and its physical twin 
(patient) can also be allocated master and slave roles 
— the physical twin serves as the master from which 
the digital twin takes over the overriding truth of its 
physical and mental state.

However, the relationship between the two entities, 
physical twin and digital twin, is not unidirectional. 
Information flows in both directions: The digital twin 
feeds back information and recommendations influ-
encing the behavior and state of the physical twin. 
This means the distinction between master and slave 
gets blurred and with it the power relationship of who 
controls who (or what controls who). May it be that 
the digital twin may influence the behavior of the 
physical twin in ways that are not always to the better 
or in the interest of the physical twin? May a digital 
twin become the target of a cybersecurity attack and 
hacking the digital twin may — to some level — con-
trol the behavior of the physical twin? 

The Digital Twin May Challenge the Notion of the 
End-of-Life
The human lifecycle traditionally spans from con-
ception via birth to death with embryonal and fetal 
development, childhood and adolescence, adulthood, 
golden years and geriatrics being phases in between 
those milestones. The concept of evidence-based med-
icine leaves little room for post-death after-life as the 
person (also legally) is tied the body. Bioethics deals 
with issues that arise during the traditional human 
lifecycle. Issues of afterlife, with the notable excep-
tion of the evolving debate on the digital afterlife in 
the context of social media and the internet use,38 are 
barely the realm of bioethics. The digital twin tech-
nology challenges this and will require us to think 
past death of the body as the digital twin model of its 
physical twin may remain. Literature such as “Klara 
and the sun” — a recent dystopian science fiction 
novel by Nobel laureate Kazuo Ishiguro — has started 
to explore this theme.39 It will also challenge us by 
dividing the concept of congruence between the body 
and the person again. When we can have mind-level 
implementations of the digital twin, may some part of 
the consciousness of a person remain post-death of the 
body? How would we govern what happens with the 
digital twin past death of the physical twin? If a digital 
twin is so sophisticated and truly reflects a patient as 
a person, would the digital twin not also deserve some 
sort of rights? And if the rights of the digital twin are 
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in conflict with the rights of the physical twin, will we 
need to weigh them against each other?

Conclusion: A Window of Opportunity
Digital Twin technologies offer strong performance 
potential in the wider area of healthcare and medi-
cine specifically. Their potential power comes from 
the combination of underlying technologies machine 
learning and mechanistic models from biophysics. 
This directly mimics the human physician’s approach: 
applying both his mechanistic understanding of the 
human body and collected experience from seeing 
many patients throughout his training and practice. 
With more and more applications of the human digi-

tal twin being developed in the medical area and supe-
riority of performance to existing approaches in some 
niches being established, this technology is now at the 
brink of early clinical adoption presenting a window 
of opportunity for the identification of ethical, legal 
and societal implications. This systematic technology-
driven evaluation of ethical issues has identified key 
ethical concerns that digital twins share with their 
underlying technologies: fairness and justice, auton-
omy and privacy as common concerns of both under-
lying technologies as well as solidarity, non-malefi-
cence/beneficence, responsibility and accountability 
and transparency stemming from machine learning 
technology. While it is not entirely surprising that a 
derivative technology shares the ethical concerns of 
its underlying technologies, we found that five ethical 
concerns get accentuated significantly: fairness and 
justice, autonomy, privacy, responsibility & account-
ability as well as transparency as a generally funda-
mental issue as it enables an understanding of all other 
ethical concerns. The field is rapidly evolving, and 
machines may soon assist medical doctors in moral 
decisions, such as whether to resuscitate when patient 

preferences are unknown.40 The digital twin will likely 
also incorporate or support similar functionalities.

Currently, any application of digital twin technolo-
gies to patients must be deemed non-standard with 
regulations on experimental procedures applying. 
This has important ramifications for HCPs utilizing 
digital twins: they are generally hit with an increased 
legal liability standard. In turn, adoption of digital 
twin technologies will be delayed. To our understand-
ing, no digital twin-based medical device has been 
approved in any major jurisdiction yet. This can be 
good and bad: While desired benefits to patients and 
other stakeholders may not materialize as quickly, the 
window of opportunity for understanding and act-

ing upon the identified ethical challenges will likely 
remain open for some more time. We should make use 
of this opportunity and come up with adequate regu-
lation before it is too late. 

On the other hand, there are non-classical issues 
as the practice of medicine may change using digi-
tal twins. Increased provision of self-care by patients 
while not having healthcare providers in the loop 
or their roles changed may lead to additional risks. 
Even when HCPs are in the loop, the digital twin may 
become their primary treatment object. Undue influ-
ence and conflicts of interest may arise between the 
digital twin and the physical twin. And the scope of 
questions for bioethics gets extended to afterlife and 
the pandora’s box of what constitutes a person gets 
opened.

Consider the case of Nayeon, a South Korean girl 
who died of leukemia in a fast succession from diagno-
sis to death within Summer to Fall 2017. From her voice 
recording, video and photo material as well as other 
children’s movement recordings, a limited virtual real-
ity simulation was put together allowing her mother to 
communicate with her deceased child. The interaction 
was filmed and broadcast by Korean TV.41 The mother 

On the other hand, there are non-classical issues as the practice of medicine 
may change using digital twins. Increased provision of self-care by patients 

while not having healthcare providers in the loop or their roles changed  
may lead to additional risks. Even when HCPs are in the loop, the digital twin 
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of interest may arise between the digital twin and the physical twin.  
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and the pandora’s box of what constitutes a person gets opened.

https://doi.org/10.1017/jme.2022.97 Published online by Cambridge University Press

https://doi.org/10.1017/jme.2022.97


Biller-Andorno, Krauthammer, and Iqbal

transgender health equity and the law • fall 2022	 595
The Journal of Law, Medicine & Ethics, 50 (2022): 583-596. © 2022 The Author(s)

described the process as helping her deal with the pain 
of loss particularly by allowing her to say what she felt 
she had not during the fast procession of events earlier. 
The technology from this real-life example is not yet at 
the digital twin level, as the daughter barely answered 
any of the questions by the mother. But it opens a win-
dow into the many complexities that we as bioethicists 
need to deal with. It’s time we start thinking about the 
challenges that may otherwise overwhelm us as the 
technology develops rapidly. 
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