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ABSTRACT Ice at depth in ice sheets can be softer in bed-parallel shear than Glen's
flow law predicts. For example, at Dye 3, Greenland, enhancement factors of3 4 are needed
in order to explain the rate of borehole tilting. Previous authors have identified crystal fabric
as the dominant contributor, but the role of impurities and crystal size is still incompletely
resolved. Here we use two formulations of anisotropic flow laws for ice (Azuma's and Sachs'
models) to account for the effects of anisotropy, and show that the measured anisotropy of
the ice at Dye 3 cannot explain all the detailed variations in the measured strain rates. The
jump in enhancement across the Holocene-\Visconsin boundary is larger than expected
from the measured fabrics alone. Dust and soluble-ion concentration divided by crystal size
correlates well with the residual enhancement, indicating that most of the "excess deform-
ation" may be due to impurities or crystal size. \Vhile the major features orthe def(Jrrnation
at Dye 3 are eXplained by anisotropy and temperature, results also suggest that further
research into the role of impurities and crystal size is warranted. .

Fig I Enhancement (II D.ve 3, using an Ao value that is I7
times the referew:e I'alue .limn Paterson (/994), fOllowing
Dahl-]ensen and Cundestrup (1987). Error estimates ( dotted
lines) are based on uncerillinlies reported in borehole tilling ~v
Dahl:lensen and Gundestmp (1987).

than is isotropic ice under the saIlle stress condition. From
thin-section measurements and sonic logging ('laylor, 1982:
Herron and others, 1985) at Dye 3, we know that the ice there
develops an increasingly anisotropic fabric with depth.

l'vleehanical tests on ice extracted [rom the Dye 3 bore-
hole should provide insight into the expected in situ
mechanical behavior. Simple shear and compression tests
commonly yield enhancerneIll Clclors 0[8 and 3, respecti\"e-
ly for icc deforming in steady state (Budd andJacka, 1989.
l'vleehanieal tests on the Dye 3 core (Shoji and Langway,
1985,1988) have shown that in situ fabrics give enhancement
factors as large as 17 in uniaxial compression at ncar 45: to
vertical, clearly indicating that a strong vertical c-axis fabric
contributed to the enhancement factor. However, ft)!"a giv"Cll
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1. INTRODUCTION

The deep ice core at Dye 3, Greenland, was drilled in the
summers of 1979-Bl, reaching near bedrock at 2037 m depth.
The liquid-filled borehole was surveyed in 1981after the dril-
ling, and twice each year in 1983, 1985 and 1986. Temperature,
diameter and liquid pressure were measured in addition to
inclination and azimuth (Gundestrup and Hansen, 1984;
DahlJcnsen and Gundestrup, 1987).The surface temperature
at Dye 3 is about -20uC, and the near-bedrock temperature is
-]30e. The basal velocity is thus assumed to be zero. The sur-
face velocity is found to be 12.3m a-I by integrating the meas-
ured tilting rate in the borehole. This agrees with
independent geodetic measurements of the surface velocity
~Dahl-Jensen and Gundestrup, 19(7).

Horizontal shear strain rate can be caleulated from
borehole inclination rneasurements. These measuremeIllS
at Dye 3 have revealed that the strain rate in the deep,
Wisconsinan ice ~0-254 m above the bed) is much higher
than the rate expected for pure isotropic iee. This increased
deformation rate is commonlv described with an enhance-
ment factor, E(i}) = Eij/ E3, v:hich is the ratio of the meas-
ured strain rate over what Glen's (isotropic) flow law
(Glen, 1958) would give. Figure I, following DahlJensen
and Gundestrup (1987), shows that the enhancement factor
for Dye 3 reaches in places a value approaching 4. Ice-flow
calculations based on Glen's now law thus cannot reproduce
the strain rates measured in the Dye 3 borehole. \Ve know
that crystal fabric does playa major role in the deformation
o[ ice (Steinemann, 1958; Russell-Head and Budd, 1979;
Duval, 1981; Duval and Le Gae, 1982; Budd andJaeka, 1989;
Van der Veen and Whillans, 1990; Alley, 1992; Azuma, 1994;
Azuma and Goto-Azuma, 1996; Castelnau and others, 19961.
A strongly anisotropic aggregate of ice is much softer in
simple shear applied normal to the mean c-axis direction
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(7)

(5)

somc n:locit y, i.e. constant com: angle, the enhancement
factor in their experiments varied by a factor of 2-5 (Shoji
and Lang'way, fig. G), suggesting that a [actor of ,,-,2 in en-
hancement may fall within the expected uncertainty limits
o[ the experiments. Possibly damage such as microcracking
on basal planes due to decompression could accentuate the
anisotropy. Due to difficulties of testing small samples at
atmospheric pressure, we need to complement these me-
chanical test results with modcls of the in situ dcformation.

Pimienta and others (1988) found no relation between
impurities (soluble and insoluble), crystal size and enhance-
ment in uniaxial and biaxial compression tests carried out
on ice samples [rom the 20,10 m Vostok ice core; they also
concluded that anisotropic fabric eXplained all the Dye 3
deformation. However, other authors have suggested that
impurities can softcn icc (e.g. Dahl~Jensen and Gundestrup,
1987; Shoji and Langway, 1987; review by Paterson, 1991).

Our starting-point in examining the deformation at Dye :1
is Glen's flow law: Glen, 1958) which accounts for the stress
and temperature dependence of ice-deformation rate. First,
we explore the eflf-cts of fabrics on the flow properties of icc.
\,"e use a new model fur anisotropic ice (Azuma, 1994; Azuma
and Goto-Azuma, 1996), and also Sachs' model (Sachs, 1928)
to account for the anisotropy. \Ve then explore the effect ofim-
purities on the mechanical properties oriel" in order to further
explain the deformation measured in the Dye :1borehole.

2. THE CONSTITUTIVE RELATION

The two flow laws that we use both assume, in our formula-
tion, that ice crystals deform only by slip in the basal plane
and that the stress is homogeneous. The first as~umption has
I)('en confirmed by experiments on ice; other slip systems
arc at least 60 times more difficult to activate (Duval and
others, 1983). The second assumption ensures stress equil ib-
rium, but not compatibility; that is, grains can deform in
such a way as to form overlaps and/or voids. This is not
considered a serious problem because diffusional processes
including grain-boundary migration probably allow grains
to recover without impeding the bulk deformation rate
(~leans andJesse1, 1986).

is the Schmid lemor, which gives the transformation from the
crystal coordinate system (microscopic) to the laboratory
coordinate svstem (fixed, macroscopic), Fi is the slip-plane
normal and b is the slip direction (Burgers vector). For icc,
;1 is the crystallographic c axis, so we write n = c.

The strain rate is defined by Elj = ~(Lij + LJi), where
L,j = dv,j ax), Vi are the velocity components and :[:, are
the coordinates in a reference frame fixed with respect to
the laboratory IYlolinary and others, 1987).

The strain ratc in the macroscopic reference frame is
related to the microscopic shear strain rates by the relation

• "" n8 '8Ei] = ~ ijl'

where Rij = 1(Sij + SJI)'
From Equations (2) and 'Ne get (note that RkrCJk/ =

8k1ald if ai) is symmetric)

Ell =3(T) ~ R~J ( Rf.1ak/)" , (6)

which gives the strain rates o[ a single crystal in the macro-
scopic coordinate system.

2.2.Sachs' model

Tn Sachs' model (Sachs, 1928) the stress is assumed to be
homogeneous, so that the stress acting on each grain is equal
to the macroscopic stress acting on the aggregate. The stress
tensor, au, in Equation (6) is thus just the stress applied to
the bulk. The macroscopic strain rate of the bulk is thenjust
the arithmetic average o[ the strain rates of the individual
grains, given by

1 N

= N~Erj'
gl

where Eg, the strain rate of an individual grain, is given by
Equation and N is the total number of grains.

The value of 80, chosen to make isotropic ice behave
according to Glen's flow law, is .(30 = 9.

2.3. Azuma's model

2.1. General formulation of anisotropy

where ai) is the deviatoric Cauchy stress tensor acting on the
grain, and

(9)

(8)

(10)
ex (7-; X 0

rn=------
lex (T x 01

For bulk deformation, Azuma (1994) takes the mean value of
the Schmid tensor for individual f);rains,

_ 1 N
r::; - "" S!I'" tj - ]\/ ~ ij ~

g=l

and its dircction,m" by

where S is calculated assuming that b = rn, where rn. is the
direction o[ the projection of the traction, rf, on the hasal
plane. This is possible because the basal plane is nearly iss-
tropic for 2 < n < 4 (Kamb, ]961).The traction is given by

Consequently, [or ice we can write the Schmid tensor as
8,) = miCj.

The macroscopic strain rate is then given by

E~;= /'3(T)R.;lRu(Jkl)" . (11)

This model effectively replaces each crystal with a crystal
having the mean orientation, given by the average value of
S.

(4)

(3)

(1)

7' = S£'pij = S' : ,j ,

where 'Yo a nd ~1 are the reff-rence resolved shear strain rate
and shear stress, respectively, and n is the stress exponent.
lee has only one easy slip system, the basal plane, so we can
rewrite Equation (1) as

i' = 3(T)7'" , (2)
where ,3 = 'Y0/7ei is a function of temperature,
3(T) = 30A(T) and ,30 will be chosen so that the strain rate
for a random distribution of c axes will match isotropic ice.
The resolved shear stress T' is given by

\\'hen r' is the resolved shear stress on slip system s, then
the rate of shearing, , on that slip system is
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Fig. 3. 1\leasured horizontal strain rates and temperature, and
the calculated stress at ~ye 3.
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We use the stress-state values given by Dahl-Jensen
(1985), who calculated the stresses and made corrections
due to the local topography.

The temperature profile (Gundestrup and Hansen,
1984) shows that most o[the change in temperature happens
in the lowermost 400 m. This results in an enhancement
(through the temperature dependence o[ the flow laws) of
a factor of 2 between 400 m and the bed. The data used for
strain rate, stress and temperature are shown in Figure 3.

Fabric data were obtained in two ways. Herron and
others (1985) measured fabrics in thin sections (Fig. 4). The
thin-section measurements are based on observations of
N ~ several hundred crystal axes at selected depths. The
fabric is expressed by Herron and others (1985) in several
ways, ineluding (1) the apex angle of a cone containing
90% of the crystal c axcs, and (2) the normalized length
RI N of the resultant vector R obtained by summing all N
c-axis vectors. Thin-section measurements of fabric were
made on the core at 50-100 m intervals.

30 60 90
Cone Angle (deg)

10

The value of (J is chosen to make the Azuma model
reproduce Glen's flow law in the case of isotropic ice, i.e.
random c-axis fabric. This value is ,80 = 18, which is twice
the value found for Sachs' modcl.

8

Note that Sachs' and Azuma's model are identical in the
case of a single crystal; it is only through the choice of (30 for
isotropic ice that we obtain the different strain rates for cone
angle of 0°, i.e. single crystal.

Fig. 2. Enhancement in simple shear ( SS) and uniaxial com-
pression (UC) calculatedfrom Sachs' (dashed lines) and
/L:uma~ (Jiilllines) models.

2.4. Comparison of the two models

..•..•=~S 6~'-I=~ 4-==~
2

The degree of anisotropy is described as a cone angle, which
is the apex angle of a cone within which all the c axes are uni-
formly distributed. Isotropic ice has a cone angle of 90°; ani-
sotropic ice has smaller cone angles. The cone can be parallel
or oblique to the direction of gravity. For Dye 3, the vertical
symmetry of thin-section fabrics and orthogonal components
of the sonic velocities on the ice core (Herron and others,
1985) strongly suggest that the cone axis is vertical. The same
assumptions apply to the interpretation of the borehole sonic
velocities (Taylor, 1982).

In simple shear, strongly anisotropic ice can deform as
much as nine times faster than isotropic ice, according to
Azuma's model, and 4.5 times fastcr according to Sachs'
model (Fig. 2). In uniaxial compression along the cone axis
of progressively more anisotropic samples, the icc gcts softcr
by as much as a factor of 3 between cone angles o[ 90G and
600, because these fabrics contain progressively fewer hard
grains oriented near 90'. Samples with cone angles smaller
than 60° become progressively stiffer with decreasing cone
angle (Fig. 2) because there is less resolved shear stress on
the basal planes.

3. DATA SOURCES

\Ve use Dye 3 borehole tilt measurements [or strain rates
(Dahl-Jensen and Gundestrup, 1987, fig. 2). The measure-
ments were made every 2.5-5 m from near the bedrock up
to 330 m. From there to the surface they were made at 25 m
intervals. In measurements above 1200 m the standard
deviations on rJulrJz are of the same order of magnitude as
the parameters themselves (Dahl-Jensen and Gundestrup,
1987). Almost all the deformation takes place in the lower-
most 1000 m, so all our caleulations are done there.

Fig. 4. Aleasured cone angles. Solid line is cone angle cal-
culated from compressional wave-velocifY measurements
( ~ylor, 1982). Crosses are cone angles enclosing 90 % of the
c axesfrom the thin-section data, and circles are cone angles
with uniform(y distributed c axes giving the same R/N statis-
tics as the measured thin sections (Herron and others, 1985).

Fabric data were also obtained from borehole sonic-log-
ging measuremcnts (Taylor, 1982) using vertically traveling
compressional waves. The velocity measurements were
made through 7 m of ice, which is the spacing between the
source and receiver. Velocities were calculated at 3.33 m in-
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5. RESULTS

where m refers to measured values and X refers to the flow-
law description used. k is thus a measure of how much excess
deformation remains at each depth after we have accounted
for the anisotropy. k should thus be 0 ifthe flow law X could
explain all the strain rate measured.

b

(12)

1.50.01 0.02 0.03 0.04 -0.5 0.5
Strain Rate (llyr) k

Fig. 5. (a) Measured ( sohd hne) and calculated horizontal
strain rates, using the Holocene-ice criterion. (b) The corres-
pmlding k values fir Azuma (thin solid line), Sachs (thick
dashed line) and isotropic (thin dashed line) ice.
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For the calculations, we used n = 3 (Budd and.Jacka, 19(9)
and the Arrhenius relation A(T) = Ao exp( -QI RT) for the
temperature dependence, where Q = 60 kJ mol I (Paterson,
1994, p. %) and R = 8.314J mol] K I. Using A(-2()cq =
1.7x 10-lii kPa -'i s-I (Paterson. 1994) as a reference value. we
find An = 4.15 x 10 4 kPa 3 Sl, using the values f(lr Q and R
defined above.

\Ve view the value of An as an adjustahle parameter:
values reported vary by factors of ~2 (Paterson, 1994, table
.il). In our calculations we therefore use An = f~An, where
f is a factor chosen using two different criteria (C) for given
flow law X (X = S, A or G refers to Sachs'model, Azuma's
model or isotropic (Glen's) flow law, respectively;. First, we
choose f such that the strain rates that we calculate in the
Holocene ice match the measured strain rates as closely as
possible with each flow law; we call these scalars fifo For
our second approach, we ensure that the strain rate in the
\Visconsin ice is never over-predicted after we account for
the anisotropy. This is equivalent to saying that the impuri-
ties can only have a softening effect on the icc; we call these
scalars {{v.

'10 characterize the effects, in addition to fabric, that
might be necessary to explain the measured borehole tilting,
we define k through

Figures 5 and 6 show the calculated strain rates and excess
deformation, k, using the two criteria f~ and f~-, respect-
ively. The values of .ft's are found in Table I. \Ve note that
both anisotropic models capture some of the major fc:aturcs
of the measured profile. However, neither of them can ex-
plain all the variations.

4. CALCULATIONS

tervals. Inclination data for the borehole were used to cor-
rect for variations in propagation angle. \Vave velocities
can be used to interpret fabric in terms of the com: (apex)
angle because ice is elastically anisotropic, and the elastic
anisotropy has the same symmetry as the plastic anisotropy.
Bennett (1968) derived the relationship between ice fabrics
and wave velocities that was used to calculate the cone angle
from the compressional wave velocity. \Ve use the same
model of uniformly distributed crystal axis within a cone
when interpreting the compression wave velocities and cal-
culating the mechanical properties of the ice.

The difference between the inferred cone angles from
the sonic log and the 90% cones from thin sections (Fig. 4)
is mainly due to the non-uniform distributions of c axes with-
in the 90% cones from the thin sections, as was pointed out
by Herron and others (1985); the 90% cone angle is a rel-
atively poor statistic for representing the average orienta-
tion of crystals in a thin section. For example, if 80% of the
c axes duster tightly near the vertical, while the others have
high inclinations, then the 90% cone angle must be large
enough to enclose half of the outliers. Yet the deformation
rate of this sample could he very different from that of a
sample with uniformly distributed c axes spanning the
90°1., cone, and the tight central cluster alone might better
characterize the deformation rate of the sample. RI N is a
l)(:tter statistic than the 90% contour cone angle for expres-
sing the fabric distribution, because every c axis in a thin
section, not just those near the 90% contour line, contri-
butes to RI N. In order to compare the sonie-vcloeity cone
angles and the thin-section data, we use the cone angles for
uniformly distributed c axes that would have the same RI N
statistic as each measured thin section. These equivalcnt
cone angles, shown by open circles in Figure 4, are clearly a
better match to the sonic-log cone angles. It is also import-
ant to remember the very different scales that these two
methods measure. The sonic log gives an average cone angle
through 7 m of ice, while the thin sections are only about
0.5 mm thick. This may account for the higher variahility
of the cone angles from the thin sections. There are also a
number of complexities that arise in thin-section measure-
ments. Coarse grains can hias the measurements hy passing
through the plane of the thin section in many places. Poly-
gonization can give the sense of small crystal size, but the c
axes, due to the subdivision process, are very similar for the
new grains (Alley and others, 1995). Hence, groupings and
other features of the c axes arc likcly (Herron and others,
198.3; Alley and others, 1997) that reveal a huge amount
ahout active processes hut may not average over a large
enough volume to capture the fabric controlling the defor-
mation. \Ve note that the thin sections are very important
as a tool to infer the symmetry and distrihution of c axes,
and also of course if one is modeling ice on cm scales.

\Ve perform two sets of calculations. First, we calculate the
strain rate, using information on stress, temperature and
fabric. Second, we calculate the fabric, using information
on stress, temperat ure and measured strain rates.

We use ~1000 c axes for each point of calculation, which
are at 10m intervals from the bed to 1000 m height (recall
that Dahl-Jensen and Gundestrup (1987) found virtually no
deformation above 1000 m).
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b that some factor in addition to fabric anisotropy is required
to explain the observed deformation rate, regardless of how
the response to fabric is modclled.

The mechanical tests of Shoji and Langway (1985, 1988)
strengthen this conclusion, for they show a monotonic relation
between enhancemcnt and sonic velocities.

Figure 7 shows the cone angles, calculated using Azuma's
and Sachs' models, required to explain all the measured
strain rates solely with fabric variations, using the fi'b that
we obtained for the Holocene ice. Common to both profilcs
is the fact that in order to explain the jump in strain rale
below the Holocene-\Visconsin boundary, very strong ani-
sotropy is necessary in the \Visconsin icc. In fact, a single
crystal fabric would not be enough, but we terminated our
calculations at 2° cone angles. The cone-angle profile that
we derive using the \Visconsin-icc criterion has essentially
the same features as seen in Figure 7 and leads to the same
conclusions. The sonic vclocity data do not support such
strong anisotropy in this region.

Fig. 6. (a) Measured ( solid line) and calculated horizontal
strain rates, using the H'isconsin-ice criterion. (b) The cor-
responding k lialuesfinAzuma (thin solid line), Sachs (thick
dashed line) and isotropic (thin dashed line) ice.

'lable 1. The value of f2.for the different criteria and.flow
lazt'S used

In particular, notc the large strain rate just below the
Holocene- \Visconsin boundary, located 254 m above lhe
bottom of the borehole. Deformation rate increases by a fac-
tor of 4 over a short depth interval. However, temperature
and stress vary smoothly across the boundary, and the fab-
ric, whilc it changes at the boundary, still cannot account
fix the factor of'l with either of the anisotropic flow models
that we usc. Perhaps other anisotropic flow models might be
able to account for this factor of 4, although we are not
aware of any that do. Another possibility is that the stiff
(more strongly anisotropic) \Visconsin icc acts as a stress
guide, lherefore raising the longitudinal slress {/,,:r' A simple
calculation shows that in order to have the same strain rate
En for a layer with a 20" cone as for a layer with a 40° cone,
one needs to increase a~x by a factor of2. Increasing a~x by a
factor of2 at Dye 3 has a very small effect on Exz. Even in the
extreme case where the longitudinal stress was zero before,
and is now one-half of the shear stress, the increase in shear
strain rate for a cone angle of 20° is only about 10%. So large
errors in the longitudinal stress, as long as they are smaller
than about half the shear stress, will not change the shear
strain rate by much.

\Ve also note that at 100~200 m the measured strain rates
arc constant or even slightly decreasing with increasing
depth, while stress and temperature, i.e. factors that should
increase deformation rate in any flow model, increase with in-
creasing depth. The degree of anisotropy is constant, or
even slightly increasing over the same depth interval, and
thus either should not affect or else should also increase the
deformation rate. From this observation, we must conclude

Fig. 7. Bold line shows coneangles obtainedfrom the compres-
sional wave-veloci~y measurements (mnic log). Other two
curves show coneangles required ~y the two anisotropic models
(Sachs and k:uma), to produce the best match to the meas-
ured strain ratesfor the given temperature and stress. Here we
use the fii value determinedfrom the Holocene-ice criterion.
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6. INCLUDING IMPURITIES

where ky is the deformation correlated with the dust or ion
conccntration, crystal size or some combination of these. k*
will be (we hope) a random residual. In other words, we
have assumed that the excess deformation is due to some
"Y" plus an error term, k = ky + k* .

\Ve assume that ky = (Y Ia)P, where Y can be concen-
tration, crystal size or some combination of these, and a

So far we have "accounted" for the effects of stress, tempera-
ture and fabric. But excess deformation, k, remains unex-
plained. Now we examine the role of other possiblc factors,
individually or combined, which we will call "Y", that may
influence the rheology of ice. \Ve consider impurities, dust
and dissolved-ion concentrations, and crystal size. \Ve re-
write Equation (12) as

Em = EX(l + ky + k*), (13)

hotmpic

fii = 2.06
f~ = 2.84

..dzuma

f~ = 0.54
At = 0.11

Sachs

f~ = 0.91
f~\= 0.81

HolocelIe
, Visc()n~in
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Fig. 8. Relating the dust concentration (Cd), using a linear
function kd = C,1/ a (thin line), and the ion concentration
(Ci) divided ~v C7]stal size (D), using a function
kilc = [Cd aDW (thick dashed line), to the excess enhance-
m.entk = ky + k* (thick line) calculated with the twoflow
laws and criteria described in text. The values of a and pare
given in Table 2. (a) A.c:umas model using the ~Visconsin-ice
(WI) criterion; (b) Azuma using the Holocene-ice (HI)
criterion; (c) Sachs' model using WI; and ( d) Sachs' model
using HI

We do the same calculations for soluble ions dividcd by
crystal size, as suggested by Cuffey and others (1996),using
the sum of Cl-, 804

2- and NO:l- concentrations (Dahl-
Jensen and Gundestrup, 1987). For the relation kilc =
[Cd(aDW, where Cj is the concentration (mg/kg) and Dis
the crystal size (mm), wc find p = lor 2, and a = 286-404.
The values of p and a for each case are shown in Figure 8,
which also shows that the correlation is good with k. Thc cor-
relation coefficients are 0.84 (Holocene ice) and 0.86 (Wis-
consin ice) for Azuma's model and 0.86 for Sachs' model.

Thc valucs of iJ2 and P for both the criteria, thc two flow
models used and both ky's are summarized in Table 2.

A correlation between residual enhancement and dust

kd kd ki/I'

a p p 10-23-2 a p p 10-23-2

Sachs. HI 1.75 0.88 1.31 101 1 0.86 2.99
Sachs. WI 1,:)0 0.88 1.44 2')6 1 O.H6 :1.25
Azurna. HI 2.86 0.83 1.89 400 2 0.84 2.29
Azurna, \\'1 1.30 0.83 1.56 286 I 0.86 3.40

.Notes: HI, Holocene ice; 'VI, \\'isconsin ice.

Yable 2. The parameters a and p, and the statisticsfor the
correlation of the excess enhancement, k, with dust,
kd = (Cd/ ay, and ion concentration divided by crystal size,
ki/c = [Cd(aDW

does not necessarily mean that dust softcns the ice. As noted
above, dust also correlates strongly with the dissolved ions
and the inverse crystal size, and since these are all so closely
correlated it is difficult to say which one is responsible for
the deformation. Ice containing small crystals often has
strong anisotropy (Paterson, 1991);our direct usc of the
measured anisotropy already incorporates this effect. vVe
cannot distinguish whether the insoluble dust or the dis-
solved ions make the icc softer, since they correlatc so wcll;
we argue that dissolved ions are more likely, although some
ofthc arguments apply to dust as well.

At concentrations observed in the Dye 3 core and most
othcr icc-shcct icc, laboratory experiments and simple
theory generally lead one to expect that increased impurity
conccntration will increase deformation rates (sce review in
Paterson, 1994, p.88-89). Solid impurities (e.g. silt, volcanic
ash) at high concentrations in cold ice may decrease strain
rates in laboratory cxperiments (e.g. Hooke and others,
1972),but have little effect at low concentrations characteris-
tic of non-basal icc-shcct icc. Some field data scem to indicate
a softening effect of solid impurities (Swinzow, 1962),espe-
cially at high temperaturc (Echelmeyer and Zhongxiang,
1987),although it is always difficult to determine mechanisms
in such field settings. Budd and.Jacka (1989)concluded from a
review of thc field that solid impurities have littlc effect on
creep deformation at ice-sheet concentrations and sub-freez-
ing temperatures.

Experiments with soluble impurities (jones and Glen,
1969; "Jakamura and Jones, 1970,1973;Paterson, 1991)indi-
cate that their presence typically increases deformation of
ice, although effects may be sensitive to the temperature,
concentration and nature of the impurity. As one example,
in constant-strain-rate tests in tension on single crystals of
ice, introduction of 1.3ppm Hel reduced the peak stress by
about a factor of 2 (Nakamura andJones, 1973).

Several mechanisms may be active (e.g. Nakamura and
.Jones,1973;Weertman, 1973;Perez and others, 1980;Paterson,
1994).Motion of dislocations through the ice lattice may cre-
ate mismatches at bonds (Bjerrum defects) that must be re-
moved by diffusional processes to allow continued motion.
Soluble impurities that substitute in the ice lattice create
defects that speed this diffusional relaxation. Impurities may
also create liquid zones or thicker disordered zones along dis-
location cores and at grain boundaries that speed diffusional
processes and cause or allow faster deformation.

Impurit y concentrations can affect grain-sizes (e.g.
Alley and "Voods, 1996), and at least some models allow a
grain-size effect on ice-deformation rates. However, as re-
viewed by Budd and Jacka (1989) (cf. Duval and Le Gac,
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and p are constants to be determined by the data. \Ve then
find a. and p that minimize N (j2 = 2:.~1(k7 - l!y)2, where
N is the number of data points. The correlation between k
and ky is then given as p = cov( k, ky)/ (CTkCTky) (Barlow,
1989,p. 16).The best correlation and smallest (j were found
for dust and for ion concentration divided by crystal size.

The dust concentration at Dye 3 (Hammer and others,
1985)correlates well with the dissolved ions (p = 0.829) and
the inverse crystal size.\Veget the smallest (j2 when compar-
ing k and the dust concentration, by using a linear relation-
ship kd = aC(z), where C is the concentration in mg/kg
averaged over ~.') m depth to replicate the smoothness of
the sonic log by the 7 m tool. The calculations are done 30-
250m above the bed, and therefore avoid the silty ice layer
in thc lowermost 23 nl. Figure 8 shows that the dust concen-
tration is highly correlated to the excess deformation, k. The
valuc of a is 0.35-0.77for the two flow-law formulations and
Ao selection criteria we used. The correlation coefficient Pd
for Azuma's model is 0.83 and for Sachs' model 0.88.
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1980), grain-size does not seem to anect deformation rates
significantly within thc range of icc-shcct conditions, and
often is more of a response to deformation than a control
on dcformation.

Thus, a likely explanation is that solublc impurities speed
dilfusional processes and thus increase ice-deformation rates
by introducing point defects, and perhaps also by increasing
the volume of disordered or liquid material through which
diffusion is enhanced. The smaller crystal size at high solu-
ble-impurit y levels would greatly facilitate this process.
\Vhatcvcr the mechanism, the literature suggests that the
impurity-loading in the Wisconsin ice at Dyc 3 is likely to
cause some softening, as deduced by Paterson (1991).

7. DISCUSSION

By using anisotropic now models, we can explain a large
fraction of the total deformation. \Vhile we agree with
Azuma and Goto-Azuma (1996) that the anisotropy ex-
plains most of the strain rate, there are still some important
diffcrences, especially in the \Visconsin ice. In general, we
cannot tell from this study whether Azuma's now law or
Sachs'model is better for predicting the behavior of this icc.

Our approach in Equations (12) and (13) is to incorpo-
rate additional physical processes into the deformation
model until the "unexplained deformation rate" k ap-
proaches zero. If stress, temperature and anisotropy were
to explain all the measured deformation, then k in Equation
(2) would be zero. Our \Visconsin-ice criterion for selecting
Ao assumes that addition of impurities can only soften the
ice, at least for thc concentrations observed at Dye 3. This
leads to values of k in the \Visconsin ice that are mostly <1.
Thc Holocene-ice criterion does result in a few negative
values of k in the \Visconsin icc, i.e. the icc should be stiffer
than the model predicts (lower Ao value) rather than softer,
but those negative k values are very small, and the absolute
value of k is always <1. Most of the variation in k seen in the
Holocene ice in both cases can be attributed to uncertainties
in the measured strain rates.

Yleasurements on the ice core show that the impurity
content changes rapidly right at the Holocene-\Visconsin
boundary. \Vithin the \Visconsin ice there are large variations
in impurity concentration which are correlated with the k
value, the excess enhancement after accounting for fabric.

Sonic logging is a very important method of obtaining in-
formation about the fabric in boreholes. Sonic logs that aver-
age over distances shorter than 7 m would be helpful,
particularly in rcgions of rapid changcs such as thc Holo-
cene-\Visconsin boundary and elose to the bed. Thin-section
measurements arc very time-consuming, but necessary in
order to be able to draw conelusions about the c-axis distribu-
tion: are the ( axes within a cone, is the cone vertical and are
the ( axcs uniformly distributed within it, or docs the ice have
a multiple maximum fabric? Finally we point out that if we
know that the (-axes distribution can be characterized by
some distribution other than a uniform vertical cone (tilted
cone, girdle, etc.), the sonic velocities for that distribution
can be calculated and used to infer parametcrs of that distri-
hution in the ice sheet.

8. CONCLUSIONS

The enhanccment at Dye 3 (Fig. 1) has previously heen at-
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tributed to various comhinations of properties including
fabric anisotropy, impurities and crystal sizc. By accounting
for anisotropy, we can explain ,,-,75% of the peak enhance-
ment at Dye 3. The strong correlation hetween thc cxcess
deformation and dust concentration or ion concentration
divided by crystal size suggests that most of the excess
deformation after accounting for fabric anisotropy can be
attributed to the impurities.

\Ve can thus write a now law for the instantaneous de-
formation rate as

Eij = l1oA(T)[1 + f(C, T)]R,jT" , (14)
where 130is a constant, A (T) = Ao exp( -Q j RT), f( C, T) is
a function of crystal sizc andlor impurity concentration
whose importance may vary with temperature, Rij is the
symmetric part of the Schmid tensor (Equation (4)) and Tis
the resolvcd shear stress (Equation ). More work is needed
to clarify the form of f( C, r). Our simple linear tempera-
ture-independent form f(C,T) = C(z)ja worked well for
the dust concelll ration and the limited range of temperatures
at Dyc 3; howcvcr, it docs not adequately reproduce thc
deformation of the silty bottom 23 m, nor does it have a
strong theoretical has is. For the ion concentration divided by
crystal size a similar relation also worked well. We feel duly
cautioned by the epigraph to Paterson (1991),"Impurities
like patriotism - are sometimes the last refuge of scoundrels
(Bohren, 1983)". However, now that the effects of both tem-
perature and Elbric anisotropy can be incorporated in ice-
now models, we conelude that impurities elearly emerge as
the largest remaining factor influencing ice deformation at
Dye 3. This conelusion may also apply elsewhere.
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