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1. Introduction. Let C be a square matrix with complex elements. If 
C = C (C denotes the transpose of C) there exists a unitary matrix U such 
that 
(1) U'CU = diag[/*i, M2, . . . , Un] 

where the /x's are the non-negative square roots of the eigenvalues /zi2, ju2
2, . . . , 

fxn
2 of C*C (C* is the adjoint of C) (2). If Cis skew-symmetric, that is, C= — C", 

there exists a unitary matrix U such that 

(2) u'cu = E i + E 2 + . . . + E* + o + . . . + o 
where 

(3) . _ r o «r a, > 0, r = 1,2, . . . ,k, 

and the a's are the positive square roots of the non-zero eigenvalues «i2, 
«22, . . . , ax2 of C*C (1). Clearly rank C = 2k and the number of zeros appear­
ing in (2) is n — 2k. Both (1) and (2) are classical. In a recent paper (3) 
Stander and Wiegman, apparently unaware of (1), give an alternative deriva­
tion of (2) with its appropriate generalization to quaternions. 

The forms appearing on the right-hand sides of (1) and (2) possess the 
distinction of actually being canonic for symmetric and skew-symmetric 
matrices, respectively. The problem of finding a canonic form for an arbitrary 
matrix under the group of unitary congruence transformations is not only 
of mathematical interest but of the utmost importance for applied electrical 
engineering network theory, representing as it does the physical operation of 
embedding an w-port in a lossless, reciprocal l'all-pass" 2n-port (4; 5). In 
this paper a start is made on this problem by obtaining a normal form for 
an arbitrary matrix under a U', U transformation and it is shown that (1) 
and (2) are immediate corollaries. Now U'CU= W, U unitary, implies that 
U*CCU = WW = U~lCCU. Thus CC undergoes a similarity transformation 
and it is not surprising that a leading role is played by the eigenvalues of 
CC. It is also shown that the normal form of C collapses into a direct sum of 
matrices if CC is normal. A set of sufficient conditions is given for this form 
to be canonic. 
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The technique employed is quite elementary and is inspired by an idea 
used by Schur in his treatment of the symmetric case (2). 

2. Notation and preliminary results. Let A be an arbitrary matrix. Then 
A\ A, A*, A - 1 , d(A), and r(A) denote the transpose, the complex conjugate, 
the adjoint Â', the inverse, the determinant, and the rank of A respectively. 
Column vectors are indicated by a, b etc., or in the alternative fashion 
a = (ai, a2, . . . , an)

f whenever it is desirable to exhibit the components 
explicitly. 0ni 0m,n, and ln represent, in the same order, the ^-dimensional 
zero vector, the m X n zero matrix, and n X n identity matrix. 

Consider a general n X n matrix of complex elements C = B + iD where 
B and D are its real and imaginary parts. To C can be assigned the real 
2n X 2n matrix 

(4) no 
B 
.D 

D 
-B\ ' 

The properties of T(C) are subsumed in Lemma 1 (2). 

LEMMA 1. (1) The eigenvalues of T(C) occur in negative pairs. (2) The eigen­
values of T(C) occur in complex conjugate pairs. (3) Let the matrix CC possess 
the distinct eigenvalues Xi, X2, . . . , A„ with respective multiplicities ri, r^ . . . , rv. 
Then the distinct eigenvalues of T2(C) are Xi, X2, . . . , X„ with respective multi­
plicities 2ri, 2f2, . . . , 2r„. 

Proof. By direct verification 

(5) cnTXOr 1 = - T(C) 

where 

' In 
(6) '1 = NL7 0 

z 1 
C i = — J.2 

(2) Since T(C) is real, its characteristic equation has real coefficients. (3) 
A straightforward calculation yields 

(T2T\C)<72 = CC+ CC 

where 

Q.E.D. 

at 
•yj^-iln I In J ' 

* 1 
0"20"2 — l2n> 

LEMMA 2. Let C = B + iD (B and D real) be an n X n matrix. There exists 
a non-trivial n-vector a and a scalar % such that 

Ca = £a 

if and only if CC possesses a non-negative eigenvalue. 
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Proof. Suppose (9) is satisfied for some non-trivial a. Then, 

CCa = £Câ = |£|2a, 

that is, a is an eigenvector of CC corresponding to the non-negative eigen­
value |£|2. Conversely if CC has an eigenvalue £2 > 0, £ > 0, it follows, by 
Lemma 1, parts (1) and (3), that ± £ are both eigenvalues of T(C). Thus 
there exists a real 2w-vector 

such that 

»> [j-ti ]« - «• 
or, in expanded form 

£ai = 5 a i - Z)a2, 

- £ a 2 = Dai + J3a2. 

,\£(ai - ia2) = (5 + £D)(ai + ia2). 

(9) .\ £* = Ca, 

(10) 0 5* a = ai + ia2> 

Q.E.D. 

LEMMA 3. Le£ CC itoe Âe non-negative eigenvalues £i2, £2
2, . . . , £„2, £r > 0, 

r = l , 2 , . . . , i / . Then there exists a unitary matrix U such that 
v n — v 

ai) u'cu=r£-i-£i' 
LO I C2_m — j/ 

where A is a v X v upper triangular matrix with diagonal elements £i, £2, . . . , £„. 
Proof. According to Lemma 2 there exists a non-zero w-vector ai such 

that ai*ax = 1 and Cai = £iâi. Let i be an w X w unitary matrix with 
columns ai, a2, . . . , an. Then, 

(A'CA)ktl = aiCax = ^ a ^ 
= 1, & = 1, 
= 0, k > 1. 

Hence 

<i2> '«-Mi-. 
1 » - 1 

and 
1 w - 1 

< 1 3 ) ^™=[zf4^]i-r 
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where 

(14) p = çtM + MN. 

Now N is an (n — 1) X (n — 1) matrix and since the remaining eigenvalues 
of CC and NN coincide, the proof of the lemma is very easily completed by 
induction. Let V be an (n — 1) X (n — 1) unitary matrix such that 

v — 1 n — v 

- 1 
v 

V'NV 
Xh 1 M~\ v -
LO I cAn 

where 5 is a (v — 1) X (v — 1) upper triangular matrix with the diagonal 
entries £2, £3, . . • , %v Then, the n X n matrix 

U Lo I v\ 
is unitary and 

U'CU 
ft E F _ 1 
0 & J0" V 

Lo 0 C2J n 

in which 

MV 

A 

Lo I cj 

[E\F], 

Lo I 8 J v - x 

and 

' - [ * ] • 
Q.E.D. 

By applying Lemma 3 to C it is easily established that there is also a 
unitary matrix V such that 

(15) V'CV = ["—1-^1 " 

A being a lower triangular y X v matrix whose diagonal elements are 
£i> £2, • • . > £?• 

LEMMA 4. Let — A2 _> 0 fo aiz eigenvalue of CC. There exist two linearly 
independent n-vectors a and b swc& that 
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(16) Ca = Xb 
and 

(17) Cb = - Xa. 

Proof. By hypothesis — X2 >^ 0 is an eigenvalue of CC. Let a be an associ­
ated eigenvector : 

(18) CCa = - X2a. 
Define the vector b by 

(19) Ca = Xb. 
From (19) and (18) 

CCa = XCb = - X2a . 

.-.Cb = - Xa. 

Now suppose that a and b are linearly dependent, that is, b = \X2L, \x a scalar. 
Substituting in (19), Ca = X/Za, whence, using (19) once again, 

(20) CCa = X^Ca = |X/x|2a. 

Equation (20) shows that a is also an eigenvector of CC corresponding to 
the positive eigenvalue |XM|2 T^ — X2. But this is impossible because eigen­
vectors belonging to distinct characteristic values must be linearly inde­
pendent, Q.E.D. 

Since CCb = — (X)2b, b is also an eigenvector of CC with eigenvalue 
— (X)2. If X is real a and b are two linearly independent eigenvectors of CC 
corresponding to the same negative eigenvalue — X2 < 0. Hence any negative 
eigenvalue of a matrix of the form CC is at least of algebraic multiplicity 
two. It will soon appear that its multiplicity is always an even integer. More 
important is the observation that for — X2 < 0, X > 0, it may always be 
assumed, without loss of generality, that a*b = 0. For, if Ca0 = Xb0 and 
Cb0 = — Xào, Cx = Xy, where x = a0 + /xbo, y = b 0 — /za0 and n is an 
arbitrary scalar. By choosing /x to be one of the roots of the quadratic equation 

(a0 b0)M
2 + (a0 a0 - bîb0)/x - a0 b0 = 0, 

x can be made orthogonal to y. Since x is also an eigenvector of CC associated 
with the eigenvalue — X2 < 0, the result follows. 

If X is complex and — X2 3> 0, one resorts to the Schmidt process to create 
an orthonormal pair x and y (choose a*a = 1 from the outset). Let 

(21) a = x 

and 

(22) b = Mx + ^y, 

M and 7] being scalars. The conditions x*y = 0, x*x = 1 yield 

(23) M = a*b, 

(24) M2 = (b - Ma)*(b - Ma) > 0. 
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Equation (24) defines only the magnitude of 77 which may therefore be chosen 
real and positive. Similarly, by changing the argument of a suitably, \x > 0. 
As has already been pointed out, if X > 0, \i = 0. Substitution of (21) and 
(22) into (16) and (17) gives 

(25) x'Cx = X/u, 

(26) y'Cx = XT?, 

(27) x'Cy = - -(X + XM
2), 

(28) y'Cy = - XM, 

7J > 0, il > 0. 
Let A be an n X n unitary matrix with x and y for its first two columns. 

Then, by equations (25)-(28), 

2 n - 2 

(29) 

where 

(30) 

If X > 0, M = 0 and 

(31) 

Observe that 

(31a) 

and 

(31b) 

A'CA = 

E = 

E = 

.0 

X/x 

. X77 

0 

C2 \n — 2 

-(X + XM
2) 

L X77 

XjLt 

5 
0 J' 

M > 0, 77 > 0. 

X > 0, 7j > 0. 

,4*CC4 = 

ËS = 

= ["-£--£-
L 0 

- xz 

Z G + ôiC2 
C2C2 

^ ( X 2 - X2 ) 
»7 

0 - (X)2 J 

A repetition of the process on C2, etc., leads to the conclusion that any 
negative eigenvalue of CC is of even multiplicity because each successive 
step contributes two identical ones. Combining this with the fact that the 
eigenvalues of CC occur in complex conjugate pairs leads to Lemma 5. 

LEMMA 5. Let C be an arbitrary n X n matrix. Those eigenvalues — X2 of 
CC which do not lie in the half-line — X2 > 0 may be arranged in the tableau 

(32) 
Xi, — X2, • J ~~ X&, 

(X2)\ . . . , - (X,)2 
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and there exists a unitary matrix U such that 

10 I Cj J » (33) 

where 

(34) 

U'CU 
2k 

2k n - 2k 

"Ex 
0 
0 

.0 

x 

0 
0 

2k 

x 
x 
X 

2k 

EJ 

is a block upper triangular matrix in which the 2 X 2 2's are defined in (30) 
and the crosses indicate the possible presence of non-zero 2 X 2 blocks. Observe 
that (31b) implies that Ï2Œ is upper triangular. 

Proof. Induction. 

Enough material is now on hand for the main theorem. 

3. A normal form for a matrix under the unitary congruence group. 

THEOREM 1. Let C be an arbitrary n X n matrix. The eigenvalues of CC may 
be arranged as follows: 

t2 t2 

Çl» Ç2, 
• , &, ir > 0, 

(35) 

(36) 

Xi i — X2, . . . , 

(Â!)2, ~ (X2)
2, 

U'CU 

x2, - xj > 0, 
., - (x,)2, 

r = 1 , 2 , . . . 

7 = 1 , 2 , . . . 
v + 2k = n. 

Furthermore, there exists an n X n unitary matrix U such that 

Ctlv 
\9.l 0 I 12 

v 2k 

\2k 

where A is a v X v upper triangular matrix with diagonal elements £1, £2, • . • , £* 
and O is a 2k X 2k block upper triangular matrix possessing the structure (34) 
in which the 2 X 2 S'5 are as defined in (30) /or complex X ana7 (31) /or X > 0. 

Proof. Lemmas 3 and 5. 

COROLLARY 1. Let C = C be a symmetric n X n matrix. There exists an 
n X n unitary matrix U which reduces C to the diagonal form (1). 

Proof. Since CC = C*C, all eigenvalues of CC are non-negative. Hence 
v = n and k = 0. By Theorem 1 there exists a unitary matrix U such that 
U'CU= A, an n X n upper triangular matrix. But A must be symmetric 
and therefore is actually diagonal, Q.E.D. 
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COROLLARY 2. Let C = — C be an arbitrary n X n skew-symmetric matrix. 
There exists an n X n unitary matrix U which reduces C to the direct sum 
form (2). 

Proof. Since CC = — C*C, all eigenvalues of CC are either negative or 
zero. Let U be that unitary matrix which transforms C into the right-hand 
side of (36). The skew-symmetry of C implies that A = 0„f„, C\ = O,^, and 
Œ is the direct sum 

Q = £ i + £ 2 + . . . + £*, 

each 2 having the structure (31). Now the S's themselves must also be 
skew-symmetric and therefore all Vs = 1. That is to say, 

:'-[lhH^>°' r = 1,2,..., k, 

Q.E.D. 

COROLLARY 3. Let C be an n X n matrix. There exists an n X n unitary 
matrix U such that U'CU is either upper or lower triangular if and only if the 
eigenvalues of CC are all non-negative. 

COROLLARY 4. Let C be an n X n matrix. There exists an n X n unitary 
matrix U such that U'CU is a block upper triangular matrix 12 {see (34)), the 
2's being defined by (31), if and only if all eigenvalues of CC are negative. 

In either of the two cases C symmetric or C skew-symmetric, CC is normal 
and it is reasonable to expect that (36) simplifies considerably even under 
this more general restriction. A complete answer is available and easily 
obtained with the aid of Lemma 6. 

LEMMA 6. The matrix 

k r 

is normal if and only if B = O t,r and A and C are normal. 

Proof. The condition QQ* = Q*Q yields the three matrix equations 

(38) A*A - AA* = BB*, 

(39) A*B = BC*, 

(40) CC* - C*C = B*B. 

By (38), t r a c e r s * ) = 0. Thus B = Ok „ A*A = AA*, and C* C=CC*, 
Q.E.D. 
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One corollary of this lemma is that any normal block-upper or lower tri­
angular matrix 12 (the 2's can now be arbitrary square blocks) is a direct 
sum 12 = 2i + ^2 + • • • + 2 ft. 

THEOREM 2. Let C be an n X n matrix. There exists an n X n unitary matrix 
U such that 

(41) U'CU = A + Û 
where 

(1) A is square and upper triangular, 

(2) ÂA is diagonal, 

(3) 12 is a block upper triangular matrix of the form (34), the blocks 2 being 
defined generically by 

(41a) £ = 
o X 1 

L r]\ 0 J , v > 0, 

(4) 1212 is diagonal, 

if and only if CC is normal. 

Proof. Suppose such a U exists, A and 12 possessing the properties enumerated 
in (1) to (4). Then, 

U*CCU = ÂA + 6l2, 

a diagonal matrix. Since CC is unitarily similar to a diagonal matrix it is 
normal. 

Conversely, let CC be normal. By Theorem 1 there exists an n X n unitary 
matrix U such that 

(42) U'CU 
A C i l 

Lo 0 J 
V 

2k 

v 2k 

where A is upper triangular and 12 is as described in (31) and (34). Now 

(43) u ecu = 
AA A d + Cil2 

1212 
2k 

v 
A 2k' 

The normality of CC implies that of the right-hand side of (43). By Lemma 6, 

(a) ACi + Cil2 = 0F i» 
(44) (b) ÂA is normal; 

(c) 1212 is normal. 

But ÂA and 1212 are already upper triangular, and must therefore be diagonal. 
According to (44), 
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A d = - Cil] 

or 

(45) ÂACI - - SCIÛ = cm. 

However, the eigenvalues of ÂA are all non-negative and those of 1212 are 
either negative or complex. Thus ÂA and Î212 have no eigenvalues in common 
and by a well-known theorem the only solution of (44) is d = 0Vt2k- As 
regards (41a), refer to equations (23) and (24). Since CC is normal any two 
eigenvectors a and b corresponding to the complex characteristic values — X2 

and (—X)2 must be orthogonal and therefore all /z's are zero and (30) collapses 
into (41a), Q.E.D. 

COROLLARY. A sufficient set of conditions for (41) to be canonic {under a 
prescribed ordering) is the following: any negative eigenvalue of CC is of algebraic 
multiplicity not exceeding two and all other eigenvalues are simple. 

Proof. Let U'CU = A + 12 where (see Theorem 2 and (31b)) 

(46) ÂA = diag[ÉÎf& . . . , $] = Du É< > 0 , (i = 1, 2, . . . , „), 

and 

(47) 1212 = - diag[X2!, (Xi)2, X2
2, (X2)

2, . . . , X2, (X,)2] = - D2. 

From (46), AAA = AD± = S i A = A A. Thus, 

(48) (A)r,ÉÎ = (A)riÇ
2
r, (r,j = 1, 2, . . . , v). 

Since, by hypothesis, £r
2 ^ £/, r ^ J, (A)r;- = 0, r ^ j and A.= diag[£i, £2, 

..., u 
Again, from (47), — 121212 = HD2 = S212. Now 12 is of even order 2k and 

may be partitioned into 2 X 2 blocks. For example, if 2k = 6 
2 2 2 

(49) fl 
' E i P Q 
0 Z 2 R 

_0 0 Z 3 J 2 

The matrix equation 12D2 = S212 gives 

Pdiag[X2
2, (X2)

2] = diag[(Xi)2, X2i]P. 

From the assumptions, X2
2 3̂  X12 ^ X2

2 and therefore P = 02>2. All other 
2 X 2 blocks are treated in the same way and shown to be zero matrices. Con­
sequently 

(50) U'CU = ?i + £2 + . . . + É, + 2X + 22 + . . . + 2 , 

where 
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All that remains is the evaluation of the 77's. From (50) and (51), 

(52) U~lC*CU = diag[£i, £2, . . . , £?, ?7i|Ai|2, ^I2|Xi|2, . . • , vl\^k\2, Vk2\^k\% 

Let the £'s be ordered so that £1 < £2 < , . . . , < %v and the X's so that 
|Xi| < |X2| < , . . . , < \\k\. Assume the eigenvalues of C*C to be ordered accord­
ing to the scheme 

2 2 2 2 2 2 2 2 2 
£i> £2, . • • , &, an, ah, «2i, «22, . . • , akh ak2 

in which all as > 0 and 

« n « i 2 < «210:22 < , . . . , < akiak2. 

Then, 

(53) r,r = y(~J, (r = 1, 2 , . . . , A). 

In other words the 77's are uniquely determined by C, Q.E.D. 
The reader shuold note that the above corollary does not necessarily include 

the cases C = C or C = — C which in general require separate arguments. 
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