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Results of Arscott (1) and Jayne (3) on real matrices are generalized to
obtain bounds for the real parts of the eigenvalues of certain complex tridiagonal
matrices, and bounds for the imaginary parts of the eigenvalues of other
tridiagonal matrices are given. It is shown that analogous results hold for zeros
of the permanent of certain characteristic matrices.

If A is an n-square matrix and 0 ^ j<k ^ n, let A(J, le] denote the Qc—j)-
square principal submatrix lying in rows (and columns) j+1, ..., k of A. Let
Q be a complex n-square tridiagonal matrix,

0 ...0 0

ax b2 c2...O 0

0 a2 b3...O 0

0 0 0 ...fcn_j cn_

.0 0 0 ...«„_! bn J

where akck is real, A: = 1, ..., n — 1.

Lemma. If bj = 0 for j = 1, ..., n, am/ a 4 c t <0 /or fc = 1, ..., «— 1, /ften
rAere exists an n-square non-singular diagonal matrix D = [dj] with dt = 1
JMC/Z /Aaf D~1£ID is skew-hermitian.

Proof. The proof is inductive. Clearly the lemma is true for n = 1. Sup-
pose that n ^ 2. Define the «-square diagonal matrix P = [p,] by letting

If

then
= [yJk] =

"hj = -7ju J = 1. ••-. «»
and the (n— l)-square tridiagonal matrix T(l, n] satisfies the hypotheses of the
lemma. By the inductive assumption there exists an (n — l)-square non-singular
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diagonal matrix Q = [fy] with qs = 1 such that Q~ ' r ( l , ri]Q is skew-hermitian.
Let

«•[! °J »-«•
Then X) = [</,] is an /z-square non-singular diagonal matrix with dt = 1, and

^ is skew-hermitian.

Theorem 1. If X is an eigenvalue of Q and akck ^ 0 for k = 1, ..., n — \,
then

min {Re (b,)|y = 1, ..., »} ^ Re (A) ^ max {Re ( t y ) | ; = 1, .... «}. (1)

Proof. First suppose that akck<0 for k = 1, ..., n-\. Let 5 be the n-
square diagonal matrix with diagonal equal to the diagonal of fi. According
to the lemma, there is an //-square non-singular diagonal matrix D and a skew-
hermitian matrix C such that

Then X is an eigenvalue of B+C, and

B + C + (B + Q* =B+B.

Hence, if \i and v are, respectively, the smallest and the largest eigenvalues of
(B+B)/2 then (4, p . 142)

H g Re (A) ^ v.

However,

min {Re (bj)\j = 1, ..., «} = pi,

v = max {Re (bj)\j = 1, ..., «}.

Hence, (1) holds, if akck<0 for k = 1, ..., n—1. Now suppose that

l^ fc 1 < /c 2 < . . .<A: m ^n- l ,

akck=Oifke{k1,...,km},
akck<0 if k £ {k>, ...,km),

k = 1, . . . ,w- l . Let

fco=0, fem+1=n.

We have

det(z/-Q)= fl det(z/-fl(fc.,fc.+ 1]).

Hence, since X is an eigenvalue of £1, it is an eigenvalue of some &(ka, &a+1].
Therefore, by the first part of the proof,

min {Re (bj)\j = kx + l,..., ka+1} ^ Re(A) ^ max {Re (bj)\j =

Hence, (1) is true.
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Arscott (1) proved that (1) holds if A is real, Q. is real, and akck<0 for
k = I, ...,n—1. Jayne (3) generalized Arscott's result by removing the require-
ment that A be real. Our method of proving Theorem 1 is quite different from
the techniques used by Arscott and Jayne.

Theorem 2. If X is an eigenvalue of £1 and akck ^ 0 for k = 1, . . . , « — 1,
then

min {Im (bj)\j = 1, ..., n} ^ Im (A) g max {Im (bj)\j = 1, ..., «}. (2)

Proof. Apply Theorem 1 to the tridiagonal matrix — /Q.

Theorem 3. If X is a zero o/per(z/— d) and akck ^ 0 for k = 1, ..., n— 1,
then (1) is satisfied.

Proof. It follows from (2) that if T is the tridiagonal matrix obtained from
fl by replacing each ck by — ck then

Hence, since A is a zero of per [zl— Q), A is an eigenvalue of T. Therefore, by
Theorem 1, (1) holds.

Similarly it can be shown that Theorem 2 implies the following.

Theorem 4. If X is a zero of per (z/—£2) and akck ^ 0 for k = 1, . . . ,« —1,
then (2) is satisfied.
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