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INADMISSIBILITY OF THE MAXIMUM LIKELIHOOD 
ESTIMATOR IN THE PRESENCE OF PRIOR 

INFORMATION 
BY 

B. K. KALE 

0. Lehmann [1] in his lecture notes on estimation shows that for estimating the 
unknown mean of a normal distribution, N(6,1), the usual estimator x is neither 
minimax nor admissible if it is known that 0 belongs to a finite closed interval 
[a, b] and the loss function is squared error. It is shown that 6(x), the maximum 
likelihood estimator (MLE) of 0, has uniformly smaller mean squared error 
(MSE) than that of x. It is natural to ask the question whether the MLE 9(x) of 
0 in N(0, 1) is admissible or not if it is known that 0 e [a, b]. The answer turns out 
to be negative and the purpose of this note is to present this result in a slightly 
generalized form. 

1. Let the r.v. Zhave a p.d.f. belonging to exponential class of densities. Thus 
dPe(x)=P(6) exd dpix), where ^ is a regular a-finite measure on JRI, 0 e [a, b], SL 
proper subset of the natural range of the parameter space. For the basic properties of 
exponential family we refer to Lehmann [2]. Further, without any loss of gen­
erality, we suppose only one observation on X, because since the densities belong 
to the exponential class the same result will hold for a random sample of any size. 

We assume that we are estimating rj(6)=E(x \ 0), and the loss function is squared 
error. Now 

6(x) = rj(a) x < -qia) 
= X rj(d) < X < rj(b) 
= rj(b) x > 7 (̂6). 

One can easily prove that MSE [6(x)] < MSE [x], noting that r)(6) is strictly in­
creasing and x takes values outside [rj(a)9 7j(b)] with positive probabilities under 
each 6. Thus x is inadmissible. 

2. We first study the structure of any admissible estimator of r)(6). The loss 
function is W(B, 6) = [8-r)(6)]2, 8ER196G [a9 b] and is continuous in both vari­
ables. Noting that the parameter space is a finite closed interval, the standard 
results on complete class theorems [3, Ch. 5] imply that every admissible estimator 
of 7)(6) must be Bayes with respect to a proper prior distribution A(0) on [a9 b]. 
Let ÇA(x) be Bayes estimator of -q(Q) relative to A(0). Then 

ux) = JEim i *] 
F r)(0) ee*$(e) dA(6) 

(3) = h. 

C eexP(d) dK{6) 
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As f A(x) is a conditional expectation given x, £A(x) is unique up to a set of prob­
ability measure zero under each 6 e [a, b]9 and any other estimator T(x) = êA(x), 
a.e. {Pe, 6 e [a, b]}9 will be Bayes and thus admissible. Let 

and 

M*) = £VjS(0)rfA(0) 

Ja 

Note that r)(6) being bounded on [a, b], both I/J^X) and ^2(*) are well defined 
for each x e R±. Next considering x=$+irj, where (f, rj) e R2, we show that ^i(x) 
and ^2(*) are analytic functions. Consider 0i(x), then 

(4) 

Now 

and therefore 

^ i (x+A)-^ i (x) | [e°*m eeh-l dA(9) 

(5) p0« eeh-l 

<^m) forN<a 

0(0) < ^{exp [(8 + 00] + exp [(f-S)0]}jS(0). 

Since the R.H.S. of (5) is integrable for any 8>0 and f e Rl9 we have by the 
Lebesgue dominated convergence theorem, i/t^x) is differentiate at each x and 
thus ift^x) is analytic. A similar argument shows that ifj2(x) is also analytic and 
therefore £A(x), being the ratio of two analytic functions, is itself analytic at each 
point x. 

Therefore if T(x) is an admissible estimator of r](6), then either (A) T(x) is analytic 
at each point xe R± or (B) there exists Tx(x) analytic at each point x e Rx such 
that T(x) = T1(x), a.e. {Pe, 9 e [a, b]}. 

We consider first the case where /x is absolutely continuous with respect to 
Lebesgue measure so that dPe(x)=p(0) eexh(x) dx. In this case we have T(x) is 
admissible for TJ(6) provided either T(x) is analytic at each x or else there exists an 
analytic function T^x) such that T(x) = T1(x) a.e. [Lebesgue]. In such a case it is 
now obvious that Ô(x) is not admissible, being neither analytic at x=rj(a) and 
x—rj{b), nor does there exist an estimator Tx(x) such that Tx(x) is analytic every­
where and T1(x) = ô(x) a.e. [Lebesgue]. In particular for N(09 1), it follows that the 
MLE of 6, when 6 e [a, b], is not admissible. 

When ix is not absolutely continuous with respect to Lebesgue measure the 
above criterion is of no use. The difficulty lies in the fact that the Bayes estimator 
need be defined only a.e. [p]. We illustrate this by binomial density b(l,p) where 
P E [h i]« Let A(p) be uniform over [J, f]. Then £A(x) is given by fA(0)=-24 and 
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£A(1) = 2~4> and iA(x) can be defined arbitrarily at any other point. One can con­
struct several nonanalytic functions, T(x) such that r ( 0 ) = | i and T(l)=H and 
T(x) such that T(x) = £;A(x) a.e. under/? e [£, £]. 
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