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1. Introduction. Let $G F(q)$ denote a finite field of order $q=p^{y}, p$ a prime. Let $A$ and $C$ be symmetric matrices of order $n$, rank $m$ and order $s$, rank $k$, respectively, over $G F(q)$. Carlitz [6] has determined the number $N(A, C, n, s)$ of solutions $X$ over $G F(q)$, for $p$ an odd prime, to the matrix equation

$$
\begin{equation*}
X A X^{T}=C \tag{1.1}
\end{equation*}
$$

where $n=m$. Furthermore, Hodges [9] has determined the number $N(A, C, n, s, r)$ of $s \times n$ matrices $X$ of rank $r$ over $G F(q), p$ an odd prime, which satisfy (1.1). Perkin [10] has enumerated the $s \times n$ matrices of given rank $r$ over $G F(q), q=2^{y}$, such that $X X^{T}=0$. Finally, the author [3] has determined the number of solutions to (1.1) in case $C=0$, where $q=2^{y}$.

An $n \times n$ symmetric matrix over $G F\left(2^{y}\right)$ is said to be an alternate matrix if $A$ has 0 diagonal. Otherwise, $A$ is said to be nonalternate. The author $[4 ; 5]$ has determined the number $N(A, C, n, s, r)$ of $s \times n$ matrices $X$ of rank $r$ over $G F(q), q=2^{y}$, which satisfy (1.1), in case $A$ is an alternate matrix over $G F(q)$ and in case both $A$ and $C$ are symmetric, nonalternate matrices over $G F(q)$.

The purpose of this paper is to determine the number $N(A, C, n, s, r)$, in case $A$ is a symmetric, nonalternate matrix over $G F\left(2^{y}\right)$ and $C$ is an alternate matrix over $G F\left(2^{y}\right)$. In determining this number, Albert's canonical forms for symmetric matrices over fields of characteristic two are used [1]. These forms and other necessary preliminaries appear in Section 2. In Section 3, the number $N(A, C, n, s)$ is found, in case both $A$ and $C$ are nonsingular. Finally, in Section 4, the number $N(A, C, n, s, r), 0 \leqq r \leqq \min (s, n)$, is determined.

The difference equations obtained in Section 4 were solved by using methods due to Carlitz [7].

Throughout the remainder of this paper, $G F(q)$ will denote a finite field of order $q=2^{y}$ and $V_{n}$ will denote an $n$-dimensional vector space over $G F(q)$. Further, for any matrix $M$ over $G F(q), \mathscr{R} \mathscr{S}[M]$ will denote the row space of $M$.

For matrices $X_{1}, X_{2}, \ldots, X_{k}$, where $X_{i}$ is $m_{i} \times n$, col $\left[X_{1}, \quad X_{2}, \ldots, X_{k}\right]$

[^0]will denote the $\left(m_{1}+m_{2}+\ldots+m_{k}\right) \times n$ matrix
\[

\left[$$
\begin{array}{c}
X_{1} \\
X_{2} \\
\cdot \\
\cdot \\
\cdot \\
X_{k}
\end{array}
$$\right] .
\]

2. Notation and preliminaries. Let $f$ be a symmetric bilinear form defined on $V_{n} \times V_{n}$. For any subspace $E$ of $V_{n}$, define

$$
E^{*}=\left\{x \in V_{n} \mid f(x, y)=0 \text { for all } y \text { in } E\right\}
$$

Clearly, $E^{*}$ is a subspace of $V_{n}$. If $V_{n}{ }^{*}=\{0\}$, then $f$ is said to be nondegenerate. A vector $x$ in $V_{n}$ such that $f(x, x)=0$ is said to be an isotropic vector. If every $x$ in $V_{n}$ is isotropic, then $f$ is said to be an alternating bilinear form. Otherwise, $f$ is called nonalternating.

The following theorem, which appears in [8], will be needed in Sections 3 and 4.

Theorem 2.1. If $E$ is a subspace of $V_{n}$, then $\operatorname{dim} E^{*}=n-\operatorname{dim} E+\operatorname{dim}$ $\left(E \cap V_{n}{ }^{*}\right)$.

From this theorem, it follows that if $f$ is nondegenerate, then $\operatorname{dim} E+\operatorname{dim}$ $E^{*}=n$, for any subspace $E$ of $V_{n}$.

Let $I_{k}$ denote the $k \times k$ identity matrix over $G F(q)$. Albert [1] has proved the following theorems concerning symmetric matrices over $G F(q)$.

Theorem 2.2. Let $C$ be an $s \times s$ alternate matrix over $G F(q)$. If $C$ is nonsingular, then there is a nonsingular matrix $P$ such that

$$
P C P^{T}=\left[\begin{array}{ll}
0 & \mathrm{I}_{\gamma} \\
I_{\gamma} & 0
\end{array}\right], \quad(\mathrm{s}=2 \gamma) .
$$

If $C$ has rank $k<s$, then there is a nonsingular matrix $Q$ such that

$$
Q C Q^{T}=\left[\begin{array}{lll}
0 & I_{\gamma} & 0 \\
I_{\gamma} & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad(k=2 \gamma)
$$

Theorem 2.3. Let $A$ be an $n \times n$ symmetric, nonalternate matrix over $G F(q)$. If $A$ is nonsingular, then there is a nonsingular matrix $P$ such that $P A P^{T}=I_{n}$. If $A$ has rank $k<n$, then there is a nonsingular matrix $Q$ such that

$$
Q A Q^{T}=\left[\begin{array}{ll}
I_{k} & 0 \\
0 & 0
\end{array}\right] .
$$

The following lemma, which appears in [4], will be needed in Sections 3 and 4.

Lemma 2.1. Let $A$ and $C$ be symmetric matrices of orders $n$ and $s$, respectively, over $G F(q)$. If there exist nonsingular matrices $P$ and $Q$ such that $P A P^{T}=B$ and $Q C Q^{T}=D$, then $N(A, C, n, s)=N(B, D, n, s)$. Furthermore, $N(A, C, n, s, r)$ $=N(B, D, n, s, r), 0 \leqq r \leqq \min (s, n)$.
For integers $n$ and $k$, let $\left[\begin{array}{l}n \\ k\end{array}\right]$ denote the $q$-binomial coefficient defined by

$$
\left[\begin{array}{c}
n \\
0
\end{array}\right]=1 ;\left[\begin{array}{l}
n \\
k
\end{array}\right]=0, k>n ;\left[\begin{array}{l}
n \\
n
\end{array}\right]=1 ;\left[\begin{array}{l}
n \\
k
\end{array}\right]=\frac{(q)_{n}}{(q)_{k}(q)_{n-k}}, \quad 0<k<n,
$$

where $(q)_{j}=(q-1) \ldots\left(q^{j}-1\right), j>0$. Brawley and Carlitz $[2]$ have proved the following lemma.

Lemma 2.2. Let $X$ be an $s \times t$ matrix of rank $r$ over $G F(q)$. The number of $s \times m$ matrices $[X, Y]$ of rank $r+\gamma$ over $G F(q)$ is given by

$$
L(s, t, m, r, r+\gamma)=\left[\begin{array}{c}
m-t \\
\gamma
\end{array}\right] q^{\tau(m-t-\gamma)} \prod_{i=0}^{\gamma-1}\left(q^{s}-q^{\tau+i}\right) .
$$

Let $f$ be the bilinear form defined on $V_{n} \times V_{n}$ by $f(\xi, \eta)=\xi \eta^{T}$, for all $\xi, \eta$ in $V_{n}$. It is immediate that $f$ is a nondegenerate, nonalternating bilinear form. Let $W$ denote the set of all isotropic vectors in $V_{n}$. Then $W$ is a subspace of $V_{n}$ and, further, $x=\left(x_{1}, \ldots, x_{n}\right)$ is in $W$ if and only if

$$
f(x, x)=x x^{T}=\sum_{i=1}^{n} x_{i}{ }^{2}=\left(\sum_{i=1}^{n} x_{i}\right)^{2}=0 .
$$

Thus, $W$ consists of all vectors $x$ such that $\sum_{i=1}^{n} x_{i}=0$. Consequently, $W$ is an ( $n-1$ )-dimensional subspace of $V_{n}$. Let $u$ denote the vector $(1,1, \ldots, 1$ ) in $V_{n}$. Perkins [10] has proved the following theorem.

Theorem 2.4. Let $X$ be an $s \times n$ matrix over $G F(q)$. Then $(\mathscr{R} \mathscr{S}[X])^{*} \subseteq W$ if and only if $u$ is in $\mathscr{R} \mathscr{S}[X]$.

Let $M\left(I_{n}, 0, n, s, s\right)$ denote the number of $s \times n$ matrices $X$ of rank $s$ over $G F(q)$ such that $X X^{T}=0$ and $u$ is not in $\mathscr{R} \mathscr{S}[X]$. In determining the number $N\left(I_{n}, 0, n, s, s\right)$, Perkins [10] has determined $M\left(I_{n}, 0, n, s, s\right)$.

Theorem 2.5. The number of $s \times n$ matrices $X$ of ranks over $G F(q)$ such that $X X^{T}=0$ and such that $u$ is not in $\mathscr{R} \mathscr{S}[X]$ is given by

$$
M\left(I_{n}, 0, n, s, s\right)=\left\{\begin{array}{l}
\prod_{i=1}^{s}\left(q^{n-i}-q^{i-1}\right), \quad(n \text { odd }) \\
\prod_{i=1}^{s}\left(q^{n-i}-q^{i}\right), \quad(n \text { even })
\end{array}\right.
$$

3. Determination of $N(A, C, n, s), A$ and $C$ nonsingular. Let $A$ be an $n \times n$ symmetric, nonalternate matrix of full rank over $G F(q)$ and let $C$ be an
$s \times s$ alternate matrix of full rank over $G F(q)$. By Theorems 2.2 and 2.3, there exist nonsingular matrices $P$ and $Q$ such that $P A P^{T}=I_{n}$ and $Q C Q^{T}=F_{\gamma}$, $s=2 \gamma$, where $F_{\gamma}$ denotes the $2 \gamma \times 2 \gamma$ matrix

$$
\left[\begin{array}{ll}
0 & I_{\gamma} \\
I_{\gamma} & 0
\end{array}\right]
$$

over $G F(q)$. By Lemma 2.1, $N(A, C, n, s)=N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right)$, the number of $2 \gamma \times n$ matrices $X$ such that $X X^{T}=F_{\gamma}$. Thus, it suffices to find $N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right)$. Let $f$ be the nonalternate, nondegenerate bilinear form on $V_{n} \times V_{n}$ defined by $f(\xi, \eta)=\xi I_{n} \eta^{T}=\xi \eta^{T}$, for each $\xi, \eta$ in $V_{n}$. Let $W$ be the ( $n-1$ )-dimensional subspace of $V_{n}$ consisting of all isotropic vectors in $V_{n}$. Let $Z=\operatorname{col}[X, Y]$ be an $s \times n$ matrix over $G F(q)$ such that $Z Z^{T}=F_{\gamma}, s=2 \gamma$, where each of $X$ and $Y$ is $\gamma \times n$. Then, rank $Z=2 \gamma$ and, therefore, rank $X=\gamma$. Furthermore

$$
\left[\begin{array}{l}
X  \tag{3.1}\\
Y
\end{array}\right]\left[X^{T} Y^{T}\right]=\left[\begin{array}{ll}
X X^{T} & X Y^{T} \\
Y X^{T} & Y Y^{T}
\end{array}\right]=\left[\begin{array}{ll}
0 & I_{\gamma} \\
I_{\gamma} & 0
\end{array}\right] .
$$

Let $X=\left[x_{1}, \ldots, x_{\gamma}\right]^{T}$ and $Y=\left[y_{1}, \ldots, y_{\gamma}\right]^{T}$. From (3.1), it follows that $f\left(x_{i}, x_{j}\right)=f\left(y_{i}, y_{j}\right)=0$ and $f\left(x_{i}, y_{j}\right)=\delta_{i j}$, for $i, j=1,2, \ldots, \gamma$. Thus $\mathscr{R} \mathscr{S}[X] \subseteq W$. If $n$ is odd, then $f(u, u)=u u^{T}=1$. Then $u$ is not in $W$ and, therefore, not in $\mathscr{R} \mathscr{S}[X]$. If $n$ is even, then $f(u, u)=0$, and $u$ is an isotropic vector. However, $u$ is not in $\mathscr{R} \mathscr{S}[X]$, as the following theorem shows.

Theorem 3.1. Suppose $Z=\operatorname{col}[X, Y]$ is a $2 \gamma \times n$ matrix over $G F(q)$ such that $Z Z^{T}=F_{\gamma}$, where each of $X$ and $Y$ is $\gamma \times n$. Then $u=(1,1, \ldots, 1)$ is not in $\mathscr{R} \mathscr{S}[X]$.

Proof. The proof of the theorem is given above in case $n$ is odd. Suppose $n$ is even and $u$ is in $\mathscr{R} \mathscr{S}[X]$. Since rank $X=\gamma, u$ may be represented uniquely as a linear combination of precisely $k$ rows of $X$, for some $k, 1 \leqq k \leqq \gamma$, say $u=\lambda_{1} x_{i_{1}}+\ldots+\lambda_{k} x_{i_{k}}, \lambda_{j} \neq 0$, for each $j=1,2, \ldots, k$. Let

$$
S=\left\langle x_{1}, \ldots, x_{i_{1}-1}, x_{i_{1}+1} \ldots, x_{\gamma}\right\rangle
$$

Since $f\left(x_{i_{1}}, y_{i_{1}}\right)=1, f\left(x_{j}, y_{i_{1}}\right)=0$, for $j \neq i_{1}$, and $f\left(y_{j}, y_{i_{1}}\right)=0$, for $j=1$, $2, \ldots, \gamma$, it follows that $y_{i_{1}}$ must be in $W \cap\left(S^{*}-(\mathscr{R} \mathscr{S}[X])^{*}\right)=\left(W \cap S^{*}\right)$ $-(\mathscr{R} \mathscr{S}[X])^{*}$. Since $u$ is in $\mathscr{R} \mathscr{S}[X]$, Theorem 2.4 implies that $(\mathscr{R} \mathscr{S}[X])^{*} \subseteq$ $W$. Since $S \subseteq \mathscr{R} \mathscr{S}[X],(\mathscr{R} \mathscr{S}[X])^{*} \subseteq S^{*}$. Thus $(\mathscr{R} \mathscr{S}[X])^{*} \subseteq W \cap S^{*}$. By Theorem 2.1, $\operatorname{dim}(\mathscr{R} \mathscr{S}[X]) *=n-\gamma$. Further, since

$$
u=\sum_{j=1}^{k} \lambda_{j} x_{i_{j}}, \lambda_{j} \neq 0, \text { for each } \jmath=1,2, \ldots \gamma
$$

$u$ is not in $S$. By Theorem 2.4, $S^{*}$ is not a subspace of $W$. Therefore, dim $\left(W+S^{*}\right)=n$. Furthermore, by Theorem 2.1, $\operatorname{dim} S^{*}=n-\operatorname{dim} S=$ $n-(\gamma-1)$. Hence,
$\operatorname{dim}\left(W \cap S^{*}\right)=\operatorname{dim} W+\operatorname{dim} S^{*}-\operatorname{dim}\left(W+S^{*}\right)=$

$$
(n-1)+[n-(\gamma-1)]-n=n-\gamma=\operatorname{dim}(\mathscr{R} \mathscr{S}[X])^{*} .
$$

Thus, $W \cap S^{*}=(\mathscr{R} \mathscr{S}[X])^{*}$ and, therefore, there exists no $y_{i_{1}}$ in $\left(W \cap S^{*}\right)-$ $(\mathscr{R} \mathscr{S}[X])^{*}$. It follows that $u$ is not in $\mathscr{R} \mathscr{S}[X]$.

By (3.1) and Theorem 3.1, if $Z=\operatorname{col}[X, Y]$ is such that $Z Z^{T}=F_{\gamma}$, then the $\gamma \times n$ matrix $X$ of rank $\gamma$ is such that $X X^{T}=0$ and such that $u$ is not in $\mathscr{R} \mathscr{S}[X]$. The number of such matrices $X$ is the number $M\left(I_{n}, 0, n, \gamma, \gamma\right)$, as given in Theorem 2.5. Given a $\gamma \times n$ matrix $X$ of rank $\gamma$ over $G F(q)$ such that $X X^{T}=0$ and $u$ is not in $\mathscr{R} \mathscr{S}[X]$, we seek the number of $\gamma \times n$ matrices $Y$ over $G F(q)$ such that $X Y^{T}=I_{\gamma}$ and $Y Y^{T}=0$. In the argument given below it is shown that this number depends only on $\gamma$ and $n$. Consequently, if we denote this number by $K(\gamma, n)$, it follows that

$$
\begin{equation*}
N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right)=K(\gamma, n) M\left(I_{n}, 0, n, \gamma, \gamma\right) \tag{3.2}
\end{equation*}
$$

Thus, it suffices to determine the number $K(\gamma, n)$. Consider any $2 \gamma \times n$ matrix $Z=\operatorname{col}[X, Y]$ such that $Z Z^{T}=F_{\gamma}$. By (3.1), $\mathscr{R} \mathscr{S}[Z] \subseteq W$. Hence, as before, if $n$ is odd $u$ is not in $W$ and, therefore, not in $\mathscr{R} \mathscr{S}[Z]$. The following theorem shows that this is also the case if $n$ is even.

Theorem 3.2. If $Z$ is a $2 \gamma \times n$ matrix over $G F(q)$ such that $Z Z^{T}=F_{\gamma}$, where each of $X$ and $Y$ is $\gamma \times n$, then $u=(1,1, \ldots, 1)$ is not in $\mathscr{R} \mathscr{S}[Z]$.

Proof. The proof of the theorem is given above in case $n$ is odd. Suppose $n$ is even and let $Z=\operatorname{col}[X, Y]$, where each of $X$ and $Y$ is $\gamma \times n$. By Theorem 3.1, $u$ is not in $\mathscr{R} \mathscr{S}[X]$. Suppose $u$ is in $\mathscr{R} \mathscr{S}$ col [X, $\left.y_{1}\right]$. Since $u$ is not in $\mathscr{R} \mathscr{S}[X], y_{1}$ is in $\mathscr{R} \mathscr{S} \operatorname{col}[X, u]$. If $v=\left(v_{1}, \ldots, v_{n}\right)$ is any isotropic vector in $V_{n}$, then

$$
0=f(v, v)=v v^{T}=\sum_{i=1}^{n} v_{i}^{2}=\left(\sum_{i=1}^{n} v_{i}\right)^{2},
$$

which implies $f(u, v)=u v^{T}=\sum_{i=1}^{n} v_{i}=0$. Thus, if $v$ is an isotropic vector in $V_{n}$, then $u$ is in $\langle v\rangle^{*}$. It follows that $\mathscr{R} \mathscr{S} \operatorname{col}[X, u] \subseteq\left\langle x_{1}\right\rangle^{*}$. Thus $y_{1}$ is in $\left\langle x_{1}\right\rangle^{*}$ and $f\left(x_{1}, y_{1}\right)=0$. Since $f\left(x_{1}, y_{1}\right)=1$, it follows that $u$ is not in $\mathscr{R} \mathscr{S}$ $\operatorname{col}\left[X, y_{1}\right]$. Suppose $u$ is not in $\mathscr{R} \mathscr{S} \operatorname{col}\left[X, y_{1}, \ldots, y_{k}\right]$, where $1 \leqq k<\gamma$ and $u$ is in $\mathscr{R} \mathscr{S} \operatorname{col}\left[X, y_{1}, \ldots, y_{k+1}\right]$. Then $y_{k+1}$ is in

$$
\mathscr{R} \mathscr{S}\left[\begin{array}{c}
X \\
y_{1} \\
\cdot \\
\cdot \\
\cdot \\
y_{k} \\
u
\end{array}\right] \subseteq\left\langle x_{k+1}\right\rangle^{*},
$$

an impossibility since $f\left(x_{k+1}, y_{k+1}\right)=1$. Hence, $u$ is not in

$$
\mathscr{R} \mathscr{S} \operatorname{col}\left[X, y_{1}, \ldots, y_{k+1}\right]
$$

and the proof is complete.

We proceed to determine the number $K(\gamma, n)$. Let $X=\left[x_{1}, \ldots, x_{\gamma}\right]^{T}$ be a $\gamma \times n$ matrix of rank $\gamma$ over $G F(q)$ such that $X X^{T}=0$ and $u$ is not in $\mathscr{R} \mathscr{S}$ $[X]$. In order to choose a $\gamma \times n$ matrix $Y=\left[y_{1}, \ldots, y_{\gamma}\right]^{T}$ such that $X Y^{T}=I_{\gamma}$ and $Y Y^{T}=0, y_{1}$ must be chosen from


$$
=\left(W \cap\left(\mathscr{R} \mathscr{S}\left[\begin{array}{c}
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{\gamma}
\end{array}\right]\right) *\right)-(\mathscr{R} \mathscr{S}[X])^{*} .
$$

Let $T=W \cap\left(\mathscr{R} \mathscr{S} \operatorname{col}\left[x_{2}, \ldots, x_{\gamma}\right]\right)^{*}$ and let $S=T \cap(\mathscr{R} \mathscr{S}[X])^{*}=$ $W \cap(\mathscr{R} \mathscr{S}[X]) *$. Then $y_{1}$ must be chosen in $T-S$. Since $u$ is not in $\mathscr{R} \mathscr{S}[X]$, Theorem 2.4 implies that neither $(\mathscr{R} \mathscr{S}[X])^{*}$ nor $\left(\mathscr{R} \mathscr{S} \operatorname{col}\left[x_{2}, \ldots, x_{\gamma}\right]\right)^{*}$ is a subspace of $W$. Applying Theorem 2.1, we obtain $\operatorname{dim} \mathrm{S}=\operatorname{dim} W+\operatorname{dim}$ $(\mathscr{R} \mathscr{S}[X])^{*}-\operatorname{dim}\left(W+(\mathscr{R} \mathscr{S}[X])^{*}\right)=(n-1)+[n-\gamma]-n=n-\gamma$ -1 and $\operatorname{dim} T=(n-1)+[n-(\gamma-1)]-n=n-\gamma$. Thus, $\operatorname{dim} T / S=$ 1. Define the mapping $\bar{f}$ from $T / S$ into $G F(q)$ by $\bar{f}(z+S)=f\left(z, x_{1}\right)$ for each coset $z+S$ in $T / S$. Let $z_{0}$ be such that $T / S=\left\langle z_{0}+S\right\rangle$. Then $z_{0}$ is in $T-S$ and, therefore, $\bar{f}\left(z_{0}+S\right)=f\left(z_{0}, x_{1}\right) \neq 0$. It follows that $\bar{f}$ is a one-to-one mapping from $T / S$ onto $G F(q)$. Hence, there exists precisely one coset $z_{1}+S$ in $T / S$ such that $\bar{f}\left(z_{1}+S\right)=1$. For any $v$ in $S, f\left(v, x_{1}\right)=0$ and, thus, $f\left(z_{1}+v, x_{1}\right)=f\left(z_{1}, x_{1}\right)+f\left(v, x_{1}\right)=\bar{f}\left(z_{1}+S\right)=1$. Since $y_{1}$ must be such that $f\left(x_{1}, y_{1}\right)=1$, the number of choices for $y_{1}$ is equal to $\left|z_{1}+S\right|=|S|=$ $q^{n-\gamma-1}$. Suppose $y_{1}, \ldots, y_{k}, k<\gamma$, have been chosen such that the following properties hold:
(i) $y_{1}, \ldots, y_{k}$ are independent vectors in $V_{n}$,
(ii) $u$ is not in $T_{k}=\left\langle x_{1}, \ldots, x_{\gamma}, y_{1}, \ldots, y_{k}\right\rangle$,
(iii) $f\left(x_{i}, y_{j}\right)=\delta_{i j}$ and $f\left(y_{l}, y_{j}\right)=0$, for $i=1,2, \ldots, \gamma$ and $j, l=1,2, \ldots$, $k$.
Then $y_{k+1}$ must be chosen from $W \cap\left(S_{k}{ }^{*}-\left(T_{k}^{*} \cup T_{k}\right)\right)=\left(W \cap S_{k}{ }^{*}\right)-$ $\left(T_{k}{ }^{*} \cup T_{k}\right)$, where $S_{k}=\left\langle x_{1}, \ldots, x_{k}, x_{k+2}, \ldots, x_{\gamma}, y_{1}, \ldots, y_{k}\right\rangle$. However,

$$
\begin{aligned}
\left(W \cap S_{k}^{*}\right) \cap\left(T_{k}^{*} \cup T_{k}\right) & =\left(W \cap S_{k}^{*} \cap T_{k}^{*}\right) \cup\left(W \cap S_{k}^{*} \cap T_{k}\right) \\
& =\left(W \cap T_{k}^{*}\right) \cup\left(W \cap S_{k}^{*} \cap T_{k}\right) .
\end{aligned}
$$

If $z$ is in $S_{k}{ }^{*} \cap T_{k}$, then

$$
z=\sum_{i=1}^{\gamma} a_{i} x_{i}+\sum_{i=1}^{k} b_{i} y_{i} .
$$

However, $0=f\left(z, y_{j}\right)=a_{j}$ and $0=f\left(z, x_{j}\right)=b_{j}$, for $j=1,2, \ldots, k$. Thus $z=\sum_{i=k+1}^{\gamma} a_{i} x_{i}$. Since $x_{i}$ is in $S_{k}^{*} \cap T_{k}$ for $i=k+1, \ldots, \gamma$, it follows that $S_{k}{ }^{*} \cap T_{k}=\left\langle x_{k+1}, \ldots, x_{\gamma}\right\rangle$. Hence, $W \cap S_{k}{ }^{*} \cap T_{k}=\left\langle x_{k+1}, \ldots, x_{\gamma}\right\rangle \subseteq$ $W \cap T_{k}{ }^{*}$ and, therefore, $\left(W \cap S_{k}{ }^{*}\right)-\left(T_{k}{ }^{*} \cup T_{k}\right)=\left(W \cap S_{k}{ }^{*}\right)-\left(W \cap T_{k}{ }^{*}\right)$. Since $u$ is not in $T_{k}$ and, therefore, not in $S_{k}$, it follows from Theorems 2.4 and 2.1 that

$$
\operatorname{dim}\left(W \cap S_{k}^{*}\right)=(n-1)+[n-(\gamma-1+k)]-n=n-\gamma-k
$$

and

$$
\operatorname{dim}\left(W \cap T_{k}^{*}\right)=(n-1)+[n-(\gamma+k)]-n=n-\gamma-k-1
$$

Let $J=W \cap S_{k}{ }^{*}$ and $M=W \cap T_{k}{ }^{*}$. Then $\operatorname{dim} J / M=1$. As before, the mapping $\bar{f}$ from $J / M$ into $G F(q)$ defined by $\bar{f}(z+M)=f\left(z, x_{k+1}\right)$ is a one-tomapping onto $G F(q)$. Since $y_{k+1}$ must be such that $f\left(x_{k+1}, y_{k+1}\right)=1$, it follows that the number of choices for $y_{k+1}$ is equal to $|M|=q^{n-\gamma-k-1}$. As in the proof of Theorem 3.2, it can be shown that for any such $y_{k+1}, u$ is not an element of $T_{k+1}=\left\langle x_{1}, \ldots, x_{\gamma}, y_{1}, \ldots, y_{k+1}\right\rangle$. Thus, the inductive argument is complete and it follows that

$$
\begin{equation*}
K(\gamma, n)=\prod_{i=1}^{\gamma} q^{n-\gamma-i} \tag{3.3}
\end{equation*}
$$

Together, (3.2) and (3.3) yield the number $N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right)=N(A, C, n, 2 \gamma)$.
Theorem 3.3. Let $A$ be an $n \times n$ symmetric, nonalternate matrix of full rank over $G F(q)$ and let $C$ be an $s \times s$ alternate matrix of full rank over $G F(q), s=2 \gamma$. Then the number of $s \times n$ matrices $X$ over $G F(q)$ such that $X A X^{T}=C$ is given by

$$
N(A, C, n, s)=\prod_{i=1}^{\gamma}\left(q^{n-\gamma-i}\right) M\left(I_{n}, 0, n, \gamma, \gamma\right)
$$

where $M\left(I_{n}, 0, n, \gamma, \gamma\right)$ is given in Theorem 2.5.
4. Determination of $N(A, C, n, s, r)$. Let $A$ be an $n \times n$ symmetric, nonalternate matrix of full rank over $G F(q)$. Let $C$ be an $s \times s$ alternate matrix of rank $2 \gamma \leqq s$ over $G F(q)$. By Theorem 2.2, Theorem 2.3, and Lemma 2.1, $N(A, C, n, s, r)=N\left(I_{n}, G_{\gamma}, n, s, r\right), 0 \leqq r \leqq \min (s, n)$, where $G_{\gamma}$ denotes the $s \times s$ matrix

$$
\left[\begin{array}{lll}
0 & I_{\gamma} & 0 \\
I_{\gamma} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

over $G F(q)$. Thus, it suffices to determine the number $N\left(I_{n}, G_{\gamma}, n, s, r\right)$ of $s \times n$ matrices $M$ of rank $r$ such that $M M^{T}=G_{\gamma}$. Let $M=\operatorname{col}\left[X_{1}, Z\right]$ be any such matrix, where $X_{1}$ is $2 \gamma \times n$ and $Z$ is $(s-2 \gamma) \times n$. Then

$$
\left[\begin{array}{l}
X_{1}  \tag{4.1}\\
Z
\end{array}\right]\left[X_{1}{ }^{T} Z^{T}\right]=\left[\begin{array}{cc}
X_{1} X_{1}{ }^{T} & X_{1} Z^{T} \\
Z X_{1}{ }^{T} & Z Z^{T}
\end{array}\right]=\left[\begin{array}{cc}
F_{\gamma} & 0 \\
0 & 0
\end{array}\right] .
$$

Thus, the $2 \gamma \times n$ matrix $X_{1}$ must be such that $X_{1} X_{1}{ }^{T}=F_{\gamma}$. The number of such matrices $X_{1}$ is the number $N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right)$, given in Theorem 3.3. Further, since rank $X_{1}=2 \gamma$, rank $M=2 \gamma+\tau$ for some $\tau, 0 \leqq \tau \leqq \min (s, n)-2 \gamma$. Given a $2 \gamma \times n$ matrix $X_{1}$ such that $X_{1} X_{1}{ }^{T}=F_{\gamma}$, the number of $s \times n$ matrices $M=\operatorname{col}\left[X_{1}, Z\right]$ of rank $2 \gamma+\delta$ such that $M M^{T}=G_{\gamma}$ depends only on $\gamma, n, s$, and $\delta$. Thus, if we denote this number by $\Phi(2 \gamma, n, s, \delta)$, it follows that

$$
\begin{equation*}
N\left(I_{n}, G_{\gamma}, n, s, 2 \gamma+\tau\right)=N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right) \cdot \Phi(2 \gamma, n, s, \tau) \tag{4.2}
\end{equation*}
$$

Suppose $n$ is odd and let $X_{1}=\operatorname{col}[X, Y]$ be a $2 \gamma \times n$ matrix over $G F(q)$ such that $X_{1} X_{1}{ }^{T}=F_{\gamma}$, where each of $X=\left[x_{1}, \ldots, x_{\gamma}\right]^{T}$ and $Y=\left[y_{1}, \ldots . ., y_{\gamma}\right]^{T}$ is $\gamma \times n$. Then, if $f$ is the nonalternate, nondegenerate bilinear form defined by $f(\xi, \eta)=\xi \eta^{T}$, for all $\xi, \eta$ in $V_{n}$, we have $f\left(x_{i}, x_{j}\right)=f\left(y_{i}, y_{j}\right)=0$ and $f\left(x_{i}, y_{j}\right)=$ $\delta_{i j}$, for $i, j=1,2, \ldots, \gamma$. Suppose $M=\operatorname{col}\left[X_{1}, Z\right]$ is an $s \times n$ matrix of rank $2 \gamma+\tau$ over $G F(q)$ such that $M M^{T}=G_{\gamma}$. By (4.1), $\mathscr{R} \mathscr{S}[M] \subseteq W$. Since $n$ is odd, $u$ is not an isotropic vector and, therefore, is not in $\mathscr{R} \mathscr{S}[M]$. Furthermore, if $Z=\operatorname{col}\left[Z_{1}, z_{s-2 \gamma}\right]$, where $Z_{1}=\left[z_{1}, \ldots, z_{s-1-2 \gamma}\right]^{T}$ is $(s-1-2 \gamma) \times n$, then the $(s-1) \times n$ matrix $D=\operatorname{col}\left[X_{1}, Z_{1}\right]$ has rank $2 \gamma+\tau$ or $2 \gamma+\tau-1$ and is such that

$$
D D^{T}=\left[\begin{array}{lll}
0 & I_{\gamma} & 0 \\
I_{\gamma} & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Since $M M^{T}=G_{\gamma}$, it is clear that $z_{s-2 \gamma}$ must be in $W \cap(\mathscr{R} \mathscr{S}[D])^{*}$. If rank $D=2 \gamma+\tau$, then $z_{s-2 \gamma}$ is in $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}[D]$. If $v$ is in this subspace, then

$$
v=\sum_{i=1}^{\gamma} a_{i} x_{i}+\sum_{i=1}^{\gamma} b_{i} y_{i}+\sum_{i=1}^{s-1-2 \gamma} c_{i} z_{i},
$$

for some $a_{i}, b_{i}, c_{i}$ in $G F(q)$. However, $0=f\left(v, x_{j}\right)=b_{j}$ and $0=f\left(v, y_{j}\right)=a_{j}$, for $j=1,2, \ldots, \gamma$. Hence,

$$
v=\sum_{i=1}^{s-1-2 \gamma} c_{i} z_{i} .
$$

Clearly, $\mathscr{R} \mathscr{S}\left[Z_{1}\right] \subseteq W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}[D]$. Thus, in order that rank $D=2 \gamma+\tau$, it is necessary and sufficient that $z_{s-2 \gamma}$ be in $\mathscr{R} \mathscr{S}\left[Z_{1}\right]$. Since $\operatorname{dim} \mathscr{R} \mathscr{S}$ col $\left[X_{1}, Z_{1}\right]=2 \gamma+\tau$, it is clear that $\operatorname{dim} \mathscr{R} \mathscr{S}\left[Z_{1}\right] \geqq \tau$. If $\operatorname{dim} \mathscr{R} \mathscr{S}\left[Z_{1}\right]>\tau$, then for some $i, 1 \leqq i \leqq s-1-2 \gamma, z_{i}$ is in

$$
\mathscr{R} \mathscr{S} \operatorname{col}\left[X_{1}, z_{1}, \ldots, z_{i-1}\right]-\left\langle z_{1}, \ldots, z_{i-1}\right\rangle .
$$

But $z_{i}$ is in $\left(\mathscr{R} \mathscr{S} \operatorname{col}\left[X_{1}, z_{1}, \ldots, z_{i-1}\right]\right)^{*}$, whose intersection with

$$
\mathscr{R} \mathscr{S} \operatorname{col}\left[X_{1}, z_{1}, \ldots, z_{i-1}\right] \quad \text { is } \quad\left\langle z_{1}, \ldots, z_{i-1}\right\rangle
$$

Thus $\operatorname{dim} \mathscr{R} \mathscr{S}\left[Z_{1}\right]=\tau$ and the number of choices for $z_{s-2 \gamma}$ is $q^{\tau}$. If rank $D=2 \gamma+\tau-1$, then $z_{s-2 \gamma}$ must be in $W \cap(\mathscr{R} \mathscr{S}[D])^{*}-\mathscr{R} \mathscr{S}[D]$. Since $u$ is not in $\mathscr{R} \mathscr{S}[D]$, it follows from Theorem 2.4 that $(\mathscr{R} \mathscr{S}[D])^{*}$ is not a
subspace of $W$. Hence,
$\operatorname{dim}\left(W \cap(\mathscr{R} \mathscr{S}[D])^{*}\right)=(n-1)+[n-(2 \gamma+\tau-1)]-n=n-2 \gamma-\tau$.
Furthermore, $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}[D]=\mathscr{R} \mathscr{S}\left[Z_{1}\right]$, which, by an argument similar to the one used above, can be shown to be of dimension $\tau-1$. Thus, the number of choices for $z_{s-2 \gamma}$ is $q^{n-2 \gamma-\tau}-q^{\tau-1}$. Hence, we obtain the difference equation

$$
\begin{align*}
\Phi(2 \gamma, n, s, \tau)=q^{\tau} \Phi(2 \gamma, n, s-1, & \tau)+\left(q^{n-2 \gamma-\tau}-q^{\tau-1}\right)  \tag{4.3}\\
& \times \Phi(2 \gamma, n, s-1, \tau-1), \quad(n \text { odd })
\end{align*}
$$

with initial condition $\Phi(2 \gamma, n, s, 0)=1$, for $s \geqq 2 \gamma$, and $\Phi(2 \gamma, n, 2 \gamma, \tau)=0$, for $\tau \neq 0$. It is easily seen that the solution to the recurrence in (4.3) is given by

$$
\Phi(2 \gamma, n, s, \tau)=\left[\begin{array}{c}
s-2 \gamma  \tag{4.4}\\
\tau
\end{array}\right] \prod_{j=0}^{\tau-1}\left(q^{n-2 \gamma-j-1}-q^{j}\right), \quad(n \text { odd })
$$

where $\left[\begin{array}{c}s-2 \gamma \\ \tau\end{array}\right]$ is the $q$-binomial coefficient as defined in Section 2.
Suppose $n$ is even and suppose $X_{1}=\operatorname{col}[X, Y]$ is a $2 \gamma \times n$ matrix over $G F(q)$ such that $X_{1} X_{1}{ }^{T}=F_{\gamma}$. Given the matrix $X_{1}$, let $J_{1}(2 \gamma, n, s, \delta)$ denote the number of $s \times n$ matrices $M=\operatorname{col}\left[X_{1}, Z\right]$ of rank $2 \gamma+\delta$ over $G F(q)$ such that $M M^{T}=G_{\gamma}$ and such that $u$ is in $\mathscr{R} \mathscr{S}[M]$, and let $J_{2}(2 \gamma, n, s, \delta)$ denote the number of $s \times n$ matrices $M=\operatorname{col}\left[X_{1}, Z\right]$ of rank $2 \gamma+\delta$ over $G F(q)$ such that $M M^{T}=G_{\gamma}$ and such that $u$ is not in $\mathscr{R} \mathscr{S}[M]$. The use of this notation is justified below as we show that the numbers $J_{1}$ and $J_{2}$ depend only on $\gamma, n$, $s$, and $\delta$. Furthermore,

$$
\begin{equation*}
\Phi(2 \gamma, n, s, \tau)=J_{1}(2 \gamma, n, s, \tau)+J_{2}(2 \gamma, n, s, \tau), \quad(n \text { even }) \tag{4.5}
\end{equation*}
$$

Let $M=\operatorname{col}\left[X_{1}, Z\right]$ be an $s \times n$ matrix of rank $2 \gamma+\tau$ over $G F(q)$ such that $M M^{T}=G_{\gamma}$. Since $n$ is even, $u$ is isotropic and, therefore, may or may not be in $\mathscr{R} \mathscr{S}[M]$. Let $Z=\operatorname{col}\left[Z_{1}, z_{s-2 \gamma}\right]$, where $Z_{1}=\left[z_{1}, \ldots, z_{s-1-2 \gamma}\right]^{T}$ is $(s-1-2 \gamma) \times n$. Suppose $u$ is not in $\mathscr{R} \mathscr{S}[M]$. Then the $(s-1) \times n$ matrix $D=\operatorname{col}\left[X_{1}, Z_{1}\right]$ has rank $2 \gamma+\tau$ or $2 \gamma+\tau-1$ and is such that $u$ is not in $\mathscr{R} \mathscr{S}[D]$. In order to determine a difference equation in $J_{2}(2 \gamma, n, s, \tau)$, we seek expressions $Q(2 \gamma, n, s, \tau)$ and $R(2 \gamma, n, s, \tau)$ such that

$$
\begin{align*}
J_{2}(2 \gamma, n, s, \tau)=Q(2 \gamma, n, s, \tau) J_{2} & (2 \gamma, n, s-1, \tau)+R(2 \gamma, n, s, \tau)  \tag{4.6}\\
& \times J_{2}(2 \gamma, n, s-1, \tau-1), \quad(n \text { even }) .
\end{align*}
$$

If rank $D=2 \gamma+\tau$, then $z_{s-2 \gamma}$ must be in $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}[D]=$ $\mathscr{R} \mathscr{S}\left[Z_{1}\right]$, a subspace of dimension $\tau$. Further, since $u$ is not in $\mathscr{R} \mathscr{S}[D]$, any $z_{s-2 \gamma}$ in $\mathscr{R} \mathscr{S}\left[Z_{1}\right]$ will be such that $u$ is not in $\mathscr{R} \mathscr{S}[M]$. Hence, $Q(2 \gamma, n, s, \tau)=$ $q^{\tau}$. If rank $D=2 \gamma+\tau-1$, then $z_{s-2 \gamma}$ must be in $W \cap(\mathscr{R} \mathscr{S}[D])^{*}-\mathscr{R} \mathscr{S}[D]$. Since $u$ is not in $\mathscr{R} \mathscr{S}[D], u$ is not in $\mathscr{R} \mathscr{S}[M]$ if and only if $z_{s-2 \gamma}$ is not in $\mathscr{R} \mathscr{S} \operatorname{col}[D, u]-\mathscr{R} \mathscr{S}[D]$. Hence, it is necessary and sufficient that $z_{s-2 \gamma}$ be
in $T-(S \cap T)$, where $T=\left(W \cap(\mathscr{R} \mathscr{S}[D])^{*}\right)-\mathscr{R} \mathscr{S}[D]$ and $S=$ $\mathscr{R} \mathscr{S} \operatorname{col}[D, u]-\mathscr{R} \mathscr{S}[D]$. Since $u$ is not in $\mathscr{R} \mathscr{S}[D]$,
$\operatorname{dim}\left(W \cap(\mathscr{R} \mathscr{S}[D])^{*}\right)=(n-1)+[n-(2 \gamma+\tau-1)]-n=n-2 \gamma-\tau$.
Further, $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}[D]=\mathscr{R} \mathscr{S}\left[Z_{1}\right]$, a subspace of dimension $\tau-1$. Thus, $|T|=q^{n-2 \gamma-\tau}-q^{\tau-1}$. Next,

$$
T \cap S=\left(W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S} \operatorname{col}[D, u]\right)-\mathscr{R} \mathscr{S}[D] .
$$

Suppose $v$ is in $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}$ col $[D, u]$. Then

$$
v=\sum_{i=1}^{\gamma} a_{i} x_{i}+\sum_{i=1}^{\gamma} b_{i} y_{i}+\sum_{i=1}^{s-1-2 \gamma} c_{i} z_{i}+d u,
$$

for scalars $a_{i}, b_{i}, c_{i}$, and $d$ in $G F(q)$. Since $x_{j}$ and $y_{j}$ are isotropic, for $j=1,2, \ldots, \gamma, f\left(u, x_{j}\right)=f\left(u, y_{j}\right)=0, j=1,2, \ldots, \gamma$. Thus, $0=f\left(v, x_{j}\right)=b_{j}$ and $0=f\left(v, y_{j}\right)=a_{j}$, for $j=1,2, \ldots, \gamma$. Hence,

$$
v=\sum_{i=1}^{s-1-2 \gamma} c_{i} z_{i}+d u .
$$

Moreover, since $n$ is even,

$$
\left\langle z_{1}, \ldots, z_{s-1-2 \gamma}, u\right\rangle \subseteq W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S} \operatorname{col}[D, u] .
$$

Since $\operatorname{dim} \mathscr{R} \mathscr{S}\left[Z_{1}\right]=\tau-1$ and $u$ is not in $\mathscr{R} \mathscr{S}\left[Z_{1}\right], \operatorname{dim}\left\langle z_{1}, \ldots, z_{s-1-2 \gamma}, u\right\rangle$ $=\tau$ and, therefore, $\mid W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}$ col $[D, u] \mid=q^{\tau}$. Also, since $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S} \operatorname{col}[D, u]=\left\langle z_{1}, \ldots, z_{s-1-2 \gamma}, u\right\rangle, W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap$ $\mathscr{R} \mathscr{S}$ col $[D, u] \cap \mathscr{R} \mathscr{S}[D]=\mathscr{R} \mathscr{S}\left[Z_{1}\right]$. Consequently, $|T \cap S|=q^{\tau}-q^{\tau-1}$. Since $|T|=q^{n-2 \gamma-\tau}-q^{\tau-1}$, it follows that $R(2 \gamma, n, s, \tau)=q^{n-2 \gamma-\tau}-q^{\tau}$. The difference equation in (4.6) becomes

$$
\begin{align*}
& J_{2}(2 \gamma, n, s, \tau)=q^{\tau} J_{2}(2 \gamma, n, s-1, \tau)+\left(q^{n-2 \gamma-\tau}-q^{\tau}\right)  \tag{4.7}\\
& \times J_{2}(2 \gamma, n, s-1, \tau-1), \quad(n \text { even })
\end{align*}
$$

with initial conditions $J_{2}(2 \gamma, n, s, 0)=1$, for $s \geqq 2 \gamma$, and $J_{2}(2 \gamma, n, s, \tau)=0$, for $\tau \neq 0$. It is easily seen that the solution to the recurrence in (4.7) is given by

$$
J_{2}(2 \gamma, n, s, \tau)=\left[\begin{array}{c}
s-2 \gamma  \tag{4.8}\\
\tau
\end{array}\right] \prod_{j=1}^{\tau}\left(q^{n-2 \gamma-j}-q^{j}\right), \quad(n \text { even }) .
$$

Next, suppose $u$ is in $\mathscr{R} \mathscr{S}[M]$. We seek expressions $B(2 \gamma, n, s, \tau), C(2 \gamma, n, s, \tau)$, $E(2 \gamma, n, s, \tau)$, and $F(2 \gamma, n, s, \tau)$ such that

$$
\begin{align*}
J_{1}(2 \gamma, n, s, \tau)= & B(2 \gamma, n, s, \tau) J_{1}(2 \gamma, n, s-1, \tau)  \tag{4.9}\\
+ & C(2 \gamma, n, s, \tau) J_{1}(2 \gamma, n, s-1, \tau-1) \\
+ & E(2 \gamma, n, s, \tau) J_{2}(2 \gamma, n, s-1, \tau) \\
& \quad+F(2 \gamma, n, s, \tau) J_{2}(2 \gamma, n, s-1, \tau-1)
\end{align*}
$$

Suppose $D$ has rank $2 \gamma+\tau$ and $u$ is in $\mathscr{R} \mathscr{S}[D]$. Then, $z_{s-2 \gamma}$ must be in $W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S}[D]=\mathscr{R} \mathscr{S}\left[Z_{1}\right]$, a subspace of dimension $\tau$. Thus, $B(2 \gamma, n, s, \tau)=q^{\tau}$. Suppose $D$ has rank $2 \gamma+\tau-1$ and $u$ is in $\mathscr{R} \mathscr{S}[D]$. Then, $z_{s-2 \gamma}$ must be in $W \cap(\mathscr{R} \mathscr{S}[D])^{*}-\mathscr{R} \mathscr{S}[D]$. Since $u$ is in $\mathscr{R} \mathscr{S}[D]$, $(\mathscr{R} \mathscr{S}[D])^{*} \subseteq W$ and, thus, $W \cap(\mathscr{R} \mathscr{S}[D])^{*}-\mathscr{R} \mathscr{S}[D]=(\mathscr{R} \mathscr{S}[D])^{*}-$ $\mathscr{R} \mathscr{S}\left[Z_{1}\right]$. It follows that $C(2 \gamma, n, s, \tau)=q^{n-2 \gamma-\tau+1}-q^{\tau-1}$. If $D$ has rank $2 \gamma+\tau$ and $u$ is not in $\mathscr{R} \mathscr{S}[D]$, then for any $z_{s-2 \gamma}$ in $\mathscr{R} \mathscr{S}[D], u$ is not in $\mathscr{R} \mathscr{S}[M]$. Therefore, $E(2 \gamma, n, s, \tau)=0$. Finally, suppose $\operatorname{rank} D=2 \gamma+\tau-1$ and $u$ is not in $\mathscr{R} \mathscr{S}[M]$. Then, $z_{s-2 \gamma}$ must be in

$$
\begin{aligned}
& \left(W \cap(\mathscr{R} \mathscr{S}[D])^{*} \cap \mathscr{R} \mathscr{S} \text { col }[D, u]\right)-\mathscr{R} \mathscr{S}[D]= \\
& \left\langle z_{1}, \ldots, z_{s-1-2 \gamma}, u\right\rangle-\mathscr{R} \mathscr{S}\left[Z_{1}\right] .
\end{aligned}
$$

Hence, $F(2 \gamma, n, s, \tau)=q^{\tau}-q^{\tau-1}$. The difference equation in (4.9) becomes

$$
\begin{align*}
J_{1}(2 \gamma, n, s, \tau)= & q^{\tau} J_{1}(2 \gamma, n, s-1, \tau)  \tag{4.10}\\
& +\left(q^{n-2 \gamma-\tau+1}-q^{\tau-1}\right) J_{1}(2 \gamma, n, s-1, \tau-1) \\
& +\left(q^{\tau}-q^{\tau-1}\right) J_{2}(2 \gamma, n, s-1, \tau-1), \quad(n \text { even }),
\end{align*}
$$

with initial condition $J_{1}(2 \gamma, n, s, 0)=0$, for all $s$, and $J_{1}(2 \gamma, n, 2 \gamma, \tau)=0$, for all $\tau$. This initial condition follows immediately from Theorem 3.2 and from the definition of $J_{1}(2 \gamma, n, s, \delta)$. From (4.5), (4.7), and (4.10), a difference equation in $\Phi(2 \gamma, n, s, \tau)$ is obtained, namely,

$$
\begin{align*}
\Phi(2 \gamma, n, s, \tau)= & q^{\tau} \Phi(2 \gamma, n, s-1, \tau)  \tag{4.11}\\
& +\left(q^{n-2 \gamma-\tau+1}-q^{\tau-1}\right) \Phi(2 \gamma, n, s-1, \tau-1) \\
& -q^{n-2 \gamma-\tau}(q-1) J_{2}(2 \gamma, n, s-1, \tau-1), \quad(n \text { even })
\end{align*}
$$

with initial condition $\Phi(2 \gamma, n, s, 0)=1$, for $s \geqq 2 \gamma$, and $\Phi(2 \gamma, n, 2 \gamma, \tau)=0$, for $\tau \neq 0$, where $J_{2}(2 \gamma, n, s-1, \tau-1)$ is given in (4.8). It is easily seen that the solution to the recurrence in (4.11) is given by

$$
\begin{align*}
& \Phi(2 \gamma, n, s, \tau)=\left[\begin{array}{c}
s-2 \gamma \\
\tau
\end{array}\right]  \tag{4.12}\\
& \quad \times\left\{\left(q^{\tau}-1\right) \prod_{i=1}^{\tau-1}\left(q^{n-2 \gamma-i}-q^{i}\right)+\prod_{i=1}^{\tau}\left(q^{n-2 \gamma-i}-q^{i}\right)\right\}, \quad(n \text { even })
\end{align*}
$$

Combining (4.2), (4.4), and (4.12), we obtain the number $N\left(I_{n}, G_{\gamma}, n, s, 2 \gamma+\tau\right)$.
Theorem 4.1. Let $A$ be an $n \times n$ symmetric, nonalternate matrix of full rank over $\operatorname{GF}(q)$, and let $C$ be an $s \times s$ alternate matrix of rank $2 \gamma$ over $G F(q)$. The number of $s \times n$ matrices $X$ of rank $2 \gamma+\tau$ over $G F(q)$ such that $X A X^{T}=C$ is $N(A, C, n, s, 2 \gamma+\tau)=N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right) \Phi(2 \gamma, n, s, \tau)$, where $N\left(I_{n}, F_{\gamma}, n, 2 \gamma\right)$ is given in Theorem 3.3 and $\Phi(2 \gamma, n, s, \tau)$ is given in (4.4) in case $n$ is odd, and in (4.12) in case $n$ is even.

Suppose $A$ is an $n \times n$ symmetric, nonalternate matrix of rank $\rho$ over $G F(q)$ and $C$ is an $s \times s$ alternate matrix of rank $2 \gamma$ over $G F(q)$. By Theorem
2.2, Theorem 2.3, and Lemma 2.1, $N(A, C, n, s, r)=N\left(R_{\rho}, G_{\gamma}, n, s, r\right)$, $0 \leqq r \leqq \min (s, n)$, where $R_{\rho}$ is the $n \times n$ matrix

$$
\left[\begin{array}{ll}
I_{\rho} & 0 \\
0 & 0
\end{array}\right]
$$

over $G F(q)$. If $X=\left[X_{1} X_{2}\right]$ is any $s \times n$ matrix of rank $r$ over $G F(q)$ such that $X R_{\rho} X^{T}=G_{\gamma}$, where $X_{1}$ is $s \times \rho$ and $X_{2}$ is $s \times(n-\rho)$, then

$$
\left[X_{1} X_{2}\right]\left[\begin{array}{cc}
I_{\rho} & 0  \tag{4.13}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
X_{1}{ }^{T} \\
X_{2}{ }^{T}
\end{array}\right]=X_{1} X_{1}{ }^{T}=G_{\gamma} .
$$

Further, rank $X=r$ implies rank $X_{1} \geqq r-(n-\rho)$. For any $\tau$, $\max (r-n+\rho-2 \gamma, 0) \leqq \tau \leqq \min [\min (s, \rho)-2 \gamma, r-2 \gamma]$, the number $N\left(I_{\rho}, G_{\gamma}, \rho, s, 2 \gamma+\tau\right)$ of $s \times \rho$ matrices $X_{1}$ of rank $2 \gamma+\tau$ over $G F(q)$ such that $X_{1} X_{1}{ }^{T}=G_{\gamma}$ is given in Theorem 4.1. Consider any such matrix $X_{1}$. By (4.13), any $s \times(n-\rho)$ matrix $X_{2}$ such that $X=\left[X_{1} X_{2}\right]$ has rank $r$ yields $X R_{\rho} X^{T}=G_{\gamma}$. The number of such matrices $X_{2}$ is the number $L(s, \rho, n, 2 \gamma+\tau, r)$, given in Lemma 2.2. Thus, we have determined the number $N(A, C, n, s, r)=$ $N\left(R_{\rho}, G_{\gamma}, n, s, r\right)$, in case rank $A=\rho \leqq n$.

Theorem 4.2. Suppose $A$ is an $n \times n$ symmetric, nonalternate matrix of rank $\rho$ over $G F(q)$ and $C$ is an $s \times$ salternate matrix of rank $2 \gamma$ over $G F(q)$. The number of $s \times n$ matrices $X$ of rank $r, 2 \gamma \leqq r \leqq \min (s, n)$, over $G F(q)$ such that $X A X^{T}=C$ is given by

$$
N(A, C, n, s, r)=\sum_{\tau=h(\tau, n, \rho, \gamma)}^{d(s, \rho, \gamma, \tau)} N\left(I_{\rho}, G_{\gamma}, \rho, s, 2 \gamma+\tau\right) \cdot L(s, \rho, n, 2 \gamma+\tau, r)
$$

where $N\left(I_{\rho}, G_{\gamma}, \rho, s, 2 \gamma+\tau\right)$ is given in Theorem 4.1, $L(s, \rho, n, 2 \gamma+\tau, r)$ is given in Lemma 2.2, where $h(r, n, \rho, \gamma)=\max (r-n+\rho-2 \gamma, 0)$, and where $d(s, \rho, \gamma, r)=\min [\min (s, \rho)-2 \gamma, r-2 \gamma]$.
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