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This book presents a thorough and detailed description of the very successful 
Lund model of the dynamics of particle physics. The Lund model, inspired by 
quantum chromodynamics, has provided a very promising and pictorial approach 
to the dynamics of quark and gluon interactions. Starting with a brief reprise of 
basic concepts in relativity, the quantum mechanics of fields and particle physics, 
this book goes on to discuss the dynamics of the massless relativistic string, 
confinement, causality and relativistic covariance, Lund fragmentation processes, 
QED and QeD bremsstrahlung, multiplicities and particle-parton distributions. 
The book also explores the relationships between the Lund model and other 
models based on field theory (the Schwinger model, S-matrix models, lightcone 
algebra physics and variations of the parton model) or on statistical mechanics 
(the Feynman-Wilson gas, scaling, iterative cascade models). 

The book will be of interest to experimental and theoretical particle physicists, 
and also to those working in other branches of physics who would like to develop 
a feel for these basic interactions. This title, first published in 199 , has been

 reissued as an Open Access publication on Cambridge Core.
8

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


CAMBRIDGE MONOGRAPHS ON PARTICLE PHYSICS, 
NUCLEAR PHYSICS AND COSMOLOGY: 7 

General Editors: T. Ericson, P. V. LandshofI 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


THE LUND MODEL 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


CAMBRIDGE MONOGRAPHS ON PARTICLE PHYSICS, 
NUCLEAR PHYSICS AND COSMOLOGY 

1. K. Winter (ed.): Neutrino Physics 

2. 1. F. Donoghue, E. Golowich and B. R. Holstein: Dynamics of the Standard Model 

3. E. Leader and E. Predazzi: An Introduction to Gauge Theories and Modern Particle Physics, Volume 1: 
Electroweak Interactions, the 'New Particles' and the Parton Model 

4. E. Leader and E. Predazzi: An Introduction to Gauge Theories and Modern Particle Physics, Volume 2: 
CP-Violation, QCD and Hard Processes 

5. C. Grupen: Particle Detectors 

6. H. Grosse and A. Martin: Particle Physics and the Schriidinger Equation 

7. B. Andersson: The Lund Model 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


The Lund Model 

BO ANDERSSON 
Lund University 

CAMBRIDGE 
UNIVERSITY PRESS 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


Shaftesbury Road, Cambridge CB2 8EA, United Kingdom

One Liberty Plaza, 20th Floor, New York, NY 10006, USA

477 Williamstown Road, Port Melbourne, VIC 3207, Australia

314–321, 3rd Floor, Plot 3, Splendor Forum, Jasola District Centre, New Delhi – 110025, India

103 Penang Road, #05-06/07, Visioncrest Commercial, Singapore 238467

Cambridge University Press is part of Cambridge University Press & Assessment,  
a department of the University of Cambridge.

We share the University’s mission to contribute to society through the pursuit of 
education, learning and research at the highest international levels of excellence.

www.cambridge.org
Information on this title: www.cambridge.org/9781009401258

DOI: 10.1017/9781009401296

© Cambridge University Press 1998, 2023

This work is in copyright. It is subject to statutory exceptions and to the provisions  
of relevant licensing agreements; with the exception of the Creative Commons version the  

link for which is provided below, no reproduction of any part of this work may take  
place without the written permission of Cambridge University Press.

An online version of this work is published at doi.org/10.1017/9781009401296 under a  
Creative Commons Open Access license CC-BY-NC-ND 4.0 which permits re-use,  

distribution and reproduction in any medium for non-commercial purposes providing  
appropriate credit to the original work is given. You may not distribute derivative works  

without permission. To view a copy of this license, visit  
https://creativecommons.org/licenses/by-nc-nd/4.0

All versions of this work may contain content reproduced under license from third parties.
Permission to reproduce this third-party content must be obtained from these third-parties directly.

When citing this work, please include a reference to the DOI 10.1017/9781009401296

First published 1998
Reissued as OA 2023

A catalogue record for this publication is available from the British Library.

ISBN 978-1-009-40125-8 Hardback
ISBN 978-1-009-40128-9 Paperback

Cambridge University Press & Assessment has no responsibility for the persistence or accuracy of 
URLs for external or third-party internet websites referred to in this publication 

and does not guarantee that any content on such websites is, or will remain, 
accurate or appropriate.

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

www.cambridge.org
www.cambridge.org/9781009401258
http://dx.doi.org/10.1017/9781009401296
http://dx.doi.org/10.1017/9781009401296
http://dx.doi.org/10.1017/9781009401296
https://creativecommons.org/licenses/by-nc-nd/4.0
https://doi.org/10.1017/9781009401296


Contents 

Acknowledgements Xl 

1 Introduction 1 

2 Relativistic kinematics, electromagnetic fields and the method of 
virtual quanta 6 

2.1 The Lorentz boost 7 
2.2 Particle kinematics 11 
2.3 Timelike, lightlike and spacelike vectors in Minkowski space 14 
2.4 The electromagnetic field equations and some of their consequences 18 
2.5 The method of virtual quanta 22 

3 The harmonic oscillator and the quantum field 27 
3.1 Introduction 27 
3.2 The quantum field as a sum of harmonic oscillators 28 
3.3 Feynman's time-ordering prescription 40 
3.4 The method for calculating the scattering cross sections 49 
3.5 The propagators in lightcone physics in the infinite-momentum frame 52 

4 The vacuum as a dielectric medium; renormalisation 57 
4.1 Introduction 57 
4.2 The Kallen-Lehmann representation, the n-particle phase space 61 
4.3 A scalar-field-theory propagator in the Kallen-Lehmann 

representation 64 
4.4 The photon propagator in QED and the gluon propagator in QCD 69 
4.5 Two reasons why in QCD the polarisation tensor behaves 

differently; the introduction of cut diagrams 77 
4.6 The Callan-Symanzik equations for the renormalisation group 85 

5 Deep inelastic scattering and the parton model 90 
5.1 The parton model: Feynman's proposal 93 
5.2 Rutherford's formula from classical mechanics 95 

Vll 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


V111 Contents 

5.3 Rutherford's formula in relativistic quantum mechanics 98 
5.4 The target recoil and the general elastic cross section for the 

scattering of spin 1/2 particles 101 
5.5 The extension to non-pointlike baryons, form factors 104 
5.6 The inelastic scattering of electrons on baryons; lightcone physics 106 
5.7 The parton model revisited 109 
5.8 The partons as quarks 111 

6 The classical motion of the massless relativistic string 114 
6.1 Introduction 114 
6.2 The MRS as a constant force field 115 
6.3 The QeD vacuum as a color superconductor 126 

7 The decay kinematics of the massless relativistic string 134 
7.1 Introduction 134 
7.2 The kinematics of the decay and its implications 136 
7.3 Ordering of the decay process along the lightcones 139 
7.4 Iterative cascade fragmentation models 141 
7.5 The formation time and iterative cascade jets 144 

8 A stochastic process for string decay 146 
8.1 Introduction 146 
8.2 The unique breakup distribution for a single hadron 148 
8.3 The production of a finite-energy cluster of hadrons 154 
8.4 The Artru-Menessier-Bowler model 159 

9 The properties of the Lund model fragmentation formulas; 
the external-part formulas 163 

9.1 Introduction 163 
9.2 The production properties of a cluster 164 
9.3 The properties of the distributions Hand f 165 
9.4 The particle density in a general iterative cascade model 168 
9.5 The relationship between the vertex proper time and the momentum 

transfer across the vertex 172 

10 The internal-part fragmentation formulas and their relations to the 
unitarity equations of a field theory; Regge theory 177 

10.1 Introduction 177 
10.2 The decay properties of a cluster 178 
10.3 The relationship to the unitarity equations for the S-matrix in a 

quantum field theory 183 

11 The dynamical analogues of the Lund model fragmentation formulas 192 
11.1 Introduction 192 
11.2 The decay of the vacuum in an external field 193 
11.3 The Wilson loop exponential laws and gauge invariance 199 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


Contents ix 

11.4 The fragmentation formulas and the partition functions for the 
Feynman-Wilson gas in rapidity space 207 

12 Flavor and transverse momentum generation and the vector meson to 
pseudoscalar meson ratio 213 

12.1 Introduction 213 
12.2 The classical transverse motion of a string 214 
12.3 A general process for transverse momentum generation 219 
12.4 The phenomenological implications of the tunnelling process 224 
12.5 Vector meson suppression 228 

13 Heavy quark fragmentation and baryon production 234 
13.1 Introduction 234 
13.2 Heavy quark fragmentation 235 
13.3 Baryon-antibaryon production 241 
13.4 A different use of the Lund model formulas, the UCLA model 247 

14 The Hanbury-Brown-Twiss effect and the polarisation effects in the 
Lund model 249 

14.1 Introduction 249 
14.2 The Hanbury-Brown-Twiss effect 251 
14.3 The polarisation effects in the Lund model 262 

15 The Lund gluon model, its kinematics and decay properties 269 
15.1 Introduction 269 
15.2 The dance of the butterfly 270 
15.3 The general description of string motion 276 
15.4 Multigluon states and some complications 282 
15.5 The breakup of a gluonic Lund string 286 
15.6 The final-state particles in the breakup of a qgq-state 290 
15.7 A measure of multigluon activity, the generalised phase-space 

rapidity 298 

16 Gluon emission via the bremsstrahlung process 302 
16.1 Introduction 302 
16.2 The matrix element for dipole emission 303 
16.3 The dipole cross section 307 
16.4 The antenna pattern of dipole emission 314 

17 Multigluon emission, the dipole cascade model and other coherent 
cascade models 318 

17.1 Introduction 318 
17.2 The consequences of the second-order matrix element 319 
17.3 An aside on ordering and the Sudakov form factors 321 
17.4 The generalisation of the A-measure to multigluon situations 323 
17.5 The phase-space triangles of DCM 325 
17.6 The description of multigluon emission as a process on the directrix 328 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


x Contents 

17.7 Single-parton emission compared to the DCM procedure 334 
17.8 Some further comments 345 

18 The A-measure in the leading-log and modified leading-log 
approximations of perturbative QCD 349 

18.1 Introduction 349 
18.2 The L-method 352 
18.3 The K-method 363 
18.4 The next-to-Ieading-order corrections 372 
18.5 On the running coupling in QCD 374 
18.6 Discrete QCD, another approximation method 376 
18.7 The x-curve and an infrared-stable A-measure 384 
18.8 The fractal properties of the QCD cascades 390 

19 The parton model and QCD 392 
19.1 Introduction 392 
19.2 The DIS cross sections, initial- and final-state bremsstrahlung 393 
19.3 A bird's-eye view of the features of deep inelastic scattering 397 
19.4 The moment method and the DGLAP mechanism 402 
19.5 The Lipatov results and a critique on the stability 413 
19.6 The CCMF model, interpolating between the DGLAP and the 

BFKL contributions 417 
19.7 The GLR model of reinteraction of partons 421 

20 Inelastic lepto-production in the Lund model, the soft radiation model 
and the linked dipole chain model 423 

20.1 Introduction 423 
20.2 The classical motion of a yoyo-string exposed to a large momentum 

transfer at an endpoint 425 
20.3 The fragmentation of a final-state yoyo-string stemming from a DIS 

event 428 
20.4 A model for baryon fragmentation 430 
20.5 The soft radiation model 434 
20.6 The relationship between the SRM and the non-local form factor 

of the CCMF model 437 
20.7 The linked dipole chain model 440 
20.8 The structure function behavior of the LDC model 455 

References 465 

Index 468 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


Acknowledgements 

This book is dedicated to the memory of my teacher, Gunnar Kallen, who 
died much too young. He was the greatest teacher any man could have 
had. Those of us who enjoyed the vision of physics according to the way 
he described it, as a great adventure, have often asked what he would 
have said about the greatest adventure my generation will ever have, i.e. 
the confined field theory of QeD (which is so different from what we 
talked about in Lund in the 1960s !). 

I would also like to thank my collaborators over the years, in particular 
the past and present members of the Lund High-Energy Theory Group. I 
will firstly mention Gosta Gustafson, who kindly has read most parts of 
this book and provided many useful remarks. He has been my principal 
collaborator for very many years and there is no way to thank him 
for all the joy and insight he has provided. Further, one of our recent 
students, J ari Hakkinen, has helped me both with my sometimes very 
temperamental computer and also with the figures. As there are very few 
'free luncheons in life', as my American friends tell me, his help has been 
something that I will savour for all times. I have also been teased, kicked 
around and during the process learned a lot from my copy-editor, Susan 
Parkinson. 

But even if I have been endowed with the best advisers, with regard to 
any remaining errors and omissions the buck rests with me! 

Xl 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


1 
Introduction 

This book stems from lectures in different places and at different times. 
I would like to thank all those colleagues, graduate students and collab­
orators, who have patiently listened, commented upon and by insistent 
questioning given me insight into the physics described in this text. 

You will find that the physics is described in a semi-classical language. I 
believe that my generation, the grandchildren of the wonderful generation 
that developed the tools of quantum mechanics, have largely learned to use 
semi-classical dynamical pictures while avoiding the quantum mechanical 
pitfalls. After having understood that the state density is different and 
that probabilities are not additive in quantum mechanics most of one's 
classical intuition can be used. I provide an example in Chapter 2 which 
shows that you can never fool Heisenberg's indeterminacy relations (i.e. 
position and conjugate momentum cannot be determined simultaneously 
with arbitrary precision). But you may choose your variables in such a 
way (rapidity and position for high-energy particles) that all the quantum 
mechanical rules are fulfilled and you may still transfer easily between the 
descriptions in terms of the different variable sets. 

The material in the book has been chosen to stress the connections 
between different approaches to high-energy physics. The basic picture 
is nevertheless the one stemming from field theory as it is used in the 
Lund model. The Lund model has been successful in describing many 
of the dynamical features of multiparticle production because it contains 
so many relations to earlier and contemporary work, although often 
with very different dynamical starting points. I am very sorry that due 
to space limitations I have had to exclude many interesting and still­
viable theoretical approaches to the physics of high-energy multi particle 
production from this book. 

It may at this point be useful to try to clarify what I mean by the 
Lund model in this book. There is some confusion because during the 
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2 Introduction 

years many of the original contributors (and also people never working 
with the Lund Group) have provided a lot of material described as 'in 
accordance with the Lund model'. After chapters on relativistic kinematics, 
field theory, renormalisation and the parton model, all introduced to provide 
the notation as well as some useful formulas, I will consider the Lund 
fragmentation model of quarks and gluons. 

This part of the Lund model (which was the first part produced and 
which, owing to lucky coincidences has not been changed very much over 
the years) makes use of the massless relativistic string as a model for 
the QCD color force fields. It provides a description of the transition 
from the partonic entities to the final-state observables in terms of the 
hadronic states. The model is described in detail in Chapters 6-15 and is 
implemented in the well-known Monte Carlo simulation program JETSET. 
The major achievements are 

1 A consistent space-time and energy-momentum-space description 
leading to a unique (Markov) stochastic process for the breakup of 
the (string) field into hadrons. The process is described on the (1 + 1)­
dimensional surface spanned by the string field during its periodic 
motion (and it is determined uniquely from the partons). 

2 A highly nontrivial description of the partons, with the quarks (q­
particles) and antiquarks (q-particles) as endpoint excitations and 
the gluons (g) as internal excitations on the string field. 

3 The breakup of the fields into 'new' qq-pairs stems from a quantum 
mechanical tunnelling process. Although all the formulas of the 
model are derived in a semi-classical framework the final results 
can be interpreted within a consistent quantum mechanical scenario 
(and actually also within statistical mechanics, thereby providing the 
so-called Feynman-Wilson gas analogy). 

4 It is possible within the model to account for the strong (transverse) 
polarisation effects observed and to describe more subtle quantum 
mechanical interference effects such as Bose-Einstein correlations. 

There is secondly the Lund dipole cascade model (the DCM), which 
contains a description of the multiparton bremsstrahlung emissions in 
perturbative QCD, thereby providing the states for which the Lund frag­
mentation model may be applied. This is described in Chapters 16-18 and 
it is implemented in the ARIADNE Monte Carlo simulation program. A 
different approach, the method of independent parton cascades, has been 
implemented in the JETSET and, according to the Webber-Marchesini 
model, cf. Chapter 17, in the HERWIG Monte Carlo simulation pro­
grams. 
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Introduction 3 

There is finally (and this is a very recent advance) the linked dipole 
chain model, providing a description of the states occurring in deep in­
elastic scattering (DIS) events. I start with Chapter 19 on the 'ordinary' 
approach to DIS using the (double) leading-logarithm approximation as 
well as the results of approximating the matrix elements by the (major) 
lightcone singularities. The main problem is to describe the hadron struc­
ture functions, i.e. the partonic flux factors, stemming from the hadronic 
wave function, in accordance with perturbative QCD. The well-known 
Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations are de­
rived and also the considerations behind the Balitsky-Fadin-Kuraev-Lipa­
tov (BFKL) mechanism. Finally I have included a section on the recent­
ly developed Ciafaloni-Catani-Marchesini-Fiorani (CCMF) model, which 
contains a very ambitious effort to re-sum the large-order contributions 
to the perturbative QCD diagrams. 

The linked dipole chain (LDC) model, described in Chapter 20, is 
a generalisation and simplification of the results of the CCFM model 
and just as for CCFM it interpolates between the DGLAP and BFKL 
results for the structure functions. It provides a general framework to 
describe all kinds of deep inelastic scattering events (besides the 'ordinary' 
parton-probe events that occur in accordance with perturbative QCD and 
the Feynman parton model there are boson-gluon fusion events, which 
contribute a large part of the present HERA cross section, and Rutherford 
scattering between the resolved probe structure and the hadron structure). 

In this way the Lund model contains one common general feature at every 
level of the description of QeD, i.e. the occurrence of dipoles: 

• An excitation in the vacuum, e.g. from an e+ e- annihilation event, 
produces a color qq-dipole, which decays via gluon bremsstrahlung 
according to the dipole cascade model into a set of color dipoles, 
spanned between the partons. This is known as a 'timelike' cascade 
because the original large excitation mass decays into smaller and 
smaller dipole masses. The dipoles move apart thereby producing a 
force field similar to the modes of the massless relativistic string. 

• Afterwards the string field breaks up into hadrons, 'the ultimate 
dipoles', produced in the Lund fragmentation model from a quark 
and antiquark from adjacent breakup vertices together with the field 
in between. 

• When such a hadron is probed the states can again be described 
as a set of dipoles, according to the linked dipole chain model, 
spanned between the color-adjacent gluons emitted in the ensuing 
bremsstrahlung. This is known as a 'spacelike' cascade because it 
corresponds to probing the hadron wave function up towards larger 
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4 Introduction 

and larger 'virtualities', i.e. more and more spacelike momentum 
transfers, _q2 = Q2 (smaller wavelengths A'" l/Q). The interaction 
with the probe brings the whole chain on-shell and then the dipoles 
again decay via the dipole cascade model to smaller dipoles and 
finally into hadrons via the Lund fragmentation model. 

At this point I would like to make two remarks. Firstly there is a 
duality between descriptions of perturbative QCD in terms of dipoles 
and in terms of gluonic excitations. The gluons correspond to pointlike 
excitations in the color field while the dipoles are the (field) 'links' between 
these points. In other words the color from one dipole meets the anticolor 
from the adjacent one at a gluon 'corner' (note that the color-8 gluons 
can be considered as a combination of 33 color charges). 

My second remark is that the only solvable confined field theory we 
know of, (1 + i)-dimensional QED (the Schwinger model described in 
Chapter 6) is just a theory of dipoles. The Lagrangian of the original 
fermion-antifermion field interacting with the connecting electric field 
can be transformed into the Lagrangian of a free field, corresponding 
to a dipole density of massive quanta composed of such a pair and the 
adjoining field. It should be stressed, however, that it is not known whether 
confinement implies a dipole picture of the charges and the fields. 

Hadronic interactions per se have been investigated during a longer 
timespan than any other parts of multiparticle dynamics, but we are still 
very far from a consistent and useful description. I have at different places 
introduced some features, e.g. the S -matrix and unitarity, which are so 
general that they must be part of any future theory. But I have owing to 
space limitations decided to exclude all specific models, although some of 
them, like Gribov's Reggeon theory, have beauty and generality sufficient 
to redeem even a partial study. 

I have also generally avoided to include experimental material. It should 
be stressed that no phenomenological work is alive without the necessary 
experimental checks on the approach. There have been, however, a large 
number of investigations, reviews and comparisons with experimental 
data in all the conference proceedings of the last decade. They are all 
in agreement with the general approach of the book. I will as a further 
excuse make use of the following sentence, which occurs in many places 
and must have been invented for just this situation: 'New experimental 
material is also coming in at such a rapid rate that the book would date 
unnecessarily quickly by including only the presently available data'. I 
admire my experimental colleagues for the fact that it is a true statement! 

But we should always keep in mind what Bacon has pointed out (this is 
a free translation of the credo of phenomenology): 'You have not learned 
anything by being in agreement with data, because there are always other 
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possible explanations. But if you put forward an idea, calculate inside the 
framework in an honest way and find disagreements with experiments 
then you have learned something, i.e. that this approach is not taken by 
Nature'. Or as one of my friends enthusiastically said during a heated 
conference discussion: We must dare to be wrong! 

I have used the units conventional in today's high-energy physics put­
ting the velocity of light c and Planck's constant 1i equal to unity thereby 
making energy dimensions inverse to length dimensions. In that connection 
it is useful to remember that a transfer between energy and length units 
is with this convention provided by the rather precise approximation 1 fm 
x 1GeV ~ 5. 

In order to keep the reference list reasonably short I have taken the 
liberty of omitting references to phenomena like the parton model, Wick's 
theorem, the Ward identity etc., which nowadays are all part of our 
common physics heritage. I may have overdone it and if so I apologise to 
the authors. I would like to mention that material included in the books 

J.D. Jackson, Classical Electrodynamics, John Wiley & Sons 
H. Goldstein, Classical Mechanics, Addison-Wesley 
E. Merzbacher, Quantum Mechanics, John Wiley & Sons 

is referred to by these authors' name only. There is evidently a set of 
equally useful basic text-books where you can find the same material, 
but it is impossible to be exhaustive. When it comes to quantum field 
theory the subject has still not matured to the extent of these text-books. 
A rather formal description (containing, however, many useful references) 
is given by C. Itzykson and J.B. Zuber, Quantum Field Theory, McGraw­
Hill, 1980. For perturbative QCD there is a recent book, Yu.L. Dokshitzer, 
v.A. Khoze, A.H. Mueller and S.l. Troyan, Basics of Perturbative QCD, 
Editions Frontieres, 1991, which is very good. An early reference to the 
Lund model (as of 1982) is Phys. Rep. 97 31, 1983. 
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2 
Rela tivistic kinematics, electromagnetic 
fields and the method of virtual quanta 

The dynamics of the massless relativistic string (which we will meet at very 
many different places in this book) is a delightful theoretical laboratory to 
study the properties of the theory of special relativity. To make the book 
self-contained and also to define our notation we will briefly review in this 
chapter some properties of special relativity, in particular with respect to 
its implications for high-energy particle kinematics. 

We will also review some properties of electromagnetic fields with 
particular emphasis on the features we are going to make use of later in 
the book. We will end with a description of the interaction ability of an 
electrically charged particle. 

This is the first but not the last example in this book of the law of the 
conservation of useful dynamics. This says that every new generation of 
theoretical physicists tends to reinvent, reuse (and usually also rename) 
the most useful results of earlier generations. One reason is evidently that 
there are few situations where it is possible to find a closed mathematical 
expression for the solution to a dynamical problem. 

Here our basic aim is to describe the interactions between charged 
particles which are moving with very large velocities (as they do in high­
energy physics). As a charged particle interacts via its field the question 
can be reformulated into finding a way to describe the field of a charged 
particle which is moving very fast. To account for quantum mechanics we 
need a way to describe the quantum properties of the charged particle's 
field and this problem can be solved even at a semi-classical level. It is 
possible to obtain a closed formula for the flux of the field quanta in this 
case. 

Fermi addressed the problem in the 1920s, Weizsacker and Williams 
found the method independently of Fermi and each other in the 1930s. 
After that it became a standard tool in connection with QED in terms of 
the method of virtual quanta, the MVQ. Later again Feynman made use 
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2.1 The Lorentz boost 7 

of it in order to introduce the parton model. We will discuss that model 
repeatedly in this book, but it is useful to see how 'partons' emerge even 
at the semi-classical level in electromagnetism. 

2.1 The Lorentz boost 

Michelson and Morley demonstrated that the velocity of light, c, is inde­
pendent of the direction of a light beam. Einstein interpreted this finding 
to imply that the velocity c is independent of the relative motion of the 
light source and the detector. 

We are not going to dwell upon the many basic questions that are raised 
by this interpretation but simply accept that it has profound implications 
with respect to measurements of events in space and time. The resulting 
predictions have been tested repeatedly and always been found to be true. 
In this section we will briefly consider some of these predictions. 

I The Lorentz boost. Consider two observers A and B, moving with 
respect to each other. We will suppose that they have calibrated their 
watches and decided upon a common origin in space and time as well 
as the directions of the coordinate axes in space. The arrangement 
will be that they move along their common x-axis so that B has the 
velocity v with respect to A. We will for simplicity use units such that 
the velocity of light c = 1. Then an event (1) which for A occurs at 
the space-time coordinates 

(1) == (tlA,X1A,Y1A,ZlA) 

will for B, in his system, seem to occur at 
coordinates (with the corresponding index B): 

tlB = Y(V)(tlA - VX1A) 

X1B = Y(V)(X1A - vtlA) 

Y1B = Y1A 

ZlB = ZlA 

(2.1) 

the time and space 

(2.2) 

This transformation is termed a boost along the x-axis and y(v) = 
1/.J1 - v2. The time- and the (longitudinal) x-coordinates get mixed 
by the transformation but the transverse coordinates, i.e. the Y- and 
z-coordinates, are unaffected. Several boosts may be performed one 
after the other. It is easy to see that the final result does not depend 
upon the order and therefore the boosts along a single direction 
constitute a commutative (abelian) group. 

More complex transformations also include rotations of the coordinate 
systems. Note that such rotations in general do not commute with each 
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8 Relativistic kinematics 

other or with the boost transformations. This means that the outcome of 
the total transformation depends upon the order in which each one of the 
rotations and boosts is done. 

II The proper time. The coordinate and time values are all differences 
between the commonly agreed origin and the space-time point at 
which event (1) occurs. They are all relative coordinates. A and B will 
have different values for their measured t, x values for the event but 
there is one combination which they will agree upon, 

(2.3) 

The proper time of the event, 'q, is evidently an invariant with respect 
to all boosts along the x-axis. This means that it does not contain any 
reference to the relative velocity of the observers along the x-axis. 

The proper time is the value a watch would show if it started out from 
the origin (i.e. at t = 0, x = 0) in A's system and moved away with velocity 
VA = XIA/tIA. Then it will arrive at XIA at time tlA, just when the event 
(1) occurs. To see this imagine that observer B had chosen the velocity 
v = VA. It is therefore the time obtained in the rest frame of the watch. 
This is the frame in which both events occur at the same place, the space 
origin (make use of the second line in Eq. (2.2) !). 

IlIA Time dilation. The observer A will conclude that the time difference 
in his system that corresponds to the proper time 'rl would be (make 
use of the first line of Eq. (2.2)!) 

'rl 
tlA = (2.4) 

J1-v~ 
This means that to A it will seem that the time difference is larger, 
i.e. it will seem as if time is passing more slowly in the watch rest 
system. This effect is called time dilation. 

This is a noticeable effect for the fast-moving fragments of a collision 
between cosmic ray elements and the atoms of the upper atmosphere. 
There are e.g. the ,u-particles, very short-lived when we produce them 
basically at rest, in the laboratory on earth. The lifetime of a ,u-particle is 
around 2 x 10-6 seconds. Therefore even if it was moving with the velocity 
of light it would only be able to cover about 600 metres! 

Nevertheless the produced ,u-particles survive a sufficiently long time to 
be able to go all the way from the top of the atmosphere down to earth, 
where we can find them in abundance. 

To understand this effect we note that the decay time is related to the 
properties of the particle in its rest frame while the 'survival time' we 
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2.1 The Lorentz boost 9 

observe is the time it will take a fast-moving particle (with velocity close 
to c) to move the distance (j from the top of the atmosphere (at a height 
of around 2 x 104 meters) to the observation point on earth. According 
to Eq. (2.4) this survival time is much longer and therefore many of the 
Il-particles survive to reach the ground. 

IIIB Lorentz contraction. There is a corresponding effect for distances, 
which is called Lorentz contraction. For the surviving Il-particles, 
the distance (j, which to us is about 2 x 104 meters, will seem to be 
at most the 600 metres mentioned above. Considered from the rest 
system of the Il-particle the distance (jrest is the length that the earth 
and its atmosphere moves towards it during its lifetime! From the 
Eq. (2.4) we conclude for the Lorentz contraction effect 

(jrest = (j -J 1 - v2 (2.5) 

IV Covariance. The scalar product of two ordinary vectors a . b, written 
in terms of the coordinates as axbx + ayby + azbz, is an invariant 
with respect to rotations. It is possible to write the invariant 1:1 as a 
(generalised) scalar product. The quantity 

(2.6) 

will be invariant with respect to the general Lorentz transformations 
(i.e. boosts and rotations in any order) if the coordinates and times 
of the events (1) and (2) transform with respect to Lorentz boosts 
as in Eq. (2.2) (and (1) == (Xl,Yl,Zt) and similarly (2) transform as 
ordinary vectors under rotation). 

Such quantities as (1) in Eq. (2.1) are called four-vectors. They transform 
as vectors with respect to the Lorentz transformations, in particular as in 
Eq. (2.2) for boosts along an axis. Besides the invariants, in the same way 
called scalars under the Lorentz transformations, and the four-vectors it 
is possible to define four-tensors (the electromagnetic field tensor is an 
example of such a quantity). 

All these quantities are said to be covariant: they transform in a linear 
way with respect to the Lorentz transformations, i.e. the corresponding 
quantities in different Lorentz frames are related by means of linear 
equations. 

V The transformation of the velocity. As an example of a quantity with 
more complex properties with respect to the Lorentz transformations 
we consider the velocity. We have already mentioned the velocity VA 

measured in A's system. From B's point of view the corresponding 
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velocity will be (use both the first and the second line of Eq. (2.2)!) 

VA -v 
vB = (2.7) 

I-VAV 

It is not difficult to show that if the velocities VA, v do not exceed 
c = 1 then the velocity VB will have the same property. 

VI The energy-momentum Jour-vector. The classical (Newtonian) defini­
tion of momentum is the mass (m) times the velocity (vp) of the 
particle. But from Eq. (2.7) it is obvious that the transformation 
properties of the velocity are complex under a Lorentz boost. In 
order to generalise the definition of momentum Einstein made use 
of the proper time of the particle motion in the following way. 

The velocity of the particle is defined in terms of its trajectory r(t) (i.e. 
its space position r labelled by means of the time t) as 

dr 
vp = dt (2.8) 

For every (massive) particle it is possible to imagine a rest frame in which 
the particle is always at the (space) origin. In this way it is possible to 
define the proper time. for the particle's motion; it is the time in this, the 
particle's rest system. 

Considered from any other Lorentz frame the proper time • will be 
related to the 'ordinary' time t by means of the differential equation 

d. = dtJl-v~ 
according to Eqs. (2.3), (2.4). 

(2.9) 

The proper time .(t) defined in this way is unique as soon as proper 
boundary conditions are given for the differential equation. (Its functional 
dependence upon the time t will in general be different in different Lorentz 
frames, however.) 

We conclude that the corresponding Jour-velocity u defined by 

( dt dr) 
u == d.' d. = y(vp)(I, vp) (2.10) 

will transform covariantly as a vector under the Lorentz transformations. 
(The third line of Eq. (2.10) is obtained from the differential equation 
(2.9).) Note that the corresponding invariant uu = u2 has the value u2 = l. 
Einstein defined the Jour-momentum p of a particle as 

p = (e,p) = mu = my(vp)(l, vp) (2.11) 

The space components p (from now on the momentum) of this four­
momentum (which we sometimes will call the energy-momentum vector) 
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have the property that for small velocities IVpl == IVpl (which should be 
interpreted to mean IVpl ~ c, of course) they coincide with the classical 
momentum components. 

The 'extra' component e = my(vp } can be identified with the energy of 
the particle because for small velocities we obtain by expanding the square 
root 

(2.12) 

The second term corresponds to the well-known expression for the kinetic 
energy of a (nonrelativistic) particle. The first term, the rest energy, cor­
responds to the famous Einstein conclusion that the mass content of a 
particle is related to a stored energy, es 

as 

2 es = me (2.13) 

The ordinary vector velocity vp can according to Eq. (2.11) be expressed 

p 
vp =­

e 

2.2 Particle kinematics 

(2.14) 

The invariance equation for the energy-momentum vector p = (e, p), if we 
consider a particle moving along a fixed direction p = pn, described by 
the unit vector n is 

(2.15) 

This means that the energy (which always is positive for a particle) can 
be expressed as e = J p2 + m2. 

VII The rapidity variable. According to Eq. (2.15) a particle with a fixed 
mass has a four-momentum which lies on a hyperbola in the ep­
plane. It is possible to introduce a hyperbolic angle YP to describe 
any particular point on the hyperbola: 

e = mcoshyp 

p = msinhyp 
(2.16) 

This hyperbolic angle is called the rapidity, and we note from the 
relationship between (e,p) and the ordinary velocity vp in Eq. (2.11) 
that 

Vp = tanhyp ~ YP (2.17) 

with the last line valid for small values of vp and yp. We also note 
that y(vp} = coshyp. 
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For a Lorentz boost along the direction n we obtain, using the first 
two lines of Eq. (2.2), with a boost velocity v = tanh y and using the 
notation (eB,PB) for the energy-momentum components in the new 
frame, 

eB = y(v)(e - vp) 

= m( cosh YP cosh y - sinh yp sinh y) = m cosh(yp - y) 

PB = y(v)(p - vE) (2.18) 

= m( sinh YP cosh y - cosh yp sinh y) = m sinh(yp - y) 

This means that Lorentz boosts along n will move us along the 
hyperbola of Eq. (2.15). In particular any value of the energy­
momentum can be obtained by a suitable boost from the rest system 
YP = O. In other words the rapidity variable is additive. 

This also comes out of the relation for adding ordinary velocities, Eq. 
(2.7), if we express the velocities in terms of rapidities: 

VA -v 
VB::::: tanhYB = 1 = tanh(YA - y) (2.19) 

-VAV 

If the rapidity is expressed in terms of the corresponding velocity v we 
obtain 

y = ! In (~) = ! In (e + P) 
2 1-v 2 e-p 

(2.20) 

It often occurs that in a given dynamical situation there may be a direction 
which is of particular importance. It is then useful to describe the particles 
under investigation in terms of their rapidities defined with respect to that 
direction (even if some or all of the particles move in somewhat different 
directions). This corresponds to using the velocity component, Vt, along 
that (longitudinal) direction; we then obtain 

Yt:::::!ln(l+Vt ) =!In(e+ pt ) (2.21) 
2 1- Vt 2 e - Pt 

with Pt the corresponding momentum component. 

VIn The lightcone components. It is often useful to describe the energy­
momentum vector with respect to the direction n in terms of the 
components 

P+ = e + p = mexpyp, p_ = e - p = mexp(-yp) (2.22) 

For a boost with rapidity y along n these quantities transform as 

p+ ---+ p+exp(-y), p_ ---+ p_expy (2.23) 

It is of course natural that their product is a constant, equal to 
the invariant in Eq. (2.15). For the case in Eq. (2.21) one defines 
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the lightcone components (e ± Pt). They can then be described with 
respect to the rapidity Yt in the same way as in Eq. (2.22) except that 
the mass m is exchanged for the transverse mass mt. This quantity is 
defined by 

(2.24) 

in terms of the transverse momentum vector Pt, corresponding to the 
two components of the momentum that are transverse to the chosen 
longitudinal direction. 

We will at this point briefly consider Heisenberg's indeterminacy rela­
tions and indicate that although the position and the conjugate momentum 
of a particle cannot be determined simultaneously it is possible to deter­
mine the rapidity and the position for a high-energy particle simultaneously 
with any degree of exactness, [66]. 

The indeterminacy relations mean that owing to the commutation rela­
tion 

[P,x] =-i (2.25) 

it is necessary that the width of a wave-packet in position x, ~x, is related 
to the corresponding width in momentum p, ~p by 

~x~p ~ 1/2 (2.26) 

Merzbacher shows, by defining the mean and the width in the state with 
the wave function lp as 

(x) = J dxlp*(x)Xlp(x) 

(~x)2 = \(x - (x))2) = J dxlp*(x)(x - (x))2lp(x) 
(2.27) 

with a similar relationship for p that there is a single kind of state, the 
Gaussian wave packet, for which Eq. (2.26) is an equality. 

We can rewrite Eq. (2.26) in the following way for a particle with 
energy-momentum (e, p) with rapidity according to Eq. (2.16): 

~p 1 
~x- == ~x~y > - ---+ 0 (2.28) 

e - 2e 

when e is very large. Note that Eq. (2.16) implies that dp/e = dy. 
Relation (2.28) is shown for a free particle, in [66], by actual construction 

of the necessary wave-packets. It implies that, although you can never fool 
Heisenberg, you are allowed to choose your variables in such a way that 
quantum mechanical effects can be small or negligible. 

As you will find in connection with the Lund model, when we are 
concerned with the longitudinal dynamics we shall use the freedom to 
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present semi-classical pictures, in which we go between coordinate- and 
rapidity-space descriptions. This cannot be done in the same cavalier way 
in connection with the transverse dynamics, because transverse momenta 
are in general very limited in size in high-energy physics. 

2.3 Timelike, Iightlike and spacelike vectors in Minkowski space 

Up to now we have neglected the fact that the invariant size of a four­
vector, like the squared proper time in Eq. (2.3), is not positive definite 
as is the corresponding length of an ordinary vector. This means that it 
is possible to find space-time points for which the proper time squared is 
vanishing or negative. 

In both these cases the interpretation of proper time discussed above is 
no longer valid. There is no (proper) Lorentz frame that is a rest frame 
for an observer, in which both the start (at the origin) and the event itself 
occur at the same point in space. 

Those points for which the proper-time interpretation is valid are called 
time like and we note that they fulfil 

ItlAI > IrIAI == a (2.29) 

This is evidently a Lorentz-covariant definition. 
All energy-momentum vectors for massive particles are also in the same 

way called timelike. 

1 Lightlike Jour-vectors 

In the case when the proper time squared vanishes it is possible to send 
a light signal directly from the origin to the event point and we therefore 
refer to this situation as a lightlike space-time vector difference. 

There are other cases for which we will meet such lightlike vectors, e.g. 
when we want to describe massless particles such as the quanta of the 
electromagnetic field, photons. For them the energy (cf. Eq. (2.15)) is equal 
to the total momentum, i.e. e = Ikl = Ikl. The corresponding rapidity Yt 
as defined in Eq. (2.21) is directly expressible in terms of the angle, e, 
between a given axis and the photon direction: 

kt = Ikl cos e 

Yt=~ln(~~~:::) =lncot(~) ~-ln(~) (2.30) 

The last statement is an approximation valid for small angles. 
Although Eq. (2.30) is strictly valid only for massless particles it is 

often a very good approximation (and then the variable is called the 
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pseudo-rapidity) for other particles, those whose mass is small compared 
to their energy. In this way we obtain another intuitive way to look at 
the rapidity; it is directly related to the angle with respect to the chosen 
longitudinal direction. 

While both the individual masses of two lightlike particles vanish, the 
sum of their energy-momenta is in general no longer lightlike but timelike: 

kjkj == k; = e; - (kj )2 = 0 

S12 == (kl + k2)2 = 2klk2 = 2ele2(1 - cos 8d = 4ele2 sin2 812/2> 0 
(2.31) 

unless the two lightlike vectors are parallel, which means that the angle 
between them 812 = o. 

It is always possible by means of a Lorentz boost to go to the centre­
oj-mass system (from now on the ems) of two lightlike or timelike vectors. 
This system is defined so that the total momentum vector vanishes. If the 
mass of the four-vector sum JS1i. from Eq. (2.31) is nonvanishing, the size 
of the velocity of the sum is less than c: 

kl +k2 
V12 = Ikll + Ik21 (2.32) 

It is a useful exercise to prove to oneself that by a boost of V12 one reaches 
a Lorentz frame in which the two vectors in Eq. (2.31) have after the 
boost, the components 

k~l = k~2 = JSU; k~l = k~2 = 0; k~l = k~2 = 0 (2.33) 

Thus they have 'oppositely' directed lightcone components in the ems. 
Another way to formulate this is to note that a time like vector may be 
uniquely partitioned into two light like vectors (oppositely directed in space 
in the restframe of the time like vector). 

2 Space like Jour-vectors 

If the invariant length in Eq. (2.3) (generalised possibly by means of Eq. 
(2.6)) is negative then the four-vector is called space like. An example of a 
spacelike vector in space-time is the difference vector between two points 
in space measured at the same time. 

Actually, it is always possible for a spacelike vector in space-time, to 
find a frame such that the time component vanishes. To see this let us 
assume that in the situation described above involving the two observers 
A and B event (1) has a spacelike difference vector with respect to the 
origin, e.g. 

o < tlA < XIA and YIA = ZlA = 0 (2.34) 
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(the sign choice of (tIA,XIA) being made for convenience). Then if the 
observer B moves at a velocity of size v = tIA/XIA (although it appears to 
be a rather peculiar 'velocity' it is evidently smaller than c = 1) we obtain 
directly from (the first line of) Eq. (2.2) that event (1) will occur for B at 
the same time as he starts out from the origin. 

For the observer B there is, however, a (space) distance between the 
origin and (1), that can be obtained from (the second line of) Eq. (2.2), 

(2.35) 

i.e. the invariant length, as expected. 
When the difference vector between two space-time points is spacelike 

then it is impossible to send any kind of signal between them. Therefore, 
it is impossible for two physical events occurring at the two points to be 
causally connected. The occurrence of one of the events cannot affect the 
occurrence of the other. We will in the course of this book have many 
occasions to come back to such situations. 

The typical spacelike vectors in energy-momentum space correspond 
to momentum transfers. If two particles with rest masses mi and m2 are 
scattered elastically from each other then in general there is a momentum 
transfer between them. Elastic scattering means that the same kinds of 
particle occur in the initial state and in the final state. 

The energy-momentum vectors in the initial state, Pji, and in the final 
state, Pj!, of the particles indexed j = 1,2 are, however, in general different. 
Energy-momentum conservation means that 

2 2 

LPji = LPjf (2.36) 
j=1 j=1 

This implies that the difference vector, q, i.e. the momentum transfer 
between the two particles during the scattering, fulfils 

q = PI! - Pli = -(p2! - P2d (2.37) 

If we analyse the situation in the cms, with the two particles approaching 
each other along the x-axis with Pli = pOx = -P2i (see Fig. 2.1) we 
conclude that 

I The absolute sizes of the momenta of the final-state particles are the 
same as for the initial-state particles. To see this we note that 

1 The total momentum in the cms vanishes also in the final state. 
Therefore the two final-state particles must have oppositely 
directed momentum vectors of equal size also. 
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Fig. 2.1. Two particles experience elastic scattering against each other with 
notation described in the text. 

2 Each of the particle energies is given by the momentum size, 
e.g. e ji = J p2 + my and in order to conserve the total energy, cf. 
(2.36), the final-state momentum sizes therefore must be p, too. 

n In the ems the momentum transfer four-vector, q, has no energy 
component, and we obtain for the invariant momentum transfer 
(conventionally called t or _Q2) 

_Q2 = t == q2 = _4p2 sin2(Oj2) ~ -p; (2.38) 

in terms of the scattering angle 0 (see Fig. 2.1) and in the small 
angle limit, sin(Oj2) ~ (sinO)j2, in the last line with the transverse 
momentum Pt = P sin( 0). 

3 Minkowski space 

The vector space endowed with the metric defined by the Lorentz-invariant 
four-vector product in Eqs. (2.3), (2.6) is called Minkowski space. Although 
ordinary space-time contains three space dimensions, it frequently occurs 
that physical models are formulated in lower-dimensional regions, corre­
sponding to one- or two-dimensional space. (It is, of course, sometimes 
useful to make use of larger dimensions both for time and space but we 
shall not need to do so in this book.) 

Minkowski space can be subdivided into the three different parts, con­
sidered above, i.e. into timelike, lightlike and spacelike points with respect 
to the origin (or for that matter with respect to any other point). 

The lightlike vectors form three-dimensional regions, called lightcones, 
in between the other two classes, which are both four-dimensional. It is 
possible to further classify a lightcone into a positive (forward) part and a 
negative (backward) part, according to the sign of the time component, i.e. 

t = ±v7i (2.39) 
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In the same way timelike points can be inside the forward or the backward 
lightcones. 

The significance of these notions is that it is always possible to reach a 
point inside, or on, the forward lightcone by means of a signal from the 
origin. In a similar way the origin can be reached from all the points inside, 
or on, the backward lightcone by means of a signal. All the spacelike points 
are, however, non-causal with respect to the origin, i.e. as mentioned above, 
events in the two points can have no dynamical influence on each other. 

2.4 The electromagnetic field equations and some of their consequences 

We will start with the notion of gauge invariance and after that turn to 
the properties of dielectrics. The rationale for introducing dielectrics is the 
following. The vacuum in a quantum theory, which intuitively corresponds 
to the no-particle state, behaves owing to quantum fluctuations in a way 
effectively similar to a dielectric medium. 

1 Gauge in variance 

The two Maxwell equations corresponding to Faraday's induction law 
and the absence of magnetic charges connect the electric field 8 and the 
magnetic field f!/J in the following ways: 

af!/J 
V x 8 + at = 0, V . f!/J = ° (2.40) 

These equations can be solved by introducing the four-vector potential 
AJl == (Ao,A): 

f!/J = V x A, 
aA 

8=-VAo-­at (2.41) 

It is well known that these relations do not completely determine AJl from 
a knowledge of 8, f!/J. It is always possible to introduce the change 

aA 
A - A + VA, Ao - Ao - at (2.42) 

and still obtain the same electric and magnetic fields. 
The transformation in Eq. (2.42) is a local gauge transformation. The 

word local means that it is possible to choose the function A so that it 
varies from point to point in space and time. 

In somewhat loose language this means that the vector field AJl contains 
redundant, non-observable, degrees of freedom and that one must by 
convention fix these degrees of freedom in order to be able to discuss its 
quantum properties. 
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Such gauge-fixing conventions of a more or less 'physical' kind have 
been suggested and used but it is essential to understand that one con­
vention is, from a dynamical point of view, just as good as another. Any 
observable result of a calculation must be gauge-independent. 

One should always remember when considering the emission of the 
quanta of All that, with a certain gauge-fixing condition, the quanta may 
seem to be emitted from some particular part of the emitting current. It 
may well be the case, however, that the same observable quanta would 
seem to be emitted from a completely different part of the current if 
one were to use a different gauge condition (or as a matter of fact the 
same gauge condition but a different Lorentz frame). We will discuss these 
matters in more detail when we come to matter fields in Chapter 11 and 
to gluon radiation in Chapter 16. 

If we introduce the energy-momentum-space quantities (we use the 
notation A(q) or d(q) for the Fourier transform of a space-time quantity 
A(x), with q the Fourier transform variable) a gauge transformation is 

A(q) ~ A(q) + iqA(q) (2.43) 

This means that, for a radiation field, when the vector potential A = 
Eexp(ikx) describes a photonic quantum with energy-momentum vector 
k (k2 = 0 for real photons) and polarisation vector E, the physics results 
should be independent of the change 

E ~ E + ikA(k) (2.44) 

for any A. 
In order to understand the relation in Eq. (2.44) we consider a boost 

along the direction of motion of the quantum, i.e. along the direction of 
k. In the new frame the size of the momentum Ikl and therefore also 
the energy are changed. For the polarisation vector E this change can be 
compensated by a gauge transformation according to Eq. (2.44). Therefore 
in a charge-free region only the polarisation-vector components transverse 
to the direction of motion (that are invariant with respect to such boosts, 
i.e. those with kE = 0) are physically important (cf. the (brief) discussion 
of helicity in Chapter 5). 

2 The notion of dielectrics 

Besides the two equations mentioned above there are in Maxwell's treat­
ment also Coulomb's and Ampere's laws, which tell us how to construct 
the fields from a knowledge of the charges and currents. They are expected 
to be precise in the microscopic sense (we use small letters to denote the 
microscopic fields and large letters for the corresponding macroscopic 
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V' e =", ae 
VXb--=1 at (2.45) 

Here" and I are the 'local' charge and vector current densities, stemming 
from e.g. individual atomic charges. A quantum field does not really make 
sense as an operator acting as a single point (although with suitable care 
it is often possible to write quantum field operators in that way) because 
it is distribution valued. It should be smoothed out over a region by means 
of a 'test-function' f, [31]: 

e(f) == $(f) = J dxf(x)e(x) (2.46) 

We have here assumed that the test function f is nonvanishing (mathe­
matically 'has support in') a region of suitable size around the point x. 
The typical atomic dimension is of the order of 10-8 cm (about twice 
the Bohr radius for hydrogen), and depending upon the system under 
consideration we may need this or other length units when we consider 
this averaging procedure. Jackson gives a lucid description, to which we 
refer the interested reader. 

The result of the averaging procedure is, however, that not only 'the 
true' charges will affect the fields; there are also induced dipole moments, 
~ and JI, stemming from the polarisation and magnetisation of the 
medium. The effective values of charge and current vector densities are 
thus changed; it is necessary to take into account also the polarisation 
charge, the polarisation current and the magnetic moment current. We 
then arrive at the macroscopic equations containing the free charge (p) 
and current (j) densities (the difference from the rapidly changing local 
" and I densities in Eq. (2.45), which describe individual atomic charges 
in motion, is that these microscopic fluctuations are averaged out, giving 
relatively smooth and slowly varying macroscopic quantities): 

V'D=p, 

D = $ + f!} = € * $, 

V x H- aD =j 
at 

1 
H=86'-.,I/= -*86' 

Jl 

(2.47) 

Here D is the electric displacement vector and H is the magnetic field; € and 
Jl are the dielectricity and the magnetic permeability, of the material under 
investigation. The symbol * is used in order to indicate the possibility 
that, e.g. 

D(x) == € * $ = J dx' €(x - x')$(x') (2.48) 
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This would correspond to an energy-momentum-dependent displacement 

~(q) = [1 + ~(q)]8(q) (2.49) 

where we have introduced the index of refraction ~ = € - 1. 
If we consider plane-wave solutions to the electromagnetic equations, 

(2.47), in a (true) charge- and current-free medium we may write (with the 
convention in classical physics that we are supposed to take the real part 
of all complex quantities) 

8 = 80 exp i(kn . x - wt), &1 = &10 exp i(kn . x - wt) (2.50) 

We then obtain the following requirements: 

k2n2 -)1€W 2 = 0, n· 80 = n· &10 = 0, &10 = ~n x 80 (2.51) 

At this point we may consider a few limiting situations. Suppose firstly 
that € is a constant and (for simplicity) )1 = 1. This means that D and 
H = B are completely local fields. We may in particular consider the 
vector n to be a unit vector. Then we will according to the last two 
equations of (2.51) have transverse waves in the medium. According to 
the first equation in (2.51) there is also a relation, usually referred to 
as a dispersion relation, between the wavenumber k ~ 1/ A, with A the 
wavelength, and the frequency w. 

To see what this relation implies we note that the transport velocity 
of the field energy-momentum is given by the ratio of the (space-time 
averaged) Poynting vector S (lSI == S) and the (space-time averaged) 
energy density u: 

1 .ft 2 1 • • € 2 ) 
S = 218 x Yt'l = 2181, u = 4(€8· 8 + &1. &1 ) = 2181 (2.52 

The factor ! results from averaging the squared harmonic waves and we 
find in this way that the velocity has changed from c = 1 to v = 1/.ft. 
Thus we require € > 1 in order that the transport velocity of the energy 
should not exceed the velocity of light in the vacuum. We note that the 
phase velocity of the waves, which is w /k, then coincides with v. 

Another case of interest is an electron plasma in the limit w ~ wp, 

where wp is the plasma frequency. Then (cf. Jackson) € = l-(wp/wf and 
we obtain the same relation between k and w as for a particle with mass 
wp (this is the only true Higgs-phenomenon we know of at present, i.e. 
the velocity of the electromagnetic waves in a medium is smaller than the 
vacuum velocity; this is tantamount to give a mass, corresponding to the 
plasma frequency, to the field quanta): 

w2 = k2 + w; (2.53) 

In this case the phase velocity of the waves, w /k, is greater than the 
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g 1\ 

----o----------~y-­

gl 

~2 
1 

Fig. 2.2. A charged particle, g approaches a charged observer at the origin with 
velocity v along a direction with impact parameter b. 

velocity of light. The true velocity, called the group velocity, is then instead 
the variation of w with respect to k, dwldk = klw < 1, as we find by 
the well-known construction of local wave-packets from the waves in Eq. 
(2.50), cf. Jackson and Merzbacher. Consequently the index of refraction 
in Eq. (2.49) may be both positive and negative in real life situations. 

We finally note that the index of refraction, e, may have an imaginary 
part. This corresponds to an absorption of the waves, i.e. to an interaction 
between the medium and the waves. There is a general set of relations, the 
Kramers-Kronig relations, [89], [88], between the real and the imaginary 
parts of the index of refraction. They stem from the causality requirement 
that there can be no effect until the waves have reached the medium. This 
leads to analyticity properties for e. We will meet the same properties 
in connection with the vacuum polarisation functions in quantum field 
theory in Chapter 4. 

2.5 The method of virtual quanta 

In this section we consider the electromagnetic field of a fast-moving 
charge and show how to express it in terms of its field quanta. The 
problem will be phrased as follows: 

• Describe the field of an electric charge (size g), moving with velocity 
v along a direction (the I-direction) having impact parameter b (for 
definiteness in the 12-plane) with respect to an observation point at 
the origin Xl = X2 = o. 

We assume that there is an observer, i.e. a detector carrying charge gl, 
at the origin (Fig. 2.2). We expect that the approach of g will be noticeable 
as a pulse of radiation energy for this charged observer. This pulse will 
now be described in a semi-classical framework. 

The Lorentz rest frames of the charges g and gl will be assumed to 
coincide at time tl = t = O. Then we may calculate the Coulomb force 
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field in the rest system of the charge g (where it is the usual spherically 
symmetric field falling off with distance R as oc 1/ R2). 

After that we may use the rules of special relativity and translate this 
field by a boost (with velocity -v) along the I-axis to obtain the field 
components in the rest system of the charge gl (Jackson does it for us so 
we will not dwell upon the details): 

tfl=_gvty tf2=_gby P43=vtf2 (2.54) 
r3 ' r3 ' 

(with r defined below in Eq. (2.55)). Note that the components in the 
2- and 3-directions basically constitute a 'radiation field', i.e. f!lJ = v x 8, 
when v '" c = 1. We are now going to investigate that field. 

The y-factor is as usual 1/ .Jl - v2 and the space extensions of the field 
components are Lorentz-contracted. Therefore, apart from the times t '" 0, 
when the charges are close to each other, the distance r is a large number: 

(2.55) 

The field components in Eq. (2.54) provide two Poynting-vector pulses, 
one along the I-axis and one along the 2-axis. The latter is small and we 
will neglect it from now on. The main I-axis radiation pulse is strongly 
Lorentz-contracted and looks like a bell-shaped curve in the time variable 
with a width (noticeable from Eq. (2.55)) around t = ° of tJt, where 

b 
M = - (2.56) 

vy 

Note that this typical passage time, M, can be written as 

l: mb 
ut=-

p 
(2.57) 

where m is the rest mass and p ~ e (for large v ~ c = 1) are the momentum 
and energy of the charge g. 

We can describe these results in terms offrequency (Jackson provides the 
exact formulas but we do not need the details). The differential intensity 
of the I-axis pulse, dI (w), where w is the frequency will be essentially 
constant from a low-frequency value Wmin (where the wavelength becomes 
so long that there is nothing to observe) up to a maximum (determined 
by Eqs. (2.56), (2.57)): 

1 p 
W max ~ tJt = mb· (2.58) 

This follows from the properties of the Fourier transform and also comes 
out of Jackson's formulas in terms of combinations of Bessel functions. 
We obtain approximately (note that the Poynting vector corresponds to 
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the surface density of the field momentum) 

tux 
dI(w,b) ~ dwdAtn2b2 (2.59) 

For values of w > l/<5t the distribution contains an exponential tail, with 
fast falloff. Here dAt = 2nbdb, i.e. the increase in the transverse area per 
unit impact parameter b. We have also defined the fine structure constant 
0( = g2/(4nnc) under the assumption that g is a unit, i.e. electron, charge. 
We have been careful to keep Planck's constant in the expression (although 
we usually put n = 1 according to the conventions in the Introduction) 
because up to now there has been no reference to quantum mechanics. 

We may, however, now make the time-honoured transition to quantum 
mechanics by noting that for a fixed frequency w the number of quanta, 
dn (in this case photons) in the pulse dI is given by 

dI = nwdn (2.60) 

This means that the whole field energy is carried by individual field quanta, 
each with an energy proportional to its frequency according to Einstein's 
proposal. 

Therefore we have found an (approximate) expression for the number 
of field quanta which will be available for an interaction with the charge 
gl at the origin: 

dn = (~) (dAt ) dw 
n nb2 w 

(2.61) 

This is basically a classical formula (but with quantum mechanics sneaked 
in through Eq. (2.60)). It describes the flux factor in connection with the 
interaction of the charged-particle field quanta. If the scattering cross 
section for the individual quanta is known then we simply multiply by 
this flux in order to get the cross section for the whole charged field. 

Before the flux factor can be used we note, however, that it is singular 
in two different ways. The first way corresponds to the singularity for 
large wavelengths, w ~ 0, to which reference already has been made. 
(The Lund model is everywhere infrared stable and we will therefore not 
consider the problems corresponding to infrared singularities. The main 
point is that when the number of quanta increases indefinitely at small 
frequencies then the dynamical behaviour is not given by their number 
but instead by their 'combined action', which corresponds to the action of 
a classical field.) 

The second singularity is the logarithmic divergence for small values of 
b. This is a typical problem in all situations involving a charged particle. It 
is necessary to define what is meant by the energy of the particle itself and 
what should be attributed to the field. This is called mass renormalisation, 
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i.e. it is necessary to provide the particle with a given rest energy equal to 
its mass, independently of the field surrounding it. 

Classically the field energy from a point particle is always infinite and 
therefore after the discovery of the electron it was described not as a 
'point' but as a small charged sphere with a radius ro > 0 such that its 
(Coulomb) field energy was exactly equal to the mass, me: 

e2 
- = me (2.62) 
4nro 

This quantity ro, the classical electron radius, is approximately 3 x 10-15 

m (using the conventions of c = Ii = 1 to convert to metres) and occurs in 
the cross section for the interaction between an electron and low-frequency 
radiation, W ~ 0: 

d(J r6 2 
dO. = 2(1 + cos e) (2.63) 

This is the Thompson cross section in the solid angle dO. = sin e ded<jJ, 
where e is the scattering angle and <jJ the azimuthal angle around the 
beam direction. It should, however, be understood that as far as we 
know (and this is at least down to 10-17 m because of the results of the 
LEP experiments at CERN) there is no extended space structure of the 
electron. The Thompson cross section therefore corresponds to the size of 
the Coulomb field around the particle rather than to some 'solid-sphere' 
behaviour. 

The necessary cutoff in impact parameter depends upon the problem 
one is considering. It is either the Compton wavelength of the particle that 
is used or the characteristic size of the quantity that is probed by the field 
(but it is always the largest of the parameters). The Compton wavelength 
is AC = lilm and this b-cutoff therefore means that W max as defined in Eq. 
(2.58) will be given by 

p 
W < W max = -,- = p c:::::. e 

mlLC 
(2.64) 

This is not an unreasonable requirement. After all you cannot radiate 
away more energy than you have got! 

The above representation is not normally used in connection with 
quantum field theory, where one usually describes the field not in terms 
of the energy and the impact parameter of the field quanta but instead in 
terms of their energy and transverse momentum. 

The impact parameter vector b is, as we will see later in Chapter 10, 
the canonically conjugate variable to the transverse momentum k t in a 
high-energy scattering event. Therefore one obtains the distribution of 
one from the other by means of a Fourier transform of the transition 
amplitude. 
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We note that the formulas above contain (as always for observables 
in quantum mechanics) the square of the amplitude (in this case 1&'12) 
but from the scaling behaviour (no dimensional constants) we may guess 
that the relation between the distribution in impact parameter and the 
transverse momentum will be 

2nbdb db2 dkl 
----;J;2 = b2 ~ k2 (2.65) 

t 

and this turns out to be the right answer. 
It is also conventional to rearrange the co-dependence into a dependence 

upon the scaled variable x = co / e, e being the moving charged particle's 
energy. In that way we may write 

dn = (~) (d:!) d: (2.66) 

which we will later meet as the spectrum for dipole bremsstrahlung radi­
ation. The scaled variable x evidently has a range x < 1 according to Eq. 
(2.64). 

Thus the method of virtual quanta (MVQ) redefines the interaction 
ability of a charged particle in terms of a flux of available (but virtual) 
field quanta, with precise properties with respect to interactions. Note that 
the word 'virtua1' is appropriate: the field quanta are available but do not 
do anything until they find something to interact with. 
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3 
The harmonic oscillator 
and the quantum field 

3.1 Introduction 

In this and the next chapter we will consider some properties of quantum 
fields. The examples taken will be mostly scalar fields and only when 
necessary will we invoke the complexities stemming from the vector nature 
of the interactions in QED and QeD; there are many good text-books 
devoted to a detailed treatment of the subject. 

We need only intuition and a set of understood formulas for the investi­
gations contained in this book. We start with a discussion of the quantum 
mechanical harmonic oscillator coupled to an external force. There are 
several reasons to dwell on this particular system. Firstly its sine and cosine 
behaviour in time is matched by the corresponding harmonic behaviour 
of the plane wave solutions for the quanta in a field theory. 

It was noted even in the first papers on quantum field theory that 
a free or weakly interacting quantum field is in a rather precise way 
a superposition of an infinite, although enumerable, set of harmonic 
oscillators, one for each degree of freedom. 

A real interacting-field theory does not behave in this way with respect 
to its excitations. There is always, however, at the basis of any experiment 
in high-energy particle physics the idea of a three-act scenario in time. 

1 In the first phase, a long time before the interaction, the initial states 
are prepared with production setups in general arranged so that each 
state is isolated. 

2 After that there will be a more or less violent encounter in the second 
phase. 

3 In the final state the produced quanta are observed by means of 
detectors placed far apart, a long time after the interaction. 

27 
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Therefore the descriptions of the initial and final states are expected 
to correspond to the states of free non-interacting fields. For a confining 
theory like QeD this particular asymptotic before-and-after scenario does 
not hold but there is instead another asymptotics, the asymptotic freedom 
of the theory in which the free-field theories are expected to be relevant. 

The second reason for considering both the free and the interacting 
harmonic oscillator is that from a mathematical point of view they cor­
respond to very well-behaved systems. This is not the case in general for 
interacting quantum fields, which contain many different mathematical 
complications. But it turns out that almost all the things which can be 
done in a simple and precise way for the single harmonic oscillator can 
also, albeit after a large amount of cumbersome mathematics, be done 
for infinite-dimensional quantum fields. It is therefore easier to present 
the methods in a well-behaved manner for those who are not particularly 
interested in the mathematical complexities but nevertheless would like to 
understand what they are doing inside a computable framework. 

After we have rehearsed the properties of interacting harmonic oscilla­
tors from an elementary quantum mechanical point of view we will exhibit 
the corresponding properties for a scalar quantum field. We will in partic­
ular consider quantum states which correspond as closely as possible to 
classical fields (coherent states). At the same time we will introduce the S­
operator, which connects the initial- and final-state free fields, mentioned 
above as phases 1 and 3 in the interaction. 

After that we consider interacting fields. It is then necessary to provide 
a more precise definition of the S -operator. We introduce the Feynman­
Dyson prescription of time-ordering and, for simple cases, show how to 
make calculations in this framework. We consider the Feynman propaga­
tor and show its significance with regard to Heisenberg's indeterminacy 
requirements. We also calculate the scattering cross section in a simple 
situation. Finally we exhibit some features of the lightcone formulation of 
a field theory, often referred to as 'a field theory in the infinite-momentum 
frame'. 

3.2 The quantum field as a sum of harmonic oscillators 

This section will firstly contain a few reminders of the properties of 
the one-dimensional harmonic oscillator. After we have shown how the 
harmonic oscillator reacts to a time-dependent external force we discuss 
the corresponding properties of a scalar quantum field coupled to an 
external current. 

In both cases we obtain a set of states called coherent states. They are 
the closest correspondence to classical behaviour which can be found for 
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simple quantum systems. Therefore they are often used as models for 
more complex situations. When we go from the single harmonic oscillator 
to quantum fields it will be necessary to introduce some cutoff procedures, 
which are used repeatedly in connection with the calculation of observables 
such as cross sections later in the book. 

1 The one-dimensional harmonic oscillator 

I The equation of motion. The (classical) equation of motion of a one­
dimensional harmonic oscillator in an external field, j(t) is 

mx + mco2x = j(t) (3.1) 

Here the dot(s) correspond to time derivative(s) and the harmonic oscil­
lator frequency co has been explicitly introduced. 

Equation (3.1) can be derived from Hamilton's equations: 

8H 8H 
x = 8p' P = -~ (3.2) 

where 

(3.3) 

II The commutation relations. Quantum considerations are introduced by 
means of the Heisenberg commutator relations 

[P,x] = -i, [P,p] = [x,x] = 0 (3.4) 

For the harmonic oscillator it is useful to introduce two adjoint operators 
a* and a, usually referred to as the raising and lowering (or in more 
colorful language creation and annihilation) operators: 

a + a* 
X=--

~2mco' 

_ iJiiiW(a* - a) 
p- Ji 

Their commutation relations are obtained from Eq. (3.4): 

[a, a*] = 1, [a, a] = [a*, a*] = 0 

(3.5) 

(3.6) 

III The case of no disturbance. For the case when j = 0 the hamiltonian 
H == Ho can be written as 

Ho = co (a* a + ~), (C(IHolC() ~ ~ == Eo (3.7) 

for any state IC(). There is a lowest energy eigenstate 10) with an x-space 
representation, 1po(x), obtained from the requirement a1po x) = 0, i.e. 

rmw (mcox2) 1po = V h exp --2- (3.8) 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


30 The quantum field 

with 'lpo normalised to 1: f dxl'lpo(x) 12 = 1. It obviously fulfils H 10) = 
Eo 10). 
IV The excited states. All other eigenstates of the hamiltonian are given 
by Nn(a*)n 10) == In); in an x-space representation these are polynomials 
of nth degree in x multiplying 'lpo. Using 

[a, (a*)n] = n(a*)(n-l), [a* a, (a*t] = n(a*)n (3.9) 

the normalisation constant Nn can by iteration be shown to be 

1 
Nn = r::t so that 

'\In! 
In) = (a*)n 10) 

.jnf 
The corresponding eigenvalue is En = (n + 1j2)w. 

(3.10) 

V Normal-ordering. It is useful to introduce the notion of normal-ordering. 
This means that in an operator expression 0 containing both a and a* 
operators the normal-ordered 0, denoted :0:, contains all the a-operators 
to the right of the a* -operators. In particular this means that (01 :0: 10) = 0 
if 0 contains a nonzero number of operators. 
VI The time dependence. The time dependence of the operators a and a* 
is found, in the Heisenberg picture (for j = 0), as follows: 

da '[R]' ( ) ( . ) dt = l o,a = -lwa => at = aexp -lwt 

da* '[R *] . * *( ) * ( ) dt = l 0, a = lwa => a t = a exp iwt 

(3.11) 

We also note that the identification of the canonical momentum p with 
mx is consistent with the time development: 

p = mi[Ho,x] (3.12) 

VII Time-independent disturbance. When j is nonvanishing but independent 
of time the hamiltonian can be rewritten as 

p2 mw2(x - xO)2 mw2xij j 
H = 2m + 2 - 2 ' Xo = mw2 (3.13) 

We can then choose to re-express everything using a new coordinate 
x' = x - Xo and a new hamiltonian H' = H + P j(2mw2) (where we have 
introduced the expression for Xo in the energy change). 

The new ground-state wave function, 'lpOj, obviously corresponds to a 
translation of the old one: 

'lpOj(x) = 'lpo(x - xo) = {exp[-i j(2mw3)]} {exp(xjjw)} 'lpo(x) (3.14) 

and can therefore by a suitable expansion be expressed in terms of the 
the old set In) (this applies, of course, to any other state as well). 
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The exponential of an operator should be interpreted in terms of a 
power series expansion and can be handled in almost the same way as an 
ordinary exponential. 

• We will use two simple properties of the operator T = exp(jx/w) 
expressed in terms of the original operators a and a*. In general 
if A and B are operators and if [A, B] = c, c being an operator­
independent constant (conventionally called a c-number), 

(expA)B exp(-A) = B + [A, B] 

(expA)(expB) exp(-[A, B]/2) = exp(A + B) 
(3.15) 

The first relation in Eq. (3.15) can be obtained from a Taylor series 
expansion of the function f(A) around A = 0, where 

f(A) = exp(AA)B exp( -AA) (3.16) 

Consider the derivatives of f (note the careful ordering!) 
df dnf 
dA = Af(A) - f(A)A = [A,f(A)], dAn = [A, [A, .. " [A, f(A)] ... ]] (3.17) 

As f(A = 0) = B we obtain that all but the first of the derivatives of f 
vanish at A = 0 : 

f(A) = B + A [A, B] (3.18) 

The result in the first line in Eq. (3.15) then corresponds to A = 1. 
For the second equation in (3.15) consider the function g(A), where 

g(A) = exp(AA) exp(AB) exp {-A(A + Bn (3.19) 

Using the first equation in (3.15), we obtain for the derivative of g: 

dg 
dA = A[A, B]g(A) (3.20) 

This is a differential equation with a plain number AC in front of g on the 
right-hand side. We conclude that g, which is equal to 1 for A = 0 from 
its definition, is the following simple function: 

g(A) = exp(d2/2) (3.21) 

which again provides the expected result for A = 1. Note that we have 
extensively used that the commutator of A and B is a plain number. 

Setting A = ja* /( .J2mw3) and B = ja/( .J2mw3) we obtain 

j2 
[A,B] = --2 3 (3.22) 

mw 
so that already expressed in a normal-ordered form the operator T be­
comes 

T = exp [i /(4mw 3)] exp(ja* / .J2mw3) exp(ja/ .J2mw3) (3.23) 
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From Eq. (3.14) this means that 

tpOj = exp [-/ 1(4mw3)] exp(ja* I ~2m(3)tpo (3.24) 

or 

00 ( • )n 1 
IOj) = exp [-/1(4mw3)] L b t':! In) 

n=O 2mw yn: 
(3.25) 

Therefore the application of a constant force j to the harmonic oscillator 
will bring it into a new ground state with the property that the transition 
amplitudes will fulfil 

I (nIOj) 12 = n: exp(-11) 
n. 

(3.26) 

This corresponds to a Poisson distribution with the mean excitation n 
given by 

·2 
- ] n=--

2mw3 
(3.27) 

This is, however, dynamically incorrect: there is no way to change the 
system unless we use a time-dependent scenario so that there is energy 
pumped in or out of the system. 
VIII A time-dependent scenario. In order to describe an actual dynamical 
situation we assume that the force j introduced above is nonvanishing 
and changes in time, t, during a finite period t1 < t < t2 so that we can 
talk about the situation 'before', t ~ t1, and 'after', t 2:: t2 (the 'three-way­
scenario' mentioned before I). Then the hamiltonian will be 

H = w(a* a + 1/2) - g(t)a - g*(t)a* == Ho + HI 

HI = -j(t)x = -g(t)a - g*(t)a* 
(3.28) 

where we have written j ~ g(t) = g* = j(t)1 ~2mw in anticipation of a 
more general situation, when g is a complex function. 

The equations of motion become 

da 
dt = i[H,a] = -iwa + ig*(t), da* '[H *] . * . () (3 29) dt = I , a = lwa - 19 t . 

We will assume that there are initial-state operators ai(t), a~(t), which, like 
the operators in Eq. (3.11), describe the undisturbed system before t = t1 
(when g(t) = g*(t) = 0 so that the equations of motion coincide) and 
likewise final-state operators aj(t), aj(t), which describe the system after 
t = t2. 

Then the equations (3.29) can be solved in a general way by means of 
the Green's function method. We define the functions GR(t) and GA(t) as 
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the solutions of the equation 

with boundary conditions 

~~ + iwG = (j(t) 

GR(t) = 0 if t < 0 

GA(t) = 0 if t > 0 

(3.30) 

(3.31) 

They are called the retarded and the advanced Green's function, respec­
tively, and are in this case rather easily constructed: 

GR(t) = 0(t)exp(-iwt), GA(t) = -0(-t)exp(-iwt) (3.32) 

where 0 is the Heaviside distribution, which is equal to 1 for a positive 
argument and vanishes elsewhere. 

The fact that the solutions of Eq. (3.30) should correspond to step­
functions at t = 0 can be understood from an integration of the equation 
from t = -E to t = +E when E --+ +0: 

lim [G(E) - G(-E) + iw Ie dtG(t)] = 1 
e-+O -e 

(3.33) 

Here we have used the following property of the (j-distribution: f dt(j(t) = 
1, if the integration region includes t = O. The fact that the contribution 
from the integral in Eq. (3.33) vanishes as E is left for the reader to prove. 

In this way we obtain the following solutions for a(t): 

a(t) = aj(t) + i [00 dt' g*(t') exp [-iw(t - t')] 

a(t) = at(t) - i 100 dt'g*(t')exp [-iw(t - t')] 

(3.34) 

Therefore the final-state operators can be expressed in terms of the initial­
state ones by a translation (noting that they all have the trivial time 
dependence exp(±iwt), which can be divided away): 

at = aj + i i: dt'g*(t')exp(iwt') == aj + ig"(w) (3.35) 

Consequently the final-state operators, at, ai, in a similar way to VII 
above have been translated with respect to the initial ones, aj, a;, this time, 
however, by the Fourier transform of the force! 
IX The S-operator. It is possible to construct a unitary operator S, which 
transforms the initial states into the final states in this simple situation: 

S*S = 1 ~ S-1 = S*, 

S* 10i) = 10j) 

at = S"ajS = aj + ig*(w) 

~ S 10j) = 10i) 
(3.36) 
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(note that this also fixes the relation between aj and a~ I). The operator S 
provides a complete mapping of the eigenstates of the final system onto 
the initial eigenstates: 

Inf) = S' Ini) (3.37) 

It is easy to find by means of the results we have obtained in VII and 
VIII: 

S = exp {ilf(w)a; + g(w)aiJ} (3.38) 

The expression in the exponent can be neatly reformulated by noting that L: dtj(t)x(t) = L: dt[g(t)ai(t) + g*(t)a;(t)] 

= L: dt[aig(t) exp( -iwt) + a; g*(t) exp(iwt)] 

= g(w)ai + f(w)a; (3.39) 

Then the S-operator can be expressed as 

S = exp {i L: dt[g(t)ai(t) + g*(t)a;(t)]} = expi L: dtj(t)x(t) (3.40) 

This is a general result in the perturbative treatments of quantum field 
theory, which holds also when j is an operator-valued function. We obtain 
the (negative) difference between the operator H in Eq. (3.28) and the 'free' 
harmonic oscillator hamiltonian Ho in Eq. (3.2), integrated over time, as 
the exponent in the expression for the S -operator. 

In this more general case the exponential must be treated with care 
because operators for different times have complicated commutation re­
lations. One cannot without a prescription for ordering use the ordinary 
exponential property that the exponent of a sum is equal to the product 
of the exponents of the terms in the sum. 
X The transition probabilities. For the case when j is an external 'nice' 
function 'real' transitions are possible. An original state such as the initial 
ground state, 10i), will afterwards become some outgoing, possibly excited, 
state: 

(nfIOi) = (nilS 10i) = [exp ( _Igt) 1 ~ (3.41) 

In VII we presented the transition probabilities I (nfIOi) 12 as a Poisson 
distribution in the free harmonic oscillator states. This is evidently still 
true and the mean excitation level, n, for the Poissonian will be for the 
general case: 

n = 2~W I J dtj(t) eXP(iwtf (3.42) 
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The result in the case (3.27) is characteristic for a single sudden change 
in the force. A suitable force (corresponding to a limiting situation when 
E > 0 approaches 0 after the integral has been performed) would be 

j(t) = j exp( -Et)E>(t). (3.43) 

Before we go over to quantum fields we note another property of the 
states. The state 10i) is actually an eigenstate of the operator af: 

af 10i) = afS 10f) = af E [exp ( _lg~2) 1 ~ Inf) 

= g* S 10j) = g* 10i) (3.44) 

This also implies that the expectation value in the initial ground state of 
the final-state operator xf(t) = [af exp( -iwt) + aj exp(iwt)]/( .j2mw) is 

x(t) = (Oilxf(t)IOi) = g" exp(-iwt) + g exp(iwt) 
.j2mw 

100 1 
= dt'-j(t' ) COS[W(t' - t)] 

-00 mw 
(3.45) 

This is the final-state harmonic motion in a classical mechanics situation 
when one starts out with a harmonic oscillator at rest and then applies 
the external force j(t) over a finite time interval t1 < t' < t2. Evidently the 
integrand in Eq. (3.45) is only non vanishing over this time region and we 
consider t> t2. 

In order to prove (3.45) it should be noted that the equations of motion 
in Eqs. (3.2) and (3.29) also work classically for the quantities a, a" defined 
in Eqs. (3.5). The whole formalism involving Green's functions that relate 
the initial-state and final-state quantities ai, a7 and af, aj is just as valid 
when the a's and a"'s are classical c-numbers! 

2 A scalar quantum field coupled to an external current 

We will now consider the corresponding situation for a scalar quantum 
field </>(x). We will firstly show that it has the same behaviour as a 
superposition of an infinite number of independent harmonic oscillators. 
It will then follow that we can take over everything we have done in I to 
X when we treat </>(x). Every time one introduces an infinity, however, it 
is necessary to worry a little about convergence problems. We will soon 
find that there are plenty of such things to worry about when we go to 
interacting quantum fields! 
XI The Klein-Gordon equation. A scalar field, </>(x, t), which fulfils the 
Klein-Gordon equation 

(3.46) 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


36 The quantum field 

where stated earlier the Laplacian Ll = V2 is given by 

82 82 82 
Ll=-8 2+-8 2+-8 2 

Xl X2 X3 
(3.47) 

will, in momentum space, 4> - ¢(t) exp(ix . k), fulfil the equation 

(3.48) 

This essentially coincides with Eq. (3.1) for the single harmonic oscillator 
with frequency w _ w(k) = .Jk2 + M2. 

In order to facilitate this transfer to momentum space we assume that 
the whole system is enclosed in a large box with three space dimensions 
and volume V, and that only those waves that fit into the box with 
periodic boundary conditions are included. This means that instead of 
a field 4> defined at every space point we obtain an enumerable set of 
amplitude fields for the momentum-space waves. 

The allowed momenta, e.g. in the I-direction with a large box-length 
L1, are, for any integer n1, 

(3.49) 

A sum over n1 can be made into an integral over dk1 by the formal 
exchange (which is valid when we sum and integrate over 'nice' functions) 

With this construction we have the following identities 

Iv d3xexp [i(k - k/) . x] = V l5k,k' 

L exp(ik . x) = V l5(x) 
k 

(3.50) 

(3.51) 

In the first equation the symbol on the right-hand side is equal to 1 when 
the two arguments coincide and vanishes elsewhere. The second equation 
contains the usual l5-distribution in three dimensions. 

The results in Eq. (3.51) stem directly from Fourier analysis and corre­
spond to the orthonormality and completeness relations of Fourier waves. 
We will later see that in all formulas describing physical observables the 
volume V will disappear. 
XII The hamiltonian formulation. The field equation can also be described 
by a variation of the hamiltonian H in which 4>(x), II(x) are the canonical 
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coordinates at every space point x: 

with 

Ho = 1 fv d3x[IT2 + (V¢)2 + M2¢2] 

H=Ho+HI 
(3.52) 

(3.53) 

The fields IT and ¢ can be decomposed as sums over the different mo­
mentum components similar to the single harmonic oscillator in Eq. (3.5): 

1 
¢ = L (k) (a(k) exp[ik' x) + a*(k) exp( -ik . x)] 

k ~2Vw 

IT = L i~ [-a(k) exp(ik . x) + a* (k) exp( -ik . x)] 
k 2V 

(3.54) 

We note that the field ¢ in this way is written as a set of harmonic 
oscillators (cf. Eq. (3.5)) x = 2:/1/ ~2mw )(aj+aj)ej, although this time the 
(euclidean) vectors ej (with ejem = c5km) are exchanged for the normalised 
eigenfunctions exp(±ik . x)/ JV, which are vectors in a Hilbert space, 
i.e. an infinite-dimensional generalisation of a euclidean space. This also 
implies that the field ¢ has energy dimension dim ¢ = 1 (corresponding 
to a negative length dimension -1). We will use similar dimensional 
arguments many times later in the book. 

This dimensional assignment for ¢ is necessary in order that the hamilto­
nian Ho in Eq. (3.52) should also have energy dimension 1 (dimd3x = -3, 
dimM2 = 2 and dim V = 1). In the same way we conclude that for HI to 
have energy dimension 1 the current j must have dimj = 3. 

It is straightforward to prove that the commutation relations 

[a(k), a*(k/)] = c5k,k" [a(k), a(k/)] = [a*(k), a*(k/)] = 0 (3.55) 

imply 

[IT(x), ¢(x/)] = -ic5(x - x'), [¢(x), ¢(x/)] = [IT (x), IT(x/)] = 0 (3.56) 

if we use Eqs. (3.55), (3.50) and (3.51). The sets of commutation relations in 
Eqs. (3.55) and (3.56) are thus equivalent and are obvious generalisations 
of the harmonic oscillator relations in Eqs. (3.6) and (3.4). 
XIII The ground-state energy. For an undisturbed set of harmonic oscilla­
tors the hamiltonian in terms of operators is 

Ho = L w(k)[a*(k)a(k)] + C 
k 

(3.57) 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


38 The quantum field 

The constant C corresponds to the sum of the energies of all the zero­
point modes of the oscillators, i.e. C = 2.:k w(k)j2. In that way it is simply 
the energy of the vacuum and is consequently not an observable quantity. 

There are, however, situations when the difference in energy between 
the 'total' vacuum fluctuations in C and those from a particular boundary 
configuration can be measured, [41]. This effect is outside the scope of this 
book. It is, nevertheless, of great interest because it exhibits experimentally 
the existence of quantum field fluctuations in the vacuum state. 
XIV The time dependence. To obtain the time dependence we use the same 
relations as in Eqs. (3.11) and (3.12): 

dak. . Tt = l[Ho, ak] = -lw(k)ak ~ ak(t) = ak exp[-iw(k)t] 
(3.58) 

II(x) = (p = i[Ho, ¢(x)] 

In this way ¢(x) ~ ¢(x, t) by including the time dependence of the 
a- and a* -operators. We note in passing that this will result in Lorentz­
invariant exponential factors exp ±(ik ·x-wt) = exp +(ik"x") == exp(+ikx) 
multiplying the a- and a* -operators. 

When the current j is nonvanishing the time dependences will take on 
the form of Eqs. (3.29): 

d;tk = i[H, ak] = -iw(k)ak + ig*(k, t) 

d;tk = i[H, ak] = iw(k)ak - ig(k, t) 

g(k,t) = r d3x 1 (k/(x,t)exp(ik.x) 
Jv ~2Vw 

(3.59) 

(3.60) 

Thus here g(t) ~ g(k, t), the Fourier transform of the external current. 
This means that the numbers g(k, t) are in general complex but for a 
real-valued current j(x) they fulfil g* (k, t) = g( -k, t). 

All these steps from the definition of the Green's functions to the 
resulting equation for the S-operator in Eqs. (3.30) to (3.40) can then be 
performed separately for each wavenumber k. The final S -operator is a 
product over all components and can be written as 

S = exp [-i i: dtHli(t)] = exp [i J d4X¢i(X)j(X)] (3.61) 

The index i is introduced in order to stress that we are using the initial­
state fields, i.e. those that describe the state a long time before the in­
teraction is turned on. The time dependence in Hli(t) contains also the 
free-field time dependence of the oscillators so that ai(k) is changed into 
ai(k) exp( -iw(k)t). The integration symbol I d4x = Iv d3x I~ dt. 

An interesting observable is the probability that the vacuum before the 
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interaction is turned on (the no-quanta state) is still the vacuum after the 
interaction, i.e. the probability that there has been no excitation due to 
the onset of the current j 

I (OfIOi) 12 = I (OiISIOi) 12 = exp(-U) 
(3.62) 

U = ~ 2W(~)V [ fv d3xdtj(x, t) exp[iw(k)t - kx] [2 

The quantity U is the sum over all the mean excitations for the Poisson­
distributed oscillators (cf. Eq. (3.42)). It can be rearranged by changing 
the sum over k to an integral, see Eq. (3.50); we then arrive at (with the 
vector <5x = (t - t', X - x')) 

U = J 2(2~33~(k) J d4xd4x' j(x)j(x' ) exp{i[w(k)(M) - k(<5x)]} 

= J dxdx' j(x)I1+(<5x)j(x' ) (3.63) 

1 J d3k 11±(x) = (2n)3 2w(k) exp{i[±w(k)t - k . xl} (3.64) 

We firstly note that the volume V has vanished from these expressions 
(when we have taken the limit V ---4 CIJ we use the symbol dx instead of 
d4x). Secondly we note that the functions 11± defined in the last line of Eq. 
(3.63) are Lorentz-invariant. In order to show that we use the following 
property of the <5-distribution: 

J dadb0(±a)<5(a2 - b2)f(a, b) 

= J dadb0(±a) [<5 (a -Ibl) + ~I~ + Ibl)]f(a, b) 

= J dbf(±lbl, b) (3.65) 
21bl 

For Eq. (3.64) we have 

J d3k J + 2 2 2w(k/(k, ±w(k)) = dk<5-(k - M )f(k, ko) (3.66) 

where the symbols dk == d3kdko and 0(±ko)<5(k5-k2-M2) == <5±(k2-M2) 
will be used from now on. (Note that the prescription ko > 0 is Lorentz­
invariant together with the <5-distribution!) 

Thus the functions 11± become (changing k to -k for 11_): 

(3.67) 
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The distribution ~+(x) actually corresponds to the matrix element 

(Oil¢i(Xt}¢i(X2)IOi) = (Oil¢i(xt}¢t(X2)IOi) 

_ '" exp[ik(X2 - xt}] _ ~ ( _ ) (3.68) 
- ~ 2Vw(k) - + X2 Xl 

We have here introduced the notation ¢ = ¢- + ¢+ where we include 
the sum of all the a-operators (a* -operators) in ¢- (¢+). The second line 
stems from the fact that the only (nonvanishing) intermediate state is a 
single quantum, which can be created by ¢t and annihilated by ¢i. For 
the third and fourth lines we have used Eqs. (3.63) and (3.64). 

We also note that the (in-)vacuum expectation value of the field ¢f(x) 
1S 

(3.69) 

which in the same way as for Eq. (3.45) is the classical solution to the 
field equation in Eq. (3.46) after the interaction. 

In conclusion we have shown the following: 

• quantum fields, including that of the single harmonic oscillator, 
which are coupled to an external current contain excitations of a 
Poissonian nature, the mean number of quanta being determined 
from the Fourier components of the current; 

• they also have vacuum expectation values that coincide with the 
classical c-number solutions for the interaction; 

• the phases of the states, called coherent states, are well defined by 
the Fourier components of the external current. 

3.3 Feynman's time-ordering prescription 

In this section we will generalise the expression we have derived for the 
S-operator in Eqs. (3.40) and (3.61) from the simple case when the current 
j is an external c-number function to the general case when j is operator­
valued. This will lead us to ways to calculate high-energy multiparticle 
production amplitudes in perturbation theory. 

It is necessary to provide an ordering prescription for the S -operator in 
Eq. (3.61) when the current j is operator-valued. The right prescription 
(first introduced by Feynman and Dyson) is that all expressions should 
be time-ordered. If we would like to express the S -operator solely in the 
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initial-state fields then 

with the time-ordering symbol .07 implying that all operators should be 
written so that those with a later time are to the left of those with an 
earlier time. 

Intuitively the prescription is rather easy to understand. The free initial 
quantum fields get distorted as time goes by. Each new distortion evidently 
follows the earlier ones and must therefore be applied after one has applied 
the previous interactions. (If we would like for some reason to write 
everything in terms of the final-state fields then we must anti-time-order 
everything, i.e. all operators should be arranged so that those with a later 
time are to the right of the others.) 

As an example of the time-ordering procedure consider the second-order 
term in Eq. (3.70): 

.07 {Hli(tt}Hli(t2)} = 8(t1 - t2)Hli(tt}Hli(t2) + 8(t2 - tt}Hli(t2)Hli(tt} 

(3.71) 

We have now defined two different ordering prescriptions, normal-ordering 
where all annihilation operators a are to the right of all creation operators 
a* and time-ordering where all earlier-time operators are to the right of all 
the later-time operators. There is a mathematical manipulation theorem, 
Wick's theorem, which provides a connection between these orderings; 
you will find it described in great detail in many text-books. 

1 Time-ordered products and the Feynman propagator, causality and 
locality 

In order to understand some features of quantum fields we will show how 
Wick's theorem works in connection with the time-ordered product of a 
free field ¢ at two different space-time points. Again using the notation 
¢± from Eq. (3.68) we obtain 

.07 {¢i(Xt}¢i(X2)} = ¢i(xt}¢i(X2) + ¢i(xt}¢i(X2) 

+8(t1 - t2) {([¢i(xt), ¢i(X2)] 

+¢i(X2)¢i(xt} + ¢i(xt}¢i(X2)} 

+8(t2 - tt} {([¢i(X2),¢i(xt)] 

+¢i(xt}¢i(X2) + ¢i(X2)¢i(xt}} (3.72) 
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We have thus item by item brought the time-ordered operators into nor­
malordering. The result is evidently 

ff {¢i(Xt)(l>i(x2)} = : ¢i(Xt)¢i(X2):+0(tl - t2) [¢i(xt),¢i(X2)] 

+0(t2 - tt) [¢i(X2), ¢i(xt)] 
(3.73) 

The function I1F (F stands for Feynman) could have been constructed 
directly from the fact that the normal-ordered product : ¢i(Xt)¢i(X2): has 
a vanishing vacuum expectation value. We then obtain 

(3.74) 

Using the result from Eq. (3.68) in Eq. (3.74) we may write the following 
expression for I1F : 

(Note the order of the arguments in the 11+ distributions. For each this is 
related to the time dependence of the creation and annihilation operators.) 

Before we construct an expression for I1F we note from the result in 
Eq. (3.68) the following result for the general commutator: 

[¢i(Xt), ¢i(X2)] = 11+(X2 - xt) -11-(X2 - xt) == -il1(X2 - xt) (3.76) 

The notation is conventional and the factor i introduced to make 11 real. 
The general commutator 11, just like the I1r distributions, can be com­

puted by straightforward means. We will give 11 in detail because it has 
two properties of direct interest for what follows: 

l1(x) = - €i~) [b(X2) - 2~Jl(M y9)0(x2)] . (3.77) 

We have used the conventional sign-distribution €(x) == €(xo) = 0(xo) -
0(-xo) and the Bessel function of the first rank It in Eq. (3.77). 

Firstly note that the commutator distribution 11 vanishes for space like 
vectors x. This is our first encounter with practical causality. There is no 
possible signal connecting two space-time points with a spacelike differ­
ence. Therefore two local field operators taken at two such points commute. 
They are independent and a measurement of the observable correponding to 
one of the operators at one point cannot influence a measurement of the 
observable corresponding to the other operator at another point separated 
from the first by a space like difference. 

The word local is essential, however. All the field operators are singular 
from a strict function-definition point of view (note the occurrence of 
the b- and €-distributions in Eq. (3.77)). Mathematically such expressions 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


3.3 Feynman's time-ordering prescription 

should be defined by means of a test function f, [31]: 

cfJ(f) = J dxcfJ(x)f(x) 

43 

(3.78) 

A local operator is such that if we choose the test function f to be strongly 
localised around a point x (i.e. vanishing outside a suitably small region 
around x) then also all the matrix elements of the operator cfJ(f) should 
have this property. 

If we consider the definition of f1F from Eq. (3.73) we find that this 
function can also be defined by means of commutators. But these are 
commutators of field operators which are not local. None of the cfJ± is local 
because they contain only positive or negative frequencies, respectively. 
There is no way to localise anything in time by means of a function 
containing only frequencies of a definite sign. 

The distribution f1F can instead, according to the result in Eq. (3.75), 
be written e.g. as 

f1F(X) = -i8(-x)f1(x) + f1+(x) (3.79) 

and only the first term on the right-hand side is local in the sense used 
above. 

Secondly we note from Eq. (3.77) that the commutator is highly singular 
along the lightcones. Although the quanta have mass M and therefore 
always move with a velocity below c = 1 the corresponding quantum 
fields can influence each other in principle at infinite distances along 
the lightcones. It is also worthwhile to note that the principal singularity 
(the second term inside the large parentheses of Eq. (3.77) approaches a 
constant for x2 ~ 0) is independent of the mass-value M. 

2 The formula for the Feynman propagator, the lightcone singularities 

We will next provide a formula for f1F using a distribution-valued integral 
we have referred to in Eq. (3.43): 

. J -idko . , 
8(x) == 8(xo) = hm 2 (k' .) exp(zkoxo) 

0 ..... 0 n 0 - ZE 
(3.80) 

From Eq. (3.75) we may then use the result in Eq. (3.80) to obtain an 
integral representation for f1F. We will subsequently not write out the limit 
sign but we will keep E as a small but arbitrary number. 

i J d3k ( dk' 
f1F(X) = (2n)4 2w(k) ko +oiE exp(i(w + ko)xo - k· x) 

dk' ) - k' o. exp[i( -w + ko)xo + k . x] 
o -ZE 
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=_i_Jd3kdkoeXP(ikx) ( 1 _ 1 ) 
(2n)42w ko-w+iE ko+w-iE 

i J dkexp(ikx) 
= (2n)4 k2 _ M2 + iE (3.81) 

Here we have introduced the result of Eq. (3.80) together with the corre­
sponding result for 8(-x) and then changed the integration variable kb 
to ko = kb ± w (as well as replacing k by -k in the second term). In the 
last line we have gathered the two denominators into one. 

The final result corresponds to the limiting situation when the number 
E approaches O. This means that I1F is actually singular for all values of 
the vector k which correspond to a 'real' particle with mass M. 

When we want to consider a physical observable that is sensitive to the 
limit then it is necessary to be more precise in the definition of the size of 
E. An example of this is provided in Chapter 14. 

From a mathematical point of view I1F is a distribution, which must be 
defined by means of integration over suitable test functions, as mentioned 
above. It is also the Fourier transform of the boundary value E ~ 0 of an 
analytic function defined on complex-valued vectors k with Imk2 > O. In 
that case it can be described as analytic and Lorentz-invariant with poles 
whenever k2 = M2. 

In Chapter 6 we will provide a formula for the behaviour of the 
Feynman propagator for spacelike arguments. That formula will be based 
upon the property that I1F satisfies the Klein-Gordon equation 

(3.82) 

everywhere outside the origin, x = O. 
For the investigations in Chapter 19 it is also of interest to know 

the space-time singularities of both the Feynman propagator I1F and the 
function 11+. We will not give the formulas for the general case but only 
for the case when the mass M = 0 because just as for the function 11 in 
Eq. (3.77) the main singularities of all the functions are independent of the 
mass. 

The following formal development may be used in such a derivation. 
We firstly note that 

(3.83) 

(the integral on the right-hand side converges when we add a small positive 
imaginary part to k2). If we introduce this result into the formula for the 
Feynman propagator given in Eq. (3.81) we obtain gaussian integrals 
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(which due to the imaginary parts are called Fresnel integrals): 

.6.F (x,M2 = 0) = (2~)4! dlX ! dkexp(ilXk2 + ikx) 

= 4(;n)2 ! ~~ exp ( _;:2) = (2n)2(~2 _ ie) 

45 

(3.84) 

In the second line we have made the change of integration variable 
1/1X -+ IX; performing the integral shows that x2 must contain a small 
negative imaginary part, which ensures convergence. 

If we perform the integrals for the function .6.+(x) with the mass M = 0 
(which is straightforward) we obtain the same result as in Eq. (3.84) but 
with the boundary value x2 -+ x2 + iexo. This means that the imaginary 
part depends upon the sign of the time-component of the vector x. 

At this point we will consider a particular distribution-valued boundary 
value. Suppose that we have a (test)function, f(x), of a single real variable 
x and that we consider the result of integrating it together with the 
boundary value 1/(x - ie). We may then start by using the following 
formal manipulation: 

x+ie R ·1 -- = = +1 
X - ie x2 + e2 

1 
(3.85) 

If we start with the imaginary part then we obtain the result for 1 : 

! dxf(x) 2 e 2 = !dYf(eY)+-1 
x +e y + 

-+ f(O)n == ! dxf(x)nb(x) 

(3.86) 

We have assumed that the function f vanishes sufficiently fast that we may 
take the limit f(ye) -+ f(O) outside the integral; then as is well known, 
f dy/(y2 + 1) = n. 

We have in this way obtained a representation of the b-distribution 
which is very useful. It is the difference between the boundary values: 

1 1 --. - --. = 2inb(x) 
x -le x + 1e 

(3.87) 

For the real part, R, in Eq. (3.85) we may use the trick of adding and 
subtracting the quantity 

l ex f(O) xdx = 0 
-ex x2 + e2 

(3.88) 

This result is obviously valid for any (finite) positive number IX because 
the integrand is an odd function. For values outside -IX < x < IX we 
now have no problem in taking the limit e -+ 0 for R in Eq. (3.88) for a 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


46 The quantum field 

well-behaved function f (we again use the Heaviside function 0): 

R(f) = J {0(x2 - ( 2)f(x) + 0(a2 - x2)[f(x) - f(O)]} d: (3.89) 

If afterwards we let a -+ 0 we find that we always have a well-defined inte­
gral, called the principal part of f and defined so that in the neighborhood 
of the singular point x = 0 we make the change f(x) -+ f(x) - f(O). 

As a simple example for this limiting situation consider the relationship 
between the commutator distribution Ll and Ll+. If we take the indicated 
difference in Eq. (3.76) we obtain just the lightcone c)-distribution in Eq. 
(3.77) from the result in Eq. (3.87) and the limiting behaviour of Ll+ we 
mentioned above. 

We have in this section stressed the following facts: 

• a local quantum field must contain both positive and negative fre­
quencIes; 

• the S -operator must be defined by means of time-ordering. 

These are the origins of the Feynman propagator distribution. 
It is, of course, possible to interpret the two parts of the time-ordering 

process in Eq. (3.75) as respectively 'forwards' and 'backwards' transmis­
sion in time for the quanta involved (the former would be 'particles' and 
the latter 'antiparticles'). There is, however, no reason to inflict nonsense 
upon one's physical intuition and we prefer to consider the propagator as 
a unity. 

In the last section of this chapter we will show that in a lightcone 
dynamical scenario it makes sense to talk about the propagator in terms 
of old-fashioned energy denominators. 

In the next subsection we will discuss the Fierz [61] interpretation 
of the Feynman propagator, which is how the physicists working with 
Stlickelberg thought about it. This is done in order to convince the 
reader that the way in which it works is not only in accordance with the 
Heisenberg indeterminacy principle. The Feynman propagator is actually 
as causal as it can be when the principle is fulfilled. 

3 An interpretation of the Feynman propagator 

For a simple and intuitively useful example we will consider the case when 
HI = g4>(x):1p2(x): (with 4> and 1p free independent scalar quantum fields), 
an interaction which we will discuss later in the book. This is meant to be 
a simplified version of the current-vector-potential interaction in a gauge 
theory. 
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(a) (b) 

Fig. 3.1. Two simple examples of Feynman graphs. The situation in (a) cor­
responds to the annihilation of two 1p-particles; the state then propagates as a 
virtual <jJ and finally two outgoing particles appear. In (b) there is scattering with 
the exchange of energy-momentum. The straight lines symbolise 1p-quanta and 
the wavy lines the <jJ-propagator. 

For this case we will need the fact that R2 = (1/2).'1 {.1t'li(Xt}.1t'li(X2)} 
(cf. Eq. (3.71)) contains among many others the term 

2 

R;" = ~ : lPr(Xt}lPr(X2): dF(X2 - Xl, Met» (3.90) 

The result in Eq. (3.90) corresponds to the scattering of two lP-particles 
which come in, interact at the point Xl and are either annihilated into a 
virtual cP (Fig. 3.1(a)) and afterwards reappear as outgoing lP-particles at 
X2 or exchange energy-momentum between points Xl and X2 through a 
virtual cP (Fig. 3.1(b)). 

In this subsection we will simplify the working by assuming that there 
are two kinds of lP-particle, which we call p- and e-flavored, which may 
interact via the common cp-field. This assumption does not change the 
argument in the least but makes it easier to discuss. 

Any kind of interpretation of a physical quantity is always defined by 
means of a measurement that is at least theoretically possible. We will 
show that a measurement made in accordance with quantum mechanical 
requirements will preserve all causality and energy-momentum conserva­
tion properties and that this is due to the properties of the Feynman 
propagator. 

In order to further simplify the problem we will assume that there are 
regions of space-time Rj within which we can measure what is going on 
in connection with the scattering. As always in a measurement process 
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we expect these regions to be determined by some some size parameters. 
We will solely be interested in the time slices of the regions, i.e. the time 
intervals they span; these we will call T j • Thus we assume that there is 
in anyone of the space-time regions an ideal detector (but working in 
accordance with quantum mechanics, of course!) recording what is going 
on as time passes. 

We then consider the case when an ei-particle scatters against a P2-
particle and goes out after the process as an e3-particle while the P4-particle 
recoils. This corresponds to the situation described diagrammatically in 
Fig. 3.l(b). We assume that their energy-momenta are k j j = 1, ... ,4 and 
we will now write the transition matrix element as 

vi{ = J dXidx2g2 (k41 : tp;(xd :1 k2) .1F (X2 - xd (k31: tp;(X2) 1 ki). (3.91) 

We then change the integral over all space-time into an integral over the 
regions where we have the detectors: 

J dXidx2 = 2: 1 dXil dX2 (3.92) 
j,k Rj Ri< 

The only argument of which we are going to make use is related to the 
energies so it is not necessary that we expand the .1r function in plane 
waves; energy harmonics exp(±iwxo) are sufficient. The next thing is to 
go back to the definition of .1F , Eq. (3.75), and rewrite vi{ in Eq. (3;91) as 
(note that we must include both time-orderings!) 

g22:1dxil dX2(k41:tp;(xd :lk2)(k31:tp;(X2)lki) 
j,k R, Ri< 

X [0(Xi - X2).1+(X2 - xd + 0(X2 - xd.1+(Xi - X2)] (3.93) 

If we write out the time dependence of the first term we will find for 
regions Ri and R2 (spreading over the times Tj , j = 1,2; note that ko must 
be positive as it corresponds to the argument in the .1+-distribution) 

exp[-i(W2 - (4)XOl - i(Wi - (3)X02]0(XOl - x02)dko exp[iko(X02 - xod 
(3.94) 

Now we gather the terms containing XOi and X02, respectively, and assume 
that the time slices Tj for the detector configuration are such that 

Tilw2 - w41 ~ 1 and T21wi - w31 ~ 1 (3.95) 

This is what Heisenberg would require in order that we should be able 
to measure the energies in each of the detectors so precisely that we can 
distinguish between the energies of P2 and P4 and between those of Pi 
and P3. It is necessary to have sufficiently long times available for such 
measurements, at least several frequency periods. But we note that there 
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is then little to work on if we are to obtain a non vanishing value for the 
integrals. The only possibility is to choose the value of ko such that 

(3.96) 

This requirement is a direct result of the properties of the Fourier integrals, 
for which it is necessary not to have strongly fluctuating integrands if we 
want nonvanishing results. 

We conclude that, as the time in region R2 is earlier than the time in 
region RI, according to the E)-distribution, and as ko is positive: 

• the energy of the e-flavor particle decreases from WI to W3 by emission 
of the (virtual) <f>-quantum in the region R2; 

• then the p-flavor particle absorbs the <f>-quantum in the region RI 
and so increases its energy from W2 to W4; 

• in both cases it is necessary to have time slices T j large enough 
to measure the energy loss and energy increase, respectively, with 
sufficient precision. 

In the other term in Eq. (3.93) the region RI is before the region 
R2 in time; this correponds to the opposite process. The basic point is 
that the Feynman propagator describes emission and absorption (within the 
requirements of Heisenberg) in a causal way. 

3.4 The method for calculating the scattering cross sections 

Here we consider the steps that are necessary to get from the transition 
amplitude to the scattering cross section for a multiparticle interaction. The 
reasons for doing this are two-fold. On the one hand we have introduced 
a cutoff procedure with the box V and we want to show why it does not 
appear in our final formulas. On the other hand, in the last section, at 
Eq. (3.90) and Fig. 3.1, we considered a particular scattering process. To 
understand the physics of that process we will calculate its properties in 
some detail. The result will serve as an example of other formulas that we 
will meet later on. 

We will consider the matrix element .A between two incoming lp­
particles (energy-momentum kl' k2) and two outgoing lp-particles (k3 and 
k4) interacting via the field <f> according to the interaction term 

J HI(t)dt = J dxg : lp2(x) : <f>(x) (3.97) 
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From Eq. (3.90) we know the term responsible for the transition and so 
we obtain for the matrix element At(k3, k4; kl' k2) 

J d4xd4x'(k3, k4 1!g2 :lp2(x) ::lp2(x') :~F(x'-x)lkl,k2) 

= J d4xd4x' 2g2 X 
4V2 .jOJ IOJ2OJ3OJ4 

{exp[ix(k3 - kr) + ix'(k4 - k2)] + exp[ix(k4 - kr) + ix'(k3 - k2)] 

+ exp[-ix(kl + k2) + ix'(k3 + k4)]} ~F(X' - x) 

2g2 8 i 
4V2 (2n) (j(k1 +k2-k3-k4)(2 )4 

,JOJIOJ2OJ3OJ4 n 

x [(k, - k3~2 - M?i + (k, - k.t~2 - M?i + (k, + k2~2 - M;j 1 
== AB (3.98) 

We have here introduced in the second line of the equation the wave func­
tions for the incoming and outgoing particles, i.e. the factors multiplying 
the necessary annihilation and creation operators in the representation of 
the operators lp. In the third line we have, after the introduction of the 
Fourier representation of the Feynman propagator, performed the space­
time integrals. In the last line we re-express the three terms inside the 
square bracket as B and the remaining factors as A. We note in particular 
that the energy-momentum conserving (j-distribution appears in A. 

The cross section, according to Fermi's Golden Rule, is obtained by 
multiplying the transition rate per unit time by the inverse of the incoming 
particle flux and by the final-state density. We are going to introduce and 
discuss these factors in turn. 

The transition rate is obtained from the square of the matrix element At 
and we immediately encounter the difficulty of squaring a (j-distribution 
in the factor A. If we go back to Eq. (3.51) we note that the distribution 
for a finite box V is, for the momentum part, 

(2n)\5(k - k') ~ V (jk,k' (3.99) 

Consequently the square of the space-momentum part is, formally, 

[(j(k - k')]2 ~ (2:)3 (j(k - k') (3.100) 

For the energy part we note that the (j-distribution stems from an integral 

(j(~E) = ~ [lim 1to dteXp(it~E)] = lim [Sin(to~E)] (3.101) 
2n to~co -to to~co n~E 

The last expression is a well-known representation of the (j-distribution. 
We always have in mind the physical picture that there should be a finite 
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time overlap for the interaction; this corresponds to a finite 'effective' value 
of to. Therefore this representation is in accordance with our intuition. If 
we formally square the last line and note the well-known relation 

1. [Sin(XY)] 
1m =Y 

x--->o X 
(3.102) 

we find the following formal definition of the square of the energy part of 
the b-distribution (with M = 2to the 'interaction time'): 

[b(dE)]2 ~ ~~ b(dE) (3.103) 

Thus the transition rate per unit time is 

w (2g2)2 8 V 2 
At - (4 2)2 (2n) (2 )4 b(kl + k2 - k3 - k4)IBI (3.104) 
il V Wl W2W3W4 n 

The incoming flux, i.e. the number of states interacting per unit time 
and unit transverse area, is vr/V, where Vr is the relative velocity of the 
particles. If we divide the formula in Eq. (3.104) by this flux factor we 
notice that we obtain two factors V in the numerator, one from the (space­
momentum) b-distribution and one from the flux. These two compensate 
the two factors V in the denominator stemming from the two incoming 
particle wave functions. 

The remaining factors from the incoming wave functions, 4WlW2, com­
bine in the denominator with the velocity Vr so that we have 

4WlW2Vr = 4WlW21vl - v21 = 411kllw2 -lk2lwll 

= 4MlM2lsinh(Yl - Y2)1 = 4MlM2V'-co-s-h-2(-Yl---Y-2)---1 

(3.105) 

2V(s - Mr - Mi)2 - 4Mr Mi == 2VA(s, M~, M~) ~ 2s 

with s the squared cms energy s = (kl +k2)2. Here we have first introduced 
the relative velocity and used that each particle velocity is Vj = Ikjl/wj 
and that energies and momenta can be written in terms of rapidities 
Wj = Mj coshYj, Ikjl = Mj sinhYj. The rest is simple manipulation and 
we note that the function A( a, b, c) is totally symmetric: 

A(a, b, c) = a2 + b2 + c2 - 2ab - 2ac - 2bc (3.106) 

The quantity A is very useful for quick calculations of Lorentz boosts. 
Thus the cms momenta of two particles (indexed 1 and 2) with a common 
cms energy .JS has the common cms momentum 

VA(S, Mr,Mi) 
Ikj,cmsl = 2.JS (3.107) 
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while in the rest frame of particle 1, particle 2 has momentum 

VA(s,Mr,Mi) 
Ik 2,/abl = 2Ml (3.108) 

In the rest frame of 2 we simply exchange exchange the indices. 
The third factor in the cross section, the final-state density is the number 

of momentum states available and is given by Eq. (3.50). We note that 
it will contain in the numerator as many V -factors as particles. This will 
compensate the corresponding denominator V -factors from the final state 
particle wave functions. All in all this final-state density therefore combines 
with the wave function factors into 

II d3kh II dkjf + 2 2 
2(0' (2n)3 = . (2n)3 <5 (kjf - Mh ) 

jf 1J 1J 

(3.109) 

where we have used Eq. (3.66). 
The full cross section then will appear as (for nj final-state particles) 

d(J = 2g4 IB 12 
(2n)(3nf-4) V A(S, M~, M~) 

x II dkjf <5+(k]f - M1)<5(kl + k2 - Lkjf ) (3.110) 

The general phase-space factors in Eq. (3.110) will always occur in two­
body to many-body processes but the factor 2g41B 12 (with the matrix 
element B defined in Eq. (3.98)) is specific to the particular process we 
have considered. We will meet the result repeatedly later in the book and 
we note that it is manifestly Lorenz-invariant. 

3.5 The propagators in lightcone physics in the infinite-momentum 
frame 

1 The formalism 

We will in this section provide a different picture of the the Feynman rules 
by exhibiting the properties of perturbation theory when lightcone coordi­
nates are used. The propagator in energy-momentum space will then have 
strong similarities to the old-fashioned energy denominators occurring in 
time-dependent perturbation theory in nonrelativistic dynamics. 

Basically the scenario describes a two-dimensional field theory in trans­
verse dimensions with a varying mass parameter which corresponds to 
one of the lightcone components. The whole idea stems from early in­
vestigations by Weinberg, [111], into the possibility of simplifying the 
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Feynman rules by performing all the integrals in a frame moving very fast 
in some direction. This has been called the 'infinite-momentum frame'. 
The discussion is based upon the development in [87]. 

The formalism is useful to understand intuitively some of the features 
of the parton model which is discussed in Chapter 5. We will use some of 
the results in connection with heavy quark fragmentation in Chapter 13. 

We begin by defining the lightcone components 17, Hand r, C of the 
energy-momentum and space-time operators: 

Po + P3 t + X3 
17= J2 ' r= J2 

Po - P3 t- X3 

H= J2 ' C= J2 
(3.111) 

We will call the 1- and 2-components the transverse components of the 
corresponding four-vector and denote these by Pl. and Xl.. 

According to the ordinary commutation relations we have 

[17,r] = [17,H] = [H,C] = [r,C] = 0 

[17,C] = [H,r] = i 

and all these components commute with the transverse ones. 
The mass-shell condition for a free particle means that 

2 
2 p2 p2 2 HPJ. TT m = 0 - 3 - P 1. => = 217 + "0 

(3.112) 

(3.113) 

where Vo = m2 /217 is similar to a potential term. This is evidently a 
reduction of the problem to the two transverse dimensions using the 
variable 'mass' -parameter 17. 

We next consider the Feynman propagator and rewrite it in terms of 
the variables given above: 

AF(X) = _i_ J dkexp(ikx) 
(2n)4 k2 - M2 + ie 

= (2:)4 J d2pl. J d17 exp i(17C - Pl. . Xl.) 

x J dH exp(iHr)(217H - pi - M2 + ie)-l (3.114) 

We note that by use of the results in Eq. (3.80) we may now write the 
following formula for the Feynman propagator: 

1 J roo d17 AF(X) = 2(2n)3 d2pl. Jo n-[E>(r)exp(-ipx)+E>(-r)exp(iPx)] 

(3.115) 
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Fig. 3.2. One of the possible Feynman diagrams in the process 1jJ1 + 1jJ2 ~ 

1jJ3 + 1jJ4 + CPs and the same diagram ordered according to one of the possible 
orderings along the lightcone. 

where px = HT+1]( -P..L ·X..L and H is defined by the mass-shell condition 
above. 

In order to obtain the result in Eq. (3.115) we have divided the integra­
tion region of 1] into positive and negative parts to obtain the sign of the 
limiting imaginary part and then changed sign for the negative part. This 
provides the signs in the complex exponents. 

We have thus come back to expressions with the properties described 
before. The 'effective' energy H is like a nonrelativistic kinetic energy term 
related to the generalised 'time', i.e. the lightcone coordinate To 

2 An example 

We will next provide an example of how the Feynman rules work when 
lightcone coordinates are used; we consider the Feynman diagram in Fig. 
3.2(a). This corresponds to the g¢: tp2 :-theory we have discussed before 
and contains the scattering of two tp-particles together with the emission 
of a ¢-particle in a bremsstrahlung process. We note that there are several 
more diagrams which will contribute to the process. 

In Fig. 3.2(b) we have drawn a version of the diagram in which there 
is a particular ordering of the T-variables. A little thought will convince 
us that if we have n vertices in the primary Feynman diagram then there 
are n! such ordered diagrams possible. That means six in this case and we 
have considered the one corresponding to the ordering T1 :::;; T2 :::;; T3. 

In the ordered diagram we must perform the T-integrals with this 
ordering requirement, which means that only one of the 8-terms in the 
representation of Eq. (3.115) survives the requirement. 

There are two propagator terms and three T-integrals. Note that all the 
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transverse integrals and the (-integrals can easily be performed to give at 
each vertex a b-distribution contribution 

(3.116) 

where the indices i, f correspond to the 'in' - and 'out' -contributions at that 
vertex. Note that we have directed the vectors in Fig. 3.2(b). 

The T-integrals are given by 

I = J dT1dT2 dT30 (T3 - T2)0(T2 - Tt} exp{ -i[(HI - H3 - H6)Tl 

+(H6 - H4 - H7 )T2 + (H7 + H2 - HS)T3]) (3.117) 

If we introduce the natural variables To = Tl, Tl = T2 - Tl, T2 = T3 - T2 
then the integrals are transformed to give 

1= J dToexp [-i(J'f i - J'ff)To] 1000 dTI exp [-i(J'f1 - J'ff)TI] 

x 1000 dT2 exp [-i(J'f2-J'ff)T2] (3.118) 

where we have introduced the notation 

J'f i =Hl+ H2, J'ff=H3+ H4+ HS 

J'fl = H3 + H6 + H2, J'f2 = H2 + H7 + H4 
(3.119) 

Again the indices i, f correspond to the energies of the incoming and 
outgoing states (this time for the whole diagram, with signs) and the two 
indices 1 and 2 correspond to the intermediate states. If we consider Fig. 
3.2( b) it is obvious what is meant by the intermediate states. They refer to 
those particles which exist at a particular T-slice, for the index 1 the slice 
between Tl and T2, for the index 2 the slice between T2 and T3. 

The To-integral, which is taken over the whole lightcone time, provides 
a b-distribution for overall energy conservation. The Tl- and T2-integrals 
only cover the positive regions and each give 

roo dT exp(iJ'fT) = J'f i . (3.120) 
Jo + IE 

This means that the total result will contain, besides an overall energy­
momentum-conserving b-distribution, 'mass'-conserving , i.e. 1J-conserving, 
and transverse-momentum-conserving b-distributions at each vertex, 
something very similar to old-fashioned energy denominators: 

(3.121 ) 

one for each intermediate state. It is not difficult to see that this structure 
survives for all the different contributions. Further, as one may guess, it 
is possible to do the same for any kind of field theory, although there 
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are often more singular parts of the propagators (for QED cf. [87]) than 
those we encountered in the simple scalar theory. 

It is worthwhile to note that that the 1]-terms we find everywhere are 
nothing other than the quantities 

dPI 
2e 

dy 
2 

(3.122) 

which we met before in the method of virtual quanta in Chapter 2, and 
also will meet later as Feynman's 'wee spectrum' of partons. 

In this way each n-vertex Feynman graph can be reduced to n! old­
fashioned energy denominator integrals. This might not seem to be a 
major achievement. But this formalism often makes it easier to perform 
reasonable approximations among the many diagrammatic contributions 
to a particular scattering situation or bound-state configuration. It also 
provides an intuitively appealing picture of the difference between the 
longitudinal and the transverse dynamics. 
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4 
The vacuum as a dielectric 
medium; renormalisation 

4.1 Introduction 

In this chapter we will consider some major problems in quantum field 
theory. They are related to the understanding of polarisation effects in 
the vacuum state. Although this state in the mean is empty it nevertheless 
embraces the continuous production and annihilation of virtual particle­
antiparticle pairs due to quantum fluctuations. All the real charges and 
currents then behave as if they were moving in a dielectric medium. In 
connection with QED this effect is small (although readily observable). 
For QCD, on the other hand, it plays a major role. 

The first kind of problem is mathematical, related to ill-defined series 
expansions in perturbation theory and also to undefined integrals. The 
second is general in physics: it is necessary to isolate the effective depen­
dence on the theoretical parameters in all the calculated expressions for 
the observables (note that this dependence is in general complicated when 
one deals with non-linear equations). This is the renormalisation procedure, 
which always must be performed in order to relate the parameters in a 
theoretical expression to the observables in an experiment. 

It is true that physicists are, compared to most other scientists, privileged 
because the components of many systems in physics can be isolated. In this 
situation the properties of each component can be determined. Afterwards 
the whole system can be brought back into interaction, with well-defined 
values of the parameters which govern the behaviour of each subsystem. 
For an interacting quantum field it is, however, not straight-forward 
to isolate the 'real' quanta from the surrounding fields and the quantum 
fluctuations. This was found for an electron in connection with the method 
of virtual quanta in Chapter 2: the electron energy can only be isolated 
from the surrounding field energy by means of an impact parameter 
cutoff. Similarly the properties of a field quantum in an interacting-
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field theory cannot be described in terms of the corresponding free-field 
behaviour without some limiting procedures and the introduction of cutoff 
parameters. 

It is a surprising and gratifying result that we are able to solve both 
the above-mentioned problems at the same time. It turns out that all the 
'bad' mathematical expressions occur, for a wide class of field theories, 
just where we would anyhow have had to redefine these expressions in 
order that the coupling constants and the masses should have the values 
observed for the free initial- and and final-state quanta. 

We will consider two different examples with some similarities. The first 
one corresponds to the scalar field theory we exhibited before in Chapter 
3, with two lP-operators coupled to a single </J-field. We will choose 
the quanta of the </J-field to be massless, Mq, = 0, in order to connect 
with the QED and QCD field theories. These will provide our second 
example, with massless vector particles, photons and gluons, coupled 
to spin 1/2 fermions corresponding to the scalar lP-fields in the first 
example. 

We will find that, apart from mass renormalisation, the scalar field theory 
is a finite field theory, called super-renormalisable. This feature is related 
to the dimensions of the coupling constant. For a super-renormalisable 
theory the coupling constant dimension is positive in terms of energy di­
mensions. Then the theory contains at most a finite number of undefined 
diagrammatic contributions in perturbation theory and this can be under­
stood in the following way. Undefined, divergent, integrals in perturbation 
theory stem from the fact that there are too many energy-momentum 
integration variables as compared with the energy denominators (from 
the propagators). Then the integrals are not sufficiently damped for large 
values of the energy-momentum variables (and are therefore called ultra­
violet divergent). If we consider this phenomenon in space-time then the 
divergences in the energy-momentum integrals correspond to singular 
behaviour of the space-time integrals for small values of the relative coor­
dinates of the field operators. The singularities stem from the distribution 
properties of the field operators, which we have already encountered in 
Chapter 3. In general one is not allowed to multiply field operators at the 
same space-time point (which we would like to do when we consider local 
interactions between fields). 

Let us consider a physical quantity J which by a suitable rescaling is 
dimensionless. When it is defined in perturbation theory at the nth order 
in the coupling constant g one obtains gnIn with In some integral. The 
integral In must then have the (energy) dimension dimIn = -n x dimg. 
Therefore in a super-renormalisable theory the (energy) dimension will 
become more and more negative with n. This means that the number 
of energy denominators must be increasing faster than the number of 
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integration variables, which means that we obtain integrals which are 
more and more damped for larger energies. 

QED and QeD have dimensionless coupling constants and in these 
cases the argument above does not work. They are nevertheless renormal­
isable in the following sense. One finds that in each order of perturbation 
theory there will be logarithmically divergent integrals (which in prac­
tice stem from non-allowed changes of integration order and undefined 
limits). It is then necessary to introduce in each order of perturbation 
theory a method to make the results finite. For renormalisable theories 
it turns out that all the undefined quantities can be incorporated as multi­
plicative constants in the field operators and in the coupling constants after 
mass renormalisation has been performed. This means that the 'new' 
renormalised field theory contains just as many parameters as the origi­
nal one. When these parameters have been fixed by the observed values 
then all the remaining observable quantities are finite and predicted by the 
theory. 

To be more precise we may imagine that we have a fixed external 
electric charge (size go) and that we make use of it in order to measure 
the properties of a quantum field coupled to the charge via QED. As 
a thought experiment we will consider the scattering of a field quantum 
with momentum transfer q2 from this external source. 

Now let us take into account the influence of the quantum fluctuations 
in the state, i.e. what we have earlier referred to as the dielectric properties 
of the surrounding vacuum state. All these properties can be calculated 
in perturbation theory but (unless one is particularly careful about the 
distribution properties of the fields) the expressions will correspond to ill­
defined integrals and series. The calculations can nevertheless be performed 
with different degrees of sophistication. We will then obtain results which 
can be expressed in terms of the original (unrenormalised) parameters 
of the theory together with some suitable cutoff parameters to make the 
mathematical expressions well defined. 

In this way we will obtain an expression for the scattering amplitude 
(cf. Eq. (3.98)) which should be of the generic shape 

gOg~q2) x k.f. 
q 

(4.1) 

where kJ. corresponds to the necessary kinematical factors and g(q2) 
corresponds to the coupling constant at the 'test frequency', q2, at which 
we perform the calculation (the theoretically evaluated quantity g(q2) also 
depends upon the the cutoff parameters, of course). We may also calculate 
other quantities, such as the value for which there will be a pole in the 
field propagator. This obviously corresponds to the squared mass of the 
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corresponding quanta (as seen by a probe with the frequency q2) and from 
the size of the pole term we may calculate the number of quanta which 
are available at the scale q2 in the field (the 'field strength'). 

These calculations provide us with a value for the effective coupling 
constant, g(q2), as well as values for the mass(es) and the normalisa­
tion(s) of the field(s) at the 'frequency' q2, and they are all expressed in 
terms of the unrenormalised parameters and the cutoff parameters. We 
may then choose these numbers to coincide with our expectations (giving 
coupling constant, mass and wave function renormalisation, respectively). 
But note that this free choice can in general only be made for a sin­
gle value of the frequency! For other frequencies there will be changes 
but in a renormalisable theory all such changes are computable and finite 
although all quantities will seemingly depend upon the value of q2 for 
which the original definition is made. There is, however, no reason to 
prefer one value of q2 to another and we may then freely move be­
tween different 'normalisation points'. But the values of our parameters 
at these different points are all related, i.e. for any given value q2 and 
our choices of the parameters at that value we may compute the re­
sult for any other frequency value. And for any particular value qi we 
will obtain the same observable results, independent of the normalisation 
point! 

This is the content of the renormalisation group theory. After we have 
sketched the general behaviour of any renormalisable field theory we will 
derive the Callan-Symanzik equations, [108], which relate the behaviour of 
the matrix elements and the effective coupling constant g(q2) at different 
values of the momentum transfer by means of differential equations. We 
will use these equations again in Chapter 19 to derive the QCD predictions 
for the scale breaking in the parton structure functions, which governs the 
behaviour of the inelastic lepto-production cross sections. 

We start by introducing the Kallen-Lehmann representation as a con­
venient tool to perform the renormalisation procedure. This will also 
provide an opportunity to show the occurrence of some of the phase 
space factors we will meet further on. We also show how to calculate the 
polarisation correlations which occur when one couples spin 1/2 (Dirac) 
particles to spin 1 particles (photons or gluons) as is done in QED and 
QCD. The particular polarisation properties of the QCD field theory 
are treated in some detail and we will then also consider the relation­
ship between the weight function and the full polarisation function in a 
Kallen-Lehmann representation, i.e. we will introduce the notion of 'cut 
diagrams'. We will finally show how to calculate the color factors which 
occur in QCD. 
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4.2 The Kallen-Lehmann representation, the n-particle phase space 

We start out with the following general expression for a propagator 

AFA(X) = (01:Y {A(O)A(x)} 10) 
= 0(x) (01 A(x)A(O) 10) + 0(-x) (01 A(O)A(x) 10) (4.2) 

where A is a local (for simplicity also self-adjoint, i.e. real) operator of any 
kind expressed in terms of the in-fields (we omit all i-indices from now 
on). We may introduce a complete set of states En In) (nl = 1 in between 
the operators. Further we note that (due to translation invariance) 

(01 A(x) In) = exp(-iknx) (01 A(O) In) 

(nl A(x) 10) = exp(iknx) (nl A(O) 10) 
(4.3) 

with kn the total energy-momentum of the state n. We then rearrange the 
expression for AFA into 

n 

= J (::)3 [0(x)exp(-iqx) + 0(-x)exp(iqx)] dac5+(q2 - a)GA(a) 

GA(q2) = (2n)3 L c5(q - kn)IAonl2 
n (4.4) 

where we have used the shortened version AOn = (01 A(O) In). 
The fact that G A is a Lorentz invariant will be exhibited below. Then 

the resulting expression for AFA is 

J i J exp(iqx) 
AFA = daAF(x, a)GA(a) = (2 )4 dq 2 . daGA(a) (4.5) 

n q -a+lE 

which is the Kallen-Lehmann representation for the general propagator. 
The structure is a sum of ordinary Feynman propagators with contribu­
tions from the squared masses of all the possible intermediate states which 
can be reached by A. 

We note that the weight function G A, if we use the distribution described 
by Eq. (3.87), is essentially the real part of (the Fourier transform, i.e. 
the energy-momentum space version, of) AFA. This general feature is in 
Chapter 2 referred to as the Kramers-Kronig relations: the imaginary 
part of the dielectricity is determined by the real part. From Eq. (4.5) we 
find the content of this statement, i.e. the total energy-momentum space 
propagator is determined by its real part. We will elaborate this result 
further on in this chapter. 

In order to investigate the weight function GA we start by considering 
the case A(x) = :lp2(x):. Then there is only a single intermediate state, a 
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two-particle lp-quantum state, and we obtain for this situation 

n 

(4.6) 

where in the last line we have gone over to the result for A, : n;;=1 lp j! :, 
in order to show the general structure of any GA-expression containing 
normal-ordered local-field operators. The main point is the occurrence of 
the manifestly Lorentz-invariant nf-particle phase space. 

For the scalar field theory case the probability of producing real states 
with the mass square a is given simply by this phase space factor. We will 
later find a difference when we have spin 1/2 particles coupled to a vector 
field; then there is also a spin-correlation term. 

We will now calculate the phase space integrals, In!, for the cases when 
nf = 2,3 because we will need them later. We start with h: 

2 J dkIdk2 + 2 + 2 h(q ,aI, a2) = (2n)3 6 (ki - ar}6 (k2 - a2)6(q - ki - k2) (4.7) 

Evidently q must be a time like vector with R 2: JZil + JCi2. In order 
to simplify our formulas, we will make use of the Lorentz invariance 
to choose the particular system where q is at rest (the cms of particles 
1 and 2). Then q = (W, 0). Performing the k2-integral by means of the 
energy-momentum-conserving 6-distribution we obtain in this frame 

(4.8) 

with the notation ki = (co = Jk2 + aI, k). We have chosen a spherical 
coordinate system with d3k = k2dkdQ. We may then transform to the 
integration variable co and obtain 

(4.9) 

where A is again the symmetrical function defined in Eq. (3.105). In 
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particular the expression can be written as 

2Pcms 
h = (4n)2W 

63 

(4.10) 

Thus the two-particle phase space integral vanishes linearly when the 
relative velocity vanishes and approaches the constant 1/( 4n)2 for large 
W2-values. We note that the phase space for two particles is dimensionless 
(with our conventions, i.e. when c = Ii = 1). 

If we look back we notice that for n = 2 there are n x 4 integration vari­
ables with dimension mass. But there is a four-dimensional £5-distribution, 
with dimensions 4 x (-1), and n = 2 (mass-shell) £5-distributions with 
dimensions -2. This means that the n-particle phase space has the energy 
dimension dimln = 4n - 4 - 2n = 2n - 4. 

We note also that the number of degrees offreedom is 4n-4-n because 
the mass-shell £5-distributions fix only one of the four energy-momentum 
variables describing each particle. There is, however, also the question 
of orienting the event. It takes three Euler angles (cf. Goldstein) to fix 
the coordinate system. If there is no outside direction to relate to, these 
angles will always be integrated out. Thus for the internal dynamics of 
the n-particle state there are effectively 3n - 7 degrees of freedom. 

For the three-particle phase space we find an energy dimension 2 and 
also that there are two internal degrees of freedom. This is a sign that it is 
a density in two energy variables. We note that if we again go to the cms, 
i.e. choose the vector q = (W,O), then the energy £5-distribution requires 
the three cms energies to satisfy 

3 

L Wj = W (4.11) 
j=1 

We may then choose two of these to be independent variables, e.g. the 
pair WI, W2. We will only calculate in detail the result when all the three 
particles are massless; we then obtain 

d213 1 j 3 3 II3 2 ( ~) d d = (2 )6 d kId k2dk3 £5(kj )£5 q - 6 kj 
WI W2 n j=1 j=1 

2 

= (2~)6 j d3kId3k2)] £5 (kJ)£5 ((W - WI - W2)2 - (ki + k2)2) 

= (2:)SWIW2 jsin8d8£5 (W2-2W(WI+W2)+ 2wIw2{l-cos8)) 

(4.12) 

In the second line we have introduced k3 = (W -WI -W2, -(ki +k2)) and 
then performed the integrals over everything besides the relative angle 8 
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between the vectors kl and k2. The final step leads to the result 

d2lJ n2 

dWl dW2 = (2n )6 0( W - Wl - (2) 

x0 (2(Wl + (2) - W)(W - 2wt}(W - 2(2)) (4.13) 

One way to make the whole thing symmetric is to introduce the new 
dimensionless quantities Xj = 2wj/W for j = 1,2,3 and to rewrite the 
distribution as 

d3lJ = (:~4 <5 (t Xj - 2) P dXj0(xj)0(1 - Xj) 
J=l J=l 

(4.14) 

The expressions for the higher-order phase space factors become more 
and more complicated to handle. Van Hove [81] devised the idea of 'lon­
gitudinal phase space', which means that one projects the total n-particle 
phase space onto a single direction. He was in that way rather successful 
in obtaining low-energy dynamical information from the experimental dis­
tributions. But even in this simplified case one cannot make do with fewer 
than n coordinates for n particles so this method fails to give information 
as soon as we go away from the resonance region. 

4.3 A scalar-field-theory propagator in the Kallen-Lehmann 
representation 

In this section we will make use of the Kallen-Lehmann representation 
together with the structure of the perturbative expansion as given in 
Dyson's equation to study some very general properties of the propagator. 

We will as an example consider the time-ordered product 

(4.15) 

for the simple g: qnp2 :-theory. To second order in the coupling constant the 
(in-)vacuum expectation value of the operator Tprop contains two terms: 

(Oil TproplOi) = 8F(X2 - Xl, MrjJ) + 4g2 J dX3dx48F(X2 - X3, MrjJ) 

X 8~(X3 - x4,Mlp)8F(X4 - xl,MrjJ) (4.16) 

The result is presented in Feynman graph language in Fig. 4.1. 
It is not too difficult to continue towards higher-order approximations 

(although there are some problems with respect to counting the number 
of contributions to each particular diagram in accordance with combina­
torics). In Fig. 4.2 we show the relevant contributions in the next order; it 
is then possible to deduce the general structure. 
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---0---
Fig. 4.1. The first two orders in the expansion of the 4>-propagator described by 
Feynman diagrams in the simple g4>: 1p2 :-theory. Solid (broken) lines correspond 
to 1p- (4)-)propagators. 

---0--- ---0---- --

---0--- --0--0-
Fig. 4.2. The next-order contributions to the propagatm in the g4>: 1p2 :-theory. 

There is a 'master' part, p, which is called the polarisation function. It 
is the sum of all the contributions from diagrams (with one 4>-line in and 
one out) with the following connection structure: 

• they are everywhere two-line (at least) connected, i.e. all parts are 
connected to the rest by at least two lines (this is called one-particle 
irreducible). It means that you cannot disconnect one part from the 
others by cutting a single line (whether it is broken, corresponding 
to a 4>-propagator, or solid, alp-propagator). 

The contributions in Fig. 4.2 are one-particle irreducible for the first 
three cases shown but the fourth contribution can be divided easily by 
cutting the line in between the 'blobs'. 

We will assume that it is possible to sum up the contributions to p. 
Unfortunately it can be proved that in a scalar field theory the contri­
butions are, at the 2nth approximation level, positive and the number of 
contributions increases more than n! [82]. Therefore the power series in 
the coupling constant g2 cannot converge in the usual sense. 

This behaviour can be described in very sophisticated mathematical 
ways but the major physical reason is that the interaction term is not 
well-behaved, in this case the interaction term ex 4>: lp2: is not positive 
definite. Therefore it is possible to find state configurations with a positive 
energy in the original free-field case (we may e.g. chose large negative 4>­
field contributions). For the total energy operator Ye such configurations 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


66 Renormalisation 

------- + --- --- + --

+ - - - + 

Fig. 4.3. The result of summing all one-line irreducible diagrams into the 
polarisation function p (denoted by a shaded oval) and then adding all these 
one-particle reducible contributions. 

will provide very large negative contributions. Then the Hilbert space of 
the free-field configurations becomes different from the Hilbert space of 
the interacting fields, i.e. for some states of the free Hilbert space the 
interaction term is not well defined. 

(You can find a similar behaviour if you introduce e.g. a seemingly 
small but singular perturbation ex Elxl-1- Ci into the one-dimensional 
Schrodinger equation with a binding potential at the origin; for any 
E, (j > 0 there is at least one state, the ground state tpo, which is not 
allowed in the Hilbert space of states of the total hamiltonian because the 
perturbation term is not defined on the state tpo.) 

In Fig. 4.2 we note in the fourth contribution the appearance of a 
repeated part from Fig. 4.1. After a little thought we may conclude that 
to all orders in the expansion the result can be described as a single (free) 
¢-propagator connecting p's in accordance with Fig. 4.3. This means that 
if we introduce the Fourier transform p of p by 

p(x) = (2:)4 J dqp(q)exp(iqx) ( 4.17) 

then we obtain the total result after Fourier transformation (using Li for 
the full Feynman ¢-propagator in energy-momentum space and LiOl(q) = 
q2 + iE for the corresponding free ¢-propagator): 

Li = Lio(q) - Lio(q)p(q)Lio(q) + Lio(q)p(q)Lio(q)p(q)Lio(q) + ... 
This can be expressed as an algebraic equation: 

Li = Lio(q) - Lio(q)p(q)Li(q) (4.18) 

with solution 

(4.19) 

We have then in effect summed a geometrical series without worrying 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


4.3 A scalar-field-theory propagator 67 

about convergence problems. This has at least a formal meaning in con­
nection with a perturbative expansion. Equation (4.18) was first derived 
by Dyson and corresponds to his propagator equation. We conclude that 
in order to learn about the general propagator it is enough to know the 
polarisation function 15 in energy-momentum space. 

Actually we have in the simple cfJ: tp2 :-theory already calculated the 
lowest-order contribution to p, i.e. the contribution p(1) corresponding to 
the second term in Fig. 4.1. We note that this has exactly the structure of 
the vacuum expectation value of a time-ordered product (cf. Eq. (4.16)): 

4d}(X4 - x3,M1p2) = (0 Ig- {:tp2(x3)::tp2(x4):}1 0) (4.20) 

We may then use the Kallen-Lehmann representation for such an expres­
sion and pick up the result directly from Eqs. (4.5), (4.6), (4.9): 

15(1)(q2) = 4g2 1 ) 1 _ 4M2 [ da ] 
(411:)2 4M2 a a - q2 - if' 

(4.21) 

with M == M1p. The weight function in the integral is just the size of the 
intermediate two-particle phase space. The integral does not vanish for 
q2 = 0; as a matter of fact it does not even converge! This is due to a 
too-cavalier treatment of limits in the calculations. But even if the integral 
were finite we would have to (re)define it so that 15 vanishes for q2 = O. 
This is called mass renormalisation and corresponds to the requirement that 
our physical cfJ-field also should have massless quanta. 

It can be done easily in this case: 

15(1)(q2) ~ 15(1)(q2) - 15(1\0) 

= ~ 1 ) 1 - 4M2 [ da _ da] 
(411:)2 4M2 a a- q2-if' a 

_ 2 4g2 1 j2?4M2 [ da ] _ 2 (1)( 2) -q-- --- =ql q 
(411:)2 4M2 a a(a - q2 - if') ¢ 

(4.22) 

Then we obtain for the total propagator the expression 

dF(X) = _i - J dq exp(iqx) [ 1 1 
(211:)4 q2 + if' 1 + 1¢(q2) 

(4.23) 

where the correction term [1 + 1¢(q2)]-1 ::c::: 1 - 1¢(q2) is to lowest order 
equal to a convergent integral: 

1- P)(q2) = 1- 4g2 1 )1- 4M2 [ da ] (4.24) 
¢ (411:)2 4M2 a a(a - q2 - if') 

A very similar calculation can be done for the fulltp-propagator and in this 
case we obtain as the lowest-order correction term the Kallen-Lehmann 
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contribution, corresponding to Eq. (4.20): 

(01:Y {:4>tp(3):: 4>tp(4):} 10) = LlF (X4 - X3, M;)Llo(X4 - X3) (4.25) 

which again leads to the necessity of defining the mass pole for the tp­
propagator. We end up with an expression for the propagator similar 
to the one we obtained for the 4>-propagator in Eq. (4.23) and with a 
denominator in the integral containing an (inverse) correction term 1 + lip. 

The quantities in Eqs. (4.25) and (4.20) are usually referred to as 'self­
energy contributions', indicating that the tp( 4> )-particle may fluctuate into 
a 4>tp(tptp)-state and back again, i.e. interact with 'its own field'. Just as 
for the electron in the method of virtual quanta, cf. Chapter 2, it is 
then necessary to distinguish between the tp( 4> )-quantum itself and the 
surrounding quantum field, i.e. it is necessary to define the mass of the 
quantum. 

It turns out that in this field theory there are now no other undefined 
Feynman diagram integrals. After mass renormalisation it contains in each 
order of perturbation theory only well-defined expressions. As mentioned 
above, the number of contributions increases very fast with perturbation 
order and therefore the theory as a whole is not definable by means of 
our present formulation of perturbation theory. 

There is, however, one particular feature which is valid both for 11 and 
lip: they are both positive-definite functions for spacelike values of q < O. 
This can be traced back to the properties of the weight functions. It has the 
evident consequence that there is a dielectricity function, E :::::: 1 - 1~\q2) 
to the lowest order, which must be always smaller than 1 (to all orders if it 
can be defined at all). 

This is the most general feature we can prove for any renormalis­
able or super-renormalisable field theory in which the Kallen-Lehmann 
representation is valid in the form Eq. (4.5). The main point is that the 
weight function G in the integral is positive-definite because we are in reality 
calculating the phase space size of the real intermediate states. 

Actually the weight function generally has the meaning of a production 
rate, i.e. the probability of emitting a tp-quantum pair from an external 
(unit) 4>-source, 4>e, carrying energy-momentum P with p2 ~ 4M~. To see 
this we note that the matrix element At and the transition rate w will be 

At = P, J dx4>e(x) exp [i(k2 + k3)x] 
2V E2E3 

2 

W = ({n)3 1¢e(P) 12dP h(P2, M;, M;) 

(4.26) 

where ¢e is the Fourier transform of the external source 4>e(x) and h is 
the two-particle phase space in Eq. (4.8). With normalisation such that 
J l¢e(P)1 2b+(p2-a)dP j(2n)4 = 1 we obtain directly from the distribution-
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valued limit in Eqs. (3.85), (3.87) that OJ agrees with the (negative) real 
part of the first-order polarisation contribution in Eq. (4.21). 

This is just the Kramers-Kronig result for this case: the absorption 
cross section for the ¢-field, i.e. the rate of producing lp-pairs, determines 
the real part of the dielectricity function while the imaginary part stems 
from an integral over that quantity, cf. Eq. (4.21). 

4.4 The photon propagator in QED and the gluon propagator in QeD 

1 Introduction 

Before we consider the renormalisation process further we will discuss the 
results for the propagators in QED and QCD corresponding to those in 
the previous section. We will start with the properties of the polarisation 
function and methods for calculating the spin-averaged current matrix 
elements in QED and QCD. 

We will use the results from this calculation repeatedly in the book. It 
is possible to understand the simple structure without ever entering into 
the complexities of the Dirac spinors if we use 

1 helicity conservation, 

2 Lorentz covariance, 

3 common sense and simple algebra. 

Of these only the first item has not been used before. It is a general 
property, valid for all massless particles with spin, that the spin must 
always be directed either along the direction of motion of the particle 
(positive helicity) or in the opposite direction (negative helicity). This feature 
was noticed by Wigner, [112], in his fundamental classification of the 
Lorentz group. Actually we already know from Chapter 2 that a real 
(massless) photon, which is a quantum of an electromagnetic radiation 
field (,g, {!jJ) with its motion along the Poynting vector P = ,g x {!jJ, has 
its polarisation plane in a direction transverse to P (conventionally along 
,g). Its spin component is then either + 1 or -1 along the Poynting vector 
direction (remember how the spherical harmonics yt look for m = 0, ±1). 

The same goes for a massless spin 1/2 particle and it is also a good 
approximation when the particle's rest mass can be neglected compared 
to its energy (m ~ e). For a particle with energy of order its restmass 
it is always possible to go to its restframe and prepare the spin in any 
suitable direction and then (although some care is needed in the Lorentz 
transformations of spins, cf. Chapter 14), it will have a definite direction 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


70 Renormalisation 

in any other Lorentz frame. In particular a massive spin 1 particle will 
have three possible values of its spin, ±1,0, along any direction. 

There is a precise statement that the electromagnetic current matrix 
element between an incoming electron and an outgoing electron vanishes 
(if we neglect the electron's mass) unless they have the same helicity. 
This is evidently also true for the massless q- and q-particles in QCD. 
The implication is that QED and QeD interactions conserve the helicity of 
massless charged particles or in other words the current only couples to 
the transverse degrees of freedom of the vector potential. 

2 The vector nature of the field theories QED and QeD 

The two major differences between QED (QCD) and the simple scalar 
version we discussed in section 4.3 are that QED and QeD are vector 
theories, which means that all the operators carry Lorentz vector or tensor 
indices and that they have different dimensional properties. 

The fact that the currents are conserved also means restrictions on the 
different operator matrix elements. In particular the polarisation distribu­
tion will in this connection be a tensor, pJlV == pJlV(x), where 

(4.27) 

which in space-time and energy-momentum space must fulfil 

o JlpJlV = Ov pJlV = 0 => qJlpJlV = qv pJlV = 0 (4.28) 

because it is constructed from conserved currents. 
There is only one Lorentz-covariant tensor fulfilling Eq. (4.28) that can 

be built from a single vector q; its Fourier transform has the shape 

- ( 2 )-( 2) -( 2) -'( 2) PJlV = q gJlV - qJlqv P q , P q = rxp q (4.29) 

In this way we have defined the polarisation function p and in the second 
equation indicated that it is proportional to the fine structure constant, 
i.e. the squared electric coupling constant rx = e2/4n. As well as having 
tensor indices PJlV must be expressible in a Kallen-Lehmann representation 
because it fulfils all the requirements needed to derive Eq. (4.4) (note in 
particular that the current is a real operator). Therefore it should be 
possible to write for the polarisation function 

p(q2) = J da(J(a). 
a - q2 -lE 

(4.30) 

where the polarisation weight function (J(a) stems from the sum over 
intermediate states with squared mass a. (We note that it is in this case 
also necessary to be able to sum over the spin of the quanta in these states 
and we will devise methods for that in the next subsection.) 
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Further the free photon propagator is 

(01 ff {Ap(O)Av(x)} 10)0 = (2~)4 J dq exp(iqx)Do(q2)(gpv + g.t.) (4.31) 

- 2 1 
Do(q ) = 2 + . 

q l€ 

The notation g.t. stands for gauge terms and we have used the conventional 
notation Do for the photon propagator in QED. We have already, in 
Chapter 2, pointed out that owing to gauge invariance it is possible to 
make the change Ap ~ Ap + apA without changing the physical results in 
any calculation. This is due to the fact that the interaction term can be 
expressed as follows: 

On the right-hand side we have performed a partial integration and 
we find that the added gauge term vanishes owing to current conserva­
tion. Evidently gauge invariance and current conservation are intimately 
connected! Depending upon the gauge choice there are different tensor­
indexed contributions to the gauge term g.t. in Eq. (4.31) but when the 
field and its propagator are coupled to a conserved current we can ignore 
these terms. 

The second difference between the simple scalar version and the full 
QED is the dimensions of the currents. For a scalar field we have already 
noted that the field operator formally has (positive) energy dimension 1. 
Therefore the term : 1.p2:, which in the last subsection corresponds to the 
current, has energy dimension 2. In order to obtain the right dimensions 
for the interaction term it is necessary that the coupling constant, g, 
multiplying <p: 1.p2: in the interaction term, also has energy dimension 1. 
The theory is then super-renormalisable, according to the introduction to 
this chapter. 

For QED and QCD (fermion) currents, which are constructed from 
Dirac operators, we have instead an energy dimension 3. This means that 
the coupling constant in Eq. (4.32) is dimensionless and also that the 
polarisation tensor has energy dimension 2 in this case. It corresponds to 
the matrix element in Eq. (4.27). Comparing to Eq. (4.17) we note that the 
(positive) energy dimension 6 of the coordinate space ppv is after Fourier 
transform changed to 2, for 15pv. 

This means that the quantity 15 in Eq. (4.29) is dimensionless and it 
is also obviously a Lorentz invariant and has a Kallen-Lehmann rep­
resentation. We will now provide a more detailed expression for this 
quantity. 
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3 The current matrix elements 

In order to obtain the correspondence to Eq. (4.21) for the quantity p in 
Eq. (4.29) we need a method to sum over the spins in the intermediate 
states. We start with the contribution to the polarisation tensor from the 
lowest-mass state. We need the matrix element between the vacuum state 
and any state containing an electron-positron pair, (kl,k2UIl I0). Then we 
may define the sum over the spin states of the tensor y (we will only write 
out tensor indices when it is necessary to avoid confusion): 

YVIl = L (01 jv Ikl,k2) (kl,k21 jllIO) (4.33) 
spin 

It is useful to introduce the reduced matrix element, denoted by {}: 

1 
(k1,k21 jllIO) == 2V ~{kl,k2UIlI0} (4.34) 

i.e. we take out the 'ordinary' volume and energy factors from the matrix 
element. This means that the energy dimension of the reduced matrix 
element is 1. We obtain the corresponding tensor yr (which is Lorentz­
invariant due to our conventions in the definition of the weight function 
in Eq. (4.4) and has energy dimension 2) in terms of these reduced matrix 
elements: 

(4.35) 

We note that, in order to keep the current conservation condition, y and 
therefore also yr must fulfil 

qllY~1l = qVY~1l = 0 (4.36) 

with q = kl + k2. Further, due to the fact that electromagnetic interactions 
are parity conserving it must be constructed directly from the vectors kl, k2 
or from the gllv, This means that yr must be constructed from the two 
tensors Tj , j = 1,2 because these are the only independent combinations 
that fulfil Eq. (4.36): 

(4.37) 

In order to have the right energy dimension, yr must then be a linear 
combination of the T's with coefficients which are dimensionless: 

(4.38) 

If the coefficients u, ware to be Lorentz-invariant they can only depend 
upon the available Lorentz invariants kr,k~,klk2 and if they are to be 
dimensionless then the dependence must be upon the ratios of these three 
quantities. For massless particles they must then be plain numbers and, 
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+v +v -v q ... > ....... (~-)~(--
-v 

(a) (b) 

Fig. 4.4. The Breit frame and the ems description of an electron coming in 
and bouncing back due to a momentum transfer q and an electron-positron pair 
going apart, respectively. 

unless the theory is very singular when the mass approaches 0 (which it 
is not in this connection), then u, w must be plain numbers in the general 
case, too. 

Before we continue we also consider the matrix element (k11 jjl Ik2), i.e. 
the current matrix element between the electron energy-momentum states 
kl and k2• This will be of interest in connection with lepton scattering, 
cf. Chapter 5. In that case, in order to calculate the cross section we will 
need the spin-summed matrix element combination 

YVjl = L (k2ljv Ik1) (k1Ijjllk2) (4.39) 
spin 

We may again introduce the corresponding reduced matrix element, de­
fined in an obvious way, and the corresponding Lorentz-covariant tensor 
yr. Current conservation again must hold but this time we must change the 
definition of q to q = kl - k2. 

The fact that with the reduced matrix elements and tensors we obtain 
the same result for i and yr with the exchange k2 ~ -k2 is obvious 
for the scalar field theory we discussed in the earlier section. It is called 
crossing symmetry. It takes a little effort to prove that it also works for the 
vector theories QED and QCD but it is nevertheless true and it is one of 
the few very general properties which is valid in any field theory. 

To see that u and w must be equal we take recourse to helicity conser­
vation for a vanishing lepton mass. This means that the current matrix 
elements only couple to the transverse degrees of freedom of the elec­
tromagnetic (four)-potential A. The transverse directions are well defined 
when the electron and positron go out in opposite directions e.g. along 
the 3-axis, as they do in the ems, for the tensor i. For the tensor yr the 
same is true in the so-called Breit frame (see Fig. 4.4). This is sometimes 
called the 'brick-wall frame' for easily understood reasons, i.e. the electron 
comes in and after the interaction bounces out again with the same energy 
backwards along the 3-axis. 
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Thus helicity conservation means that if kJ = 0 then the 00- and 33-
components of the tensors yr (in the cms) and }ir (in the Breit frame) 
should vanish. We leave it to the reader to convince him-jherse1f that this 
happens if and only if w = u. 

The fact that the sum T1 + T2 == Ty only has tensor components in the 
directions transverse to the momentum transfer (lepton scattering in the 
Breit frame) or the production axis (e+e- annihilation in the cms) means 
that all its time components vanish and its space part is proportional to 
the tensor t( y) (using k as a vector along one of these directions): 

k·kl 
t(Y)jl = bjl - {2 (4.40) 

This space tensor occurs when we use transverse wave solutions to describe 
a photon (gluon in QeD) with energy-momentum k = (ko, k), i.e. A = 
Eexp(ikx), and would like to sum over the polarisation directions of the 
square of the wave function: 

L EkEI == t(Y)kl 
pol arisation 

(4.41) 

(note that 'transverse' means that k . e = 0 and the normalisation comes 
from the fact that there are two transverse directions). The tensor Ty is a 
continuation of t( y) to values of k outside the mass-shell k2 = 0 for a real 
photon (gluon). The result is a consequence of the relationship between 
current conservation and gauge invariance, cf. Eq. (4.32). 

We may now calculate the polarisation weight function (J, occurring in 
Eq. (4.30), to lowest order: 

(q2g/lV - q/lqv)(J(1)(q2) = (2n)3 Lb(k1 +k2 - q)yw 

2 

= (2:)3 J dk1dk2b(kr - M2)b(ki - M2) 

xb(k1 + k2 - q)y~v (4.42) 

The simplest way to obtain an expression for (J(1)(q2) is to take the trace of 
the tensors on both sides of the equation. We note that tr (q2g~ - q/lqV) = 
3q2 and that tr yr = u(2q2 + 4M2) (prove that with u = w!) and therefore 
we obtain immediately 

(1)( 2) = 2e2u (1 2M2) 
(J q 3(2n)3 + q2 

x J dk1dk2b(kr - M2)b(ki - M2)b(k1 + k2 - q) (4.43) 

We recognize in the integrand the expression for the polarisation function 
of the simpler case in Eq. (4.21) (the two-particle phase space). It is multi-
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plied by a factor 1 + 2M2 / q2 from the tensor structure (the spin-correlation 
factor) and a different factor 2e2u/[3(2n)3] in front. 

The (squared) scalar coupling constant (which due to combinatorics is 
multiplied by the factor 2 in Eq. (4.21)) is exchanged for 2ue2/3. The factor 
2/3 stem from the fact that massless fermions only couple to two (the 
transverse ones) of the three vector degrees of freedom (cf. the discussion 
of the tensor t(y) in Eq. (4.40)). Therefore the unknown quantity u should 
equal unity, which is confirmed in more elaborate calculations with the 
full Dirac formalism. 

It is worthwhile to note that the spin-correlation factor, within the large 
parentheses, contains a term proportional to M2 / q2 which corresponds 
to a correction for massive particles. Such terms occur frequently but 
evidently vanish in the limit of large squared momentum transfer (or cms 
energy) q2. They are known as 'higher-twist corrections'. 

In this way we obtain the result for the first-order perturbative correc­
tion to p: 

P-(1) = ~ 1 )1- 4M2 (1 + 2M2) da 
QED 3n 4M2 a a a _ q2 _ ie (4.44) 

Before we end this subsection we note that the tensor T2 defined above 
can be written solely in terms of the initial electron energy-momentum k 
(= kd and the momentum transfer q = k2 - kl. Thus 

kl + k2 = 2k + q = 2(k - (kq/q2)q) == 2k (4.45) 

which is true for elastic scattering because of the identity 

ki = (q + k)2 = k2 + 2qk + q2 ~ q2 = -2kq (4.46) 

when the lepton is on the mass shell before and after the interaction. 
Note, however, that the vector k fulfils kq = 0 independently of the mass­
shell condition. We will meet this vector later in connection with inelastic 
scattering situations. 

4 Dyson's equation for QED 

Dyson's equation, Eq. (4.18), is for the full photon propagator j) 

- _- - 2 - 2- -;. Dp,v = Dgp,v + g.t. = Do(q )gp,v - Do(q )pp,;.Dv + g.t. (4.47) 

From this expression we obtain, using the results of the earlier subsections, 
the solution 

(4.48) 
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The gauge terms, which do not contribute if the propagator is coupled to 
a conserved current, may be neglected. We have explicitly exhibited the 
dependence on the (unrenormalised) coupling (Xu according to Eq. (4.44). 

There are two features of this result worth pondering: 

• Owing to the tensor character and the (energy) dimensions of the 
polarisation tensor we have in Eq. (4.48) obtained the mass-renorma­
lised photon propagator without the subtraction necessary in Eq. 
(4.23). The photon must always be massless and this can be traced 
back to gauge invariance and current conservation . 

• The function p' is defined by a non-convergent integral. This is 
noticeable for the lowest-order term in Eq. (4.44). A few further 
terms are known in the perturbation-theoretical expansion of p'. 
They exhibit the same sign and scaling behaviour as the one written 
out in Eq. (4.44). The sign of the correction term can again be traced 
back to the positive-definiteness of the corresponding weight function 
G in Eq. (4.5), i.e. to the fact that we obtain positive contributions 
from the real intermediate states in the weight function. 

Before we perform the necessary renormalisations for QED we will con­
sider the differences for the equations derived above in QeD. In this case 
the current coupling to the gluon propagator contains contributions both 
from the quark-antiquark currents and from the field self-interaction, the 
three-gluon vertex coupling (there is also a 'loca1' four-gluon vertex neces­
sary to keep to the symmetries of the theory but it does not change the 
conclusions). This field self-interaction is different because it corresponds 
to a coupling between three vector particles. We will find that this contri­
bution means a large difference between the polarisation function in QeD 
and that in QED, where there is no such interaction possible between the 
chargeless photons (although they also are vector particles). 

The fermion contribution is the same as we have met before. Thus the qq 
intermediate state will give a contribution per flavor (evidently each flavor 
provides an independent contribution) equal to the result in Eq. (4.44) 
with the exchange (XQED ~ (Xs/2. The factor 2 is due to an unfortunate 
convention in the normalisation of the QeD coupling constant and we 
will meet it further on also. 

For the gluonic contributions to the weight function we find the surprising 
result that the total contribution is no longer positive, [68]. This is very 
disturbing because we have repeatedly pointed out that the definite sign 
in the Kallim-Lehmann description of the polarisation function stems from 
the fact that we sum over positive contributions from the intermediate 
physical states. Depending upon the gauge choice there are different ways 
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to obtain the result but the gauge-independent result is a function with 
the same properties as in Eq. (4.44) although with the opposite sign. 

4.5 Two reasons why in QeD the polarisation tensor behaves 
differently; the introduction of cut diagrams 

In this subsection we will provide two ways of getting an intuitive under­
standing for the negative contributions to the polarisation weight function 
for the gluons (in subsection 2 of the next section we will present a 
third way to see the difference between QED and QCD bremsstrahlung 
emission). At the same time it will provide us with the possibility of in­
troducing higher-order corrections, such as the vertex corrections (usually 
termed 'virtual corrections'), in a natural way. In order to clarify the 
relationship between a Feynman diagram and the weight function of its 
Kallen-Lehmann representation we will define the notion of cut diagrams. 

The first argument for the behaviour of (JQCD in Eq. (4.29) is that the 
negative contributions stem from a lack of phase space for the real emitted 
gluons in the intermediate states. The second reason we provide is that 
there is a difference between the states containing transversely polarised 
gluons and those containing Coulomb interaction gluons. 

According to the first argument, when we calculate to a certain order 
of perturbation theory and two gluons are emitted too close in phase 
space (i.e. too close in angle or rapidity) then they will be reabsorbed 
into a single gluon again, at the next order. This is at the specified order 
noticeable as an available phase space for real gluon emission and as 
a larger phase space for the absorption, i.e. for the virtual corrections 
to this emission process. This will result in a negative contribution to the 
polarisation weight function (J in Eq. (4.30). (The implication is that the 
theory should be formulated in terms of 'effective gluons', which are not 
reabsorbed; we will do that in sections 18.5 and 18.6, where we introduce 
an approximation method called discrete QCD.) 

For the second argument we note that the Coulomb gluons are not 
real degrees of freedom to be quantised in the QCD field (there is always 
a Coulomb field around any gauge theory charge). If, nevertheless, the 
interactions with the Coulomb fields are incorporated into the Feynman 
diagrammatical description then the occurrence of Coulomb gluons in a 
state provides negative contributions to the state sum (they have a negative 
metric in the Hilbert space of the states, cf. the Gupta-Bleuler formalism 
in e.g. [30]). Therefore the weight function (J in the Kallen-Lehmann 
representation does not need to provide positive contributions from the 
states containing Coulomb gluons (needless to say the two descriptions of 
the phenomena are equivalent !). 
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) 
->12 

J ~ -< / 
o ' .. 1 

(a) (b) 

(ab) (ba) (bb) (aa) 

Fig. 4.5. The diagrammatic description of the matrix elements between the 
current and the two gluons: the contributions of k, k = a, b, and the three contri­
butions to the polarisation function obtained by squaring the matrix element of 
(note that there is a second symmetric vertex contribution in Cab). 

In order to relate to the QED calculations above we consider a current 
emitting two gluons gl, g2. (Gluon bremsstrahlung emission is treated 
in great detail in Chapters 16, 17 and 18.) We consider the process in 
a transverse gauge, i.e. with the gj, j = 1,2 polarised e.g. transverse to 
the current direction. This process can occur according to perturbative 
QCD diagrams in two different ways. Either there is a 'first' emission of 
a gluon: J ~ Jgo, with J the current. Afterwards the gluon decays via 
the three-gluon vertex as go ~ glg2, see Fig. 4.5(a). This is similar to 
the decay into a (fermionic) e+ e--pair of a massive (i.e. off-shell) photon 
stemming from the emission of a QED current. But this time we are 
dealing with two vector particles in the final state and this makes a major 
difference. 

There is, to the same order in perturbation theory, a second way to emit 
the gluons, i.e. sequentially as J ~ Jgl ~ Jgl EEl g2, see Fig. 4.5(b). The 
total matrix element for the bremsstrahlung emission is therefore a sum 
of two contributions, / == /a + /b (in easily understood notation). As 
the contribution to the polarisation weight function contains the absolute 
square 1/12 there will be in principle three contributions, two from real 
gluon emission, Caa = 1/ a1 2, Cbb = 1/ b1 2, and a correction from the inter­
ference term Cab = 2 Re(/~/ b). A closer examination tells us, however, 
that (see Figs. 4.5(aa), (bb), (ab) and (ba)) only Caa and Cab correspond to 
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corrections to the polarisation function of second order in the coupling 
constant. 

To clarify this statement we note the simple relationship between the 
weight function and the polarisation function in the Kallen-Lehmann 
representation. The weight function will contain the square of the matrix 
elements (obtained in a certain perturbative order) between the initial state 
and a state containing some particular on-the-mass-shell configuration, 
e.g. the particles PI, ... , Pn. For the case discussed above the initial state 
is a current in the vacuum and the intermediate state contains also a 
two-particle state, which may be emitted from the current. 

If the matrix element contains several terms, each leading to this state, 
then we must consider the overlap of all the terms. To obtain the sum over 
the intermediate state it is necessary to consider the product of one term, 
say / a, and the complex conjugate of another term, say /~, etc. All these 
overlap integral terms can be considered as diagrammatic contributions 
as exhibited in Fig. 4.5. But we note that Cbb in this way corresponds to 
two-gluon exchange for the current, i.e. it is not part of the corrections to 
single-gluon emission. 

The difference between the weight function and the polarisation func­
tion is that the weight function is obtained by putting the intermediate 
state on the mass shell, i.e. each line corresponds to b+(p2 - m2 ), while 
the polarisation function corresponds to using the corresponding Feyn­
man propagator (p2 - m2 - iE' )-1. Actually we are again invoking the 
distribution-valued relationship obtained in Eqs. (3.85), (3.87). The op­
eration of introducing b-distribution(s) instead of propagator(s) is called 
cutting the diagrams and we will meet this notion later on in the book. 

We will now consider the contributions in more detail, using the trans­
verse gauge. We assume that the two gluons gl and g2 are emitted with 
compensating transverse momenta ±k~ with respect to the polarisation 
direction. Further we assume that their combined squared mass a (cor­
responding to the 'virtuality' of go and to the a-variable in Eq. (4.44)) is 
very large, a ~ ki. Then the available rapidity region for the emission in 
the contribution Caa is ~y = log(a/ki) - 11/6. The result (including the 
peculiar number 11/6) is further clarified in section 18.5. 

There are two comments on the result. The first is that this is evidently 
a large rapidity region, growing logarithmically with a/ki, and secondly 
it is a result typical of vector emission. If we consider the emission of 
massless fermions, i.e. the contribution go ---* qq, then there is no such 
logarithmic contribution to the available rapidity region. 

The difference is that if we emit two spin 1/2 particles from a vector then 
helicity conservation (cf. section 4.4 above) implies that they would like to 
be close together in phase space (to make 1/2+1/2 = 1 with respect to the 
helicity states). Then the contribution to the weight function is constant 
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for large values of a, as seen in Eq. (4.44) (the result r:t./3n means that the 
effective rapidity difference will be 2/3 as we will see in detail in section 
18.5). But for the vector emissions the final-state vector gluons must go in 
different directions to conserve the helicity. Therefore vectors will tend to 
spread apart in rapidity space. A more precise mathematical statement is 
that the (relative) rapidity (y) dependence for a given k.L is proportional 
to dy for the vector (gg) emissions and to dyexp(-y) for the qq emission. 

The vector emission contribution will therefore provide a factor pro­
portional to the available rapidity region, i.e. it grows logarithmically with 
the integration variable a in the Kallen-Lehmann representation. It is 
not difficult to see that for states containing more gluons there will be 
logarithmic factors with a power growing with the number of gluons in 
the intermediate state. 

It is nevertheless a fact that QCD is renormalisable (although t'Hooft, 
who was first to provide the proof, had to work very hard !). The reason is 
that the logarithmic rapidity-difference term from C aa is cancelled by the 
Cab corrections, the 'vertex corrections'. If WI; calculate the interference 
term Cab in the transverse gauge we find that, just as for the gluon 
emission in Caa , it depends upon the rapidity difference by = log(a/ki). It 
will provide a contribution by with the opposite sign to the contribution L1 y 
of the emission term Caa . Therefore to this order in the coupling constant 
(and it can be shown to all orders, too, which actually is necessary for 
the renormalisability property) there is no by-dependence in the weight 
function of the polarisation tensor in QCD. 

There is, however, the term -11/6 left over from combining the vector 
emission and vertex correction terms and this really has the meaning, 
according to section 18.5, that there is a depletion of gluon emission 
close to an already emitted gluon. Therefore the gluon contribution to 
the polarisation weight function in QCD will for large a-values go to a 
constant, just as do the fermionic contributions (Ncr:t./2n)(-1l/6), with 
Nc = 3 the number of colors, cf. section 18.6, subsection 1. 

Another way to understand this result is to note that every charged 
particle is surrounded by a Coulomb field and this also goes for the 
gluonic (octet) charges. As soon as we produce a 'physical transverse' 
gluon then it is necessary to handle the interaction between this gluon 
and its Coulomb field. Therefore gluons in QCD do not behave like the 
photons described by the method of virtual quanta (MVQ) (cf. section 
2.5). The gluons are not independent of the fields, i.e. they will reinteract 
on the way out. Actually such Coulomb vector particle interactions do 
not provide positive-definite contributions to the Kallen-Lehmann weight 
function because the wave functions are not positive-definite in the state 
space. We may intuitively say that in order to be able to have room for 
the vector Coulomb fields the two vectors must have an effective rapidity 
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(a) (b) (c) 

Fig. 4.6. (a) The diagrammatic description of a self-energy contribution, i.e. in 
QeD the (color-3) q-fie1d propagator (full line) turns into a qg-state firstly emitting 
and afterwards absorbing the color-8 g-quantum (broken line); (b) the color flow 
in diagram (a); (c) the corresponding color flow in a g ~ gg intermediate state. 

difference -11/6. In the last subsection of this chapter we provide one 
further intuitive picture of the result, this time related to one of its major 
implications, asymptotic freedom. 

1 The color factors of QCD 

In the last subsection we considered the emission of gluon states from a 
QeD current but we did not specify the current in any detail. Suppose, 
however, that the current is a quark current so that we consider the 
emission of color-8 gluons from a color-3 current. Then there is a subtle 
but necessary color factor correction in the sum over colors in the squared 
matrix element. To see this we consider Fig. 4.6(a), which is a self­
energy correction corresponding to Eq. (4.25), i.e. a quark q (propagator) 
fluctuates into a qg-state and back again. 

We may compare that to the situation when a gluon decays into two 
gluons and afterwards rearranges into a single gluon as in Fig. 4.5(aa). In 
both cases we find that there is principally a new color produced, i.e. we 
may draw the color lines as in Figs. 4.6(b) and (c) with a closed color ring 
in the middle. 

For the q-state we note that we start out and end in a coherent color-3 
state, containing r, 9 and b. For the sake of argument we may project 
e.g. onto the initial state color r. In the intermediate state this color-3 can 
then turn into a 9 or b by the emission of a r~ or a rE, which are both 
true color-8 states, i.e. they correspond to the gluon in the intermediate 
state. 

But if the gluon emission corresponds to rr then there is a color­
coherence suppression factor because only two out of the three possible 
states are really color octets. The third color combination is a color 
singlet, i.e. not a gluon. Therefore only 2 + 2/3 of the possible 3 choices 
are really gluons. We obtain a factor 3 - 1/3 ~ Nc - 1/ Nc multiplying 
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the kinematical matrix element instead of the expected factor Nc from the 
closed color ring, with Nc the number of colors. 

For the gluon propagator we are, however, reassured that due to the 
coupling we always obtain a true gluon and therefore the relative color 
weight between the two states is 1-1/N~ = 8/9. This is also the relative 
coupling between the emission of gluons from q- or q-currents and the 
emission from a g-current. 

2 The operations in multiplicative renormalisation 

We will in this subsection exhibit the way one can rearrange the propagator 
equations by means of a multiplicative renormalisation scheme. One basic 
assumption for what we are going to do is that we already have performed 
mass renormalisation for the photon (gluon) propagator. We have seen 
that within QED this is trivially possible by making explicit use of gauge 
invariance and current conservation for the photon propagator in Eq. 
(4.48), and there is a correspondence in QeD. 

We will start with the result in Eq. (4.48) and note that we may rearrange 
it in the following way: 

- 1 1 
aD= ~ 
u (q2 + ie) {[1/au + pl(_,u2)] + [pl(q2) - pl(_,u2)]} 

A 1 1 
aD = ~ 

jl jl (q2 + ie) {1/ajl + pl(q2,,u2)} 

A 1 1 
Djl = (q2 + ie) {1 + ajlpl(q2, ,u2)} (4.49) 

with 

1 1 _I 2 
-=-+p(-,u) 
ajl au 
A -1 -
Djl = Z3,jl2D 

Z3,jl2aU = ajl (4.50) 

AI 2 2 2 2 1 daO'(a) 
p (q ,,u ) = (q +,u) 2 ( + 2)( 2' ) 

4M a ,u a - q - le 

O'(l)(a) = ~ J 1 - 4M2 (1 + 2m2) 
3n a a 

In Eq. (4.49) we have item by item rearranged the unrenormalised quan­
tities au, D, pl(q2) so that only the renormalised correspondences (defined 
at the effective frequency q2 = _,u2) ajl,Djl,pl(q2,,u2) occur. In the last line 
of Eq. (4.50) we have written out the lowest-order approximation to the 
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weight function (J occurring in the Kiillen-Lehmann representation for the 
polarisation function (cf. Eq. (4.30)). 

What we have achieved by these operations can be formulated in the 
following way: 

R1 We have introduced a coupling constant rx/1' renormalised at the scale 
Jl2, by multiplying the unrenormalised coupling constant rxu by the 
quantity Z3,/12, which is formally defined by 

Z3,/12 = 1- rx/1p'(-Jl2) (4.51) 

R2 We have introduced a propagator D/1 renormalised at the scale Jl2, 
by multiplying the (unrenormalised) photon propagator jj by the 
inverse quantity Z3\' This is equivalent to exchanging the unrenor-

,/1 

malised photon-field operator for a new scaled operator, A~2), the 
renormalised photon operator: 

(4.52) 

Note that the 'size' of a field operator is not observable. The only 
requirement is that the propagator, i.e. the expectation value of the 
square of the field operator in the vacuum state, should correspond 
to the contribution from a single massless quantum at the renormal­
isation scale q2 = _Jl2. 

R3 We have defined all the new renormalised quantities by a subtraction 
at the arbitrary (negative) value q2 = _Jl2. We could, of course, also 
have done it at Jl2 = 0 or any other value q2 < 4M2 such that our 
integrals converge. If we make the exchange Jl2 ---+ JlT we can again do 

all the changes in the same way and obtain a new set, rx/1l'A~i),Z3'/1i' 
which is related to the old one by the same equations. The fact 
that we may do repeated changes of scale JlT ---+ Jl~ ---+ ..• ---+ Jl~ 
and still end up with the same Jl~-dependent renormalised quantities 
means that there is a group character to the procedure, that of the 
renormalisation group. 

R4 In particular, if we chose to define rx at the point Jl2 = 0 we would 
find for the fine structure constant the well-known value rx == rx(O) '" 
1/137, which is observed for static interactions. It is of interest to 
note that at LEP with a (cms-)energy value of the annihilating e+ e--
pair'" 90 GeV one obtains an effective coupling rx(90) ~ 1/128. This 
is in accordance with this finite renormalisation group prediction of 
a change in rx of 0 ---+ 90 Gey. 
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In this way we have exhibited in some detail the procedure for redefining 
the photon field, the photon propagator and the coupling constant in QED. 
Both within QED and QCD there are other undefined quantities and also 
other integrals which need a redefinition in the same way as the photon 
operator in Eq. (4.52). In particular the fermion operators will need a 
renormalisation such that 1p(u) ~ Z;1{21p(1l2), with the conventional wave 

,11 

function renormalisation constant Z2,,2. The quantity Z2-1{2 is defined at 
'i"'" ,11 

the same effective frequency q2 = _j12 as that of the photon, Z3,1l2, and in 

this way the renormalised operator 1p(1l2) will describe a single quantum 
at this frequency. There is finally the vertex renormalisation constant, 
conventionally called Zl,1l2, which corresponds to a renormalisation r(u) ~ 

Zl,1l2r1l2 of every Feynman graph vertex, so that r ll2 = 1 for the particular 
momentum transfer q2 = _j12 at the vertex. 

One essential result in QED, which also has a correspondence in QCD, 
is called the Ward identity: Z 1,112 = Z2,1l2. This relation stems from the 
current conservation and gauge invariance properties of the theory. The 
consequence is that for every vertex in QED for which two fermion op­
erators and one photon operator are connected, one obtains the rescaling 
factor Z~1/2(Z;1/2)2. At the same time the vertex itself provides the 

rescaling Zl and the coupling constant the rescaling zi/2 according to 
the third line in Eq. (4.50). In this way we obtain the result that at every 
vertex there is a renormalised contribution Z~1/2(Z;1/2)2Z1Zi/2 == 1. The 
result is that all the Feynman diagrams in the theory will have the same form 
of expression as before but now in terms of renormalised propagators and 
charges. And now everything is finite (although j12-dependent)! 

Thus the result is that if we consider a scattering situation or a multipar­
ticle production diagram in QED containing ny in- or out-going photons 
and nip in- or out-going Dirac particles, which in the unrenormalised form 
looks like 

(4.53) 

it will after renormalisation look like (note that the 'external' renormali­
sations are not cancelled!) 

(4.54) 

While the quantity in Eq. (4.53) is independent of the renormalisation 
point, the one in Eq. (4.54) will contain a j1-dependence both in the 
scaled out Z -factors, in the renormalised coupling constant and in all 
the renormalised propagators. We will not in this book go into further 
details of the renormalisation process because we do not need it here. The 
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formalism can be found in any field theory text-book and does not provide 
much more physical insight than the results we have already encountered. 

4.6 The Callan-Symanzik equations for the renormalisation group 

1 The equations and what they imply for QCD 

There is evidently nothing sacred about the particular value f.1, we have 
chosen in connection with the renormalisation procedure described in the 
last section. The quantity f.1, can be varied at will (within the region of no 
singularities). Therefore we can formulate the dependence upon f.1, easily. 
The unrenormalised function F in Eq. (4.53) is independent of f.1,: 

dF(U) 
f.1,- = 0 (4.55) 

df.1, 

If we rewrite this in terms of the renormalised function we obtain imme­
diately a partial differential equation: 

with 

(II~ + {3~ - nyYy __ n1pY1p) F = 0 
r 8f.1, 8rx 2 2 (4.56) 

8rx 
{3 = f.1, 8f.1,' (4.57) 

In the partial differentiations of Eq. (4.57) the unrenormalised coupling 
constant rxu and any cutoff parameters used in order to make the integrals 
finite should be kept fixed. Equation (4.56) is the Callan-Symanzik equation, 
[108] and it connects different possible renormalisation points (note that as 
it may contain several related functions it may be of a matrix character). 
The {3-function in Eq. (4.57) for QED is thus, in the lowest order of 
perturbation theory, given by differentiating the following expression (cf. 
the first line of Eq. (4.50)), 

(4.58) 

with 

p/(_f.1,2) = ~ rA2 )1- 4M2 (1- 2M2) ~ 
3n J4M2 a a a + f.1,2 

::::: ~ log (A2) 
3n f.1,2 

(4.59) 

where we have assumed that 4M2 ~ f.1,2 ~ A2 so that we may neglect 
all the dependence upon the finite-mass parameters and only keep the 
logarithmic singularity of the integral. 
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It is then easy to see that 

Renormalisation 

13 (1) _ 2ct2 

QED - 3n (4.60) 

In general it is evident that in the limit in which we only keep the 
(logarithmically) divergent terms then all the functions 13 and y, defined in 
Eq. (4.55), are solely functions of the renormalised coupling constant. 

The f3-function in QCD can also be calculated and one obtains to the 
same order as in Eq. (4.60) the result, [68], 

13 (1) = _ct2 (g _ nf) 
QCD 4n 6n (4.61) 

We note the different signs in front of the squared coupling constants for 
QED and for QCD (at least as long as there are less than 16 flavors!). 

We will end this subsection by solving the Callan-Symanzik equations 
for the two cases of QED and QCD. We will use the following notation 
for the 13- and y-functions: 

f3QED = bect2, 

Ye(ct) = dect, 

f3QCD = -bect2 

yc(ct) = dect 
(4.62) 

where be, be are positive numbers. The choice for y, that it is linear in 
ct, is the case we are going to use in Chapter 19 when we encounter the 
following Callan-Symanzik equation: 

(J-l :J-l + 13 :ct - y) F(log(Q2 / J-l2), ct) = 0 (4.63) 

We here assume that the distribution F depends (logarithmically) upon 
a single scaled Lorentz invariant variable Q2 / J-l2 and upon the coupling 
constant ct and we neglect all other dimensional scales in the problem, such 
as e.g. mass thresholds etc. (cf. [102] where possible observables stemming 
from the contributions from the mass thresholds are given). 

The variable q2 we used before for the propagators is related to the 
variable Q2 = _q2, i.e. we assume that the (Lorentz-invariant) function 
F = F(q) is taken for large spacelike energy-momentum vectors. 

The Callan-Symanzik equations are linear partial differential equations 
of a kind which occurs very often both in physics and in other disciplines. 
They are usually called gain-loss equations. They correspond to situations 
when a distribution changes in 'time', which here corresponds to 

t = 10gJ-l, (4.64) 

by a gain term, in this case y times the value of the distribution, and by 
a loss term, in this case 13 times the derivative of the distribution with 
respect to some variable, here the coupling constant ct. 
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As an example, taken from Coleman's Erice Lectures, [45], assume that 
the distribution F corresponds to the density of a population of bacteria 
moving with a fluid along a pipe. The fluid has velocity f3(rx) with rx a 
position coordinate along the pipe. As they move along there is a changing 
illumination y, which determines their rate of reproduction. 

We will later consider another example corresponding to the increase in 
gluon multiplicity and phase space size due to the change in the resolution 
scale of a parton cascade, cf. Chapter 18. There is a very simple way, called 
the method of rays, by means of which we can solve this kind of equation. 

We start by noting that if we define the effective coupling constant, rxejJ, 
by means of the equation 

drxejJ - f3( ) - rxejJ 
dt 

(4.65) 

in terms of the variable tin Eq. (4.64) then Eq. (4.63) becomes 

(:t -y(rxejJ)) F(LQ -2t, rxejJ(t)) = 0 (4.66) 

We have then used the notation LQ = log Q2 and rearranged the depen­
dence upon rx into a dependence upon the effective coupling constant. The 
earlier partial differential equation is in this way changed into an ordinary 
differential equation with at-dependent rx == rxejJ. 

This means that the quantity Y; is a constant 

(4.67) 

along all 'rays'; those correspond to the solutions for Eq. (4.65). 
For QCD and QED we may construct these rays from Eq. (4.62): 

1 1 
rxejJ,QED = _ b t' rxejJ,QCD = + b t (4.68) 

~ e ~ c 

where ce, Cc are constants. The main property is that independently of the 
value of the constant Cc if we choose the scale /1 = exp t sufficiently large 
then for QCD the effective coupling constant will vanish but for QED the 
effective coupling will instead increase with /1 (cf. the result in connection 
with the LEP experiments in remark R4 above). 

This means that the exponential factor in Eq. (4.67) is for QCD given 
by (introducing the expression for y(rxejJ(t)) from Eq. (4.62)) 

exp [- jt dt'y(rxejJ(t'))] = (cc + bct)-dclbc == [rxejJQCD(t)]dclbc (4.69) 

and for QED with obvious changes there is a corresponding result. 
Now, let us assume that we would like to know the function F for some 

scale corresponding to /11, where the coupling constant is rx1. From Eq. 
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(4.67) we may then immediately write for the QCD case 

F(1og(Q2 / Jlt, ocd(ocdde / be 

= F(1og(Q2 / Jl2), oceff,Qcv(t)) [OCeff,QCV(t)] dc/be (4.70) 

In particular there is nothing to stop us from choosing the scale t = LQ/2. 
From this we conclude that 

Q2l~tp-+oo {F(1og(Q2 / Jlt, oct}} 

~ Q\ll1;oo {F( 0, .'lTQCD (LQ /2» [.'ff'QC~; LQ /2) rdb
, } (4.71) 

As the effective coupling constant for QCD vanishes in this limit we may 
write in the second line F(O, oceff,Qcv(LQ/2)) ~ F(O, 0). Thus we have found 
a simple and powerful way to calculate the limiting behaviour of F as just 
a power in the coupling constant times a number F(O,O) corresponding 
to the behaviour of the function F for a free-field theory, for which the 
coupling constant is O! 

2 The running coupling constant of QeD 

The above procedure does not work at all for QED, nor as a matter 
of fact for any other kind of theory known to date besides nonabelian 
gauge theories. The positive-definiteness of the weight function in the 
Kallen-Lehmann representation of the polarisation function results for 
other theories in a positive value of the J3-function, which means that the 
effective coupling increases with the scale. 

The J3-function may evidently turn over to negative values again for 
larger-order terms in the perturbation series (although this would mean 
that the theory contains states which effectively provide a negative phase 
space contribution according to the Kallen-Lehmann representation !). 
Such a behaviour would lead to an attractive fixed point for the coupling 
at the value oc* for which J3(oc*) = O. This means that when the energy 
increases the effective coupling constant will be attached to this value. We 
will, however, not pursue this discussion any further because there is for 
the cases of interest in this book no known example of such behaviour. 

The very fact that the J3-function goes from 0 for oc = 0 to negative 
values for a nonabelian gauge theory like QCD (and it is known to have 
the same behaviour also for the next order in perturbation theory) means 
that there is an attractive fixed point for a vanishing coupling constant. 
And a vanishing coupling constant in principle means a free-field theory. 

In reality, though, we find that the theory is not completely free. There 
are evidently some logarithmic power corrections and we will see in 
Chapter 19 that this means scale-breaking corrections to the parton model. 
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The QCD effective coupling, usually referred to as the running coupling 
of QCD, can be written (with the number of colors Ne = 3) 

as(Q2) 3 

4n 
(4.72) 

by a suitable redefinition of the constant Ce in Eq. (4.69) and the intro­
duction of the value for be given above. 

We will end with a simple picture of why the coupling constants in 
QED and QCD behave so differently. We consider an ordinary electric 
charge in the vacuum and note that this will imply that the vacuum will 
be polarised in the way described above. In particular there will be some 
screening of the bare charge, because all the time it will be surrounded 
by a (virtual) cloud of charged particle-antiparticle pairs. These pairs will 
arrange themselves in a dipole-like manner so that viewed from afar we 
will see a diminished charge. 

Now suppose that we send a set of probes towards this (pointlike) 
charge, corresponding to shorter and shorter wavelengths, i.e. we will 
observe the results from larger and larger values of the momentum trans­
fer Q2. The probes will evidently come closer and closer to the original 
bare charge and therefore 'see' more and more of it without the charge 
screening. Thus the effective charge will become larger with increasing Q2. 
The main point in this argument is that the virtual pairs can in effect 
move and spread freely around the original charge. But note that the field 
quanta, i.e. the photons, are uncharged so that the charge is pointlike 
inside the virtual cloud of dipole pairs. 

Let us now consider the corresponding situation in QCD. In this case, 
the field itself also contains charge, because the gluons are color-8's. This 
means that any original color charge will be smeared out over the region 
where the field is. A long-wavelength probe will then not be affected, i.e. 
it will see the whole, bare, charge. On the other hand, of course, as always 
in quantum mechanics short-wavelength probes will either 'see' the whole 
charge or nothing. But there will be a decreasing probability of finding the 
charge the smaller the region that is probed. In this way the effective QCD 
charge actually corresponds to a charge multiplied by a 'form factor'. We 
will show in Chapter 18 that the size and the behaviour of the {3-function 
in QCD do in fact correspond to an interval in rapidity space within 
which we can expect modifications of the field. 
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Deep inelastic scattering 

and the parton model 

In this chapter we will consider the notion of partons, in the way 
Feynman introduced them. The parton model (PM) corresponds to a very 
clever application of the concepts behind the method of virtual quanta, 
which we described in Chapter 2. The theoretical reasons why the PM 
provides a relevant description of the hadronic constituents are, however, 
very complicated and this chapter only contains a first introduction. 
The road to the PM goes through experiment. Over many years physicists 
have performed in various contexts a type of experiment which can be 
traced back to Rutherford. They have used a charged particle to extract 
information on the charge and mass structure of smaller and smaller 
constituents of matter. Rutherford made use of a-radiation on nuclear 
targets and very quickly made two essential observations. 

He and his assistant were able to detect the scattering of the a-particles 
by direct observation of the flashes that they produced on a screen. They 
found, firstly, that most of the beam particles simply continued through the 
target as if it was empty of matter. But, secondly, every now and then they 
found quite an appreciable deviation. 

It was Rutherford's genius that not only he did take his observations 
seriously but also used them to provide a description of the atom. We are 
going to consider his result, together with the necessary corrections due 
to relativity, spin and the internal structure of the target. 

He explained the source of the a-particle deviations by a classical 
mechanics calculation of the orbits of charged particles in a Coulomb 
field and he attributed this Coulomb field to a precise charge value placed 
inside a very tiny region indeed, i.e. an atomic nucleus. He was pretty 
lucky, however, that his classical mechanics calculation agreed with the 
quantum mechanical results. 

This is by no means trivial. In principle Nature could have chosen to 
use something other than an inverse square law for the force between 
electrically charged particles (although this would have been difficult 

90 
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to accommodate with many other phenomena, among them ourselves !). 
Then Rutherford would have obtained a result which subsequent quantum 
mechanical corrections would have made obsolete: he did not at that time 
know anything about quantum mechanics and his beautiful atomic model 
would have been irrelevant. 

The Rutherford scattering cross section is also at the basis of high PJ..­
scattering among hadronic constituents. Therefore the results will occur 
again in connection with deep inelastic scattering in the linked dipole 
chain model, in section 20.7, when we consider the hadronic wave func­
tion in a Feynman diagrammatic description of perturbative QCD. The 
(color-)charged constituents (the 'partons') will be sensitive to the strong 
Coulomb fields between them (such fields are inherent properties of any 
gauge field theory). In particular, when we use small wavelength probes, 
Heisenberg's indeterminacy principle implies that the observable partons 
must have large energy-momenta, i.e. their interactions will correspond to 
large momentum transfers. 

After Rutherford, when more energetic beams of charged particles 
became available, experiments were performed on nuclear targets directly. 
A great amount of information was extracted about the charges inside (or 
actually mostly on the surface of) the nucleus. Still later, people were able 
to study scattering from the simplest nucleon, i.e. the proton itself and 
for a long time there was a general understanding that the proton was a 
complex charged object but that the charge seemed to be smeared out in 
a continuous way. It was necessary, in order to describe the reaction of a 
proton to an electromagnetic field pulse, to introduce a form factor. Such 
a form factor corresponds classically to an extended charge distribution. 

When I was a young student, my teacher Kallen referred to the next 
possible observational tool, the Stanford linear accelerator (SLAC), as 
the 'Monster'. It was understood from the beginning that the Monster 
might provide beams sufficiently high in energy to smash the proton but 
there were few people around who believed that this would lead to a new 
concept of constituents. The young Bjorken was around, however, and 
based upon theoretical investigations in current algebra he predicted that 
one should find a 'scaling' cross section. 

Physicists have always used dimensional analysis to derive results of 
the kind usually referred to as 'back-of-an-envelope' calculations. Thus 
when one considers a particular dynamical situation there are always 
dimensional parameters. The typical space size may in a quantum me­
chanical description of a particle either be the Compton wavelength 11m, 
the Bohr radius lima or the 'classical charge radius' aim (which occurs 
in the Thompson cross section for long-wavelength radiation scattering 
on a charged particle) with m the particle mass and a ~ 1/137 the fine 
structure constant. Based upon such quantities it is in general easy to find 
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the possible size of an effect, besides some plain (usually combinatorial) 
numbers such as 3! = 6 and factors like 2/3 (from spin) or (multiple) 2n's. 
(Note that n is almost a dimensional number because high-energy physi­
cists generally obtain it either from the conversion of Planck's constant 
h ---+ Ii = h/2n - the n's in the conversion of the volume factors to cross 
sections are generally of that kind - or from integrals over the azimuthal 
angle.) We will use such considerations repeatedly in this book. 

For the proton it was already known that there was a scale involved 
in connection with the form factor. This length scale corresponds to the 
extension of the proton charge distribution and it is of the same order as 
the inverse proton mass. Bjorken's statement can be rephrased to mean 
that there should be no new length scales deeper inside the proton. 

The process, which is called deep inelastic scattering (DIS), will be 
discussed further within the Lund model in Chapter 20 and within the 
conventional QCD scenario in Chapter 19. It contains three dimensional 
numbers: the squared momentum transfer to the proton from the imping­
ing electron, conventionally called _Q2; the squared mass of the final-state 
(smashed) system, conventionally called W2; and then the squared mass 
of the original system, i.e. the squared proton mass m~. 

The reason why Kallen and his contemporaries called the machine the 
Monster was the fact that it would produce beams such that m~ ~ Q2 
and/or W 2• Bjorken's suggestion was that the cross section should depend 
(besides a trivial Q2-dependence) only on the ratio Q2/W2 of the two larger 
dimensional numbers. This turned out to be essentially correct. 

According to Dick Taylor, who was present at the time, Feynman used 
to come over to SLAC to learn about the experimental results. One day 
he presented the experimentalists with the PM as an explanation for the 
scaling phenomena. Since Feynman's proposal there have been few high­
energy theorists who have not produced some kind of work on the PM at 
some time in their career. We who have worked on the Lund model were 
very late arrivals on the scene. 

In order to exhibit the PM we will provide a brief description of 
Rutherford's classical mechanics calculation and then show how to obtain 
the same result in a potential scattering model in quantum mechanics. 
This discussion is relevant to lepton-hadron scattering when the hadron 
can be considered as very heavy, i.e. its mass is much larger than any 
parameter with energy dimension in the problem. We will after that turn 
to the question of scattering on a composite system and introduce the 
idea of a form factor. This will lead to the Rosenbluth formula, which 
describes elastic scattering within the most general framework possible in 
a Lorentz-covariant and parity-invariant setting. 

We will finally consider inelastic scattering, in which the incident lepton 
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Fig. 5.1. The inelastic scattering of an electron from the field quanta of a hadron 
with notation described in the text. 

produces field pulses, i.e. momentum transfers, which are so large that the 
initial hadron disintegrates. We will start with an excursion into lightcone 
physics and in particular indicate some of the steps that led Bjorken to 
suggest scaling cross sections. 

Finally, we will use the results to exhibit the PM. We will show how 
parton flux factors arise and, in particular, the importance of spin and the 
other quantum numbers of the quark-partons for the resulting description. 

5.1 The parton model: Feynman's proposal 

Feynman used the results of the method of virtual quanta (MVQ), cf. 
Chapter 2, in an ingenious way. He assumed that the interaction ability of 
a hadron with respect to an electromagnetic field pulse is defined by a set 
of quanta which he called partons. Partons are at this stage operationally 
defined by the single property that they are able to scatter elastically with 
an electron by absorbing a radiation quantum. 

In order to give a precise description we will assume that an accelerator 
provides us with electrons, of high energy E i, coming in along a well­
defined direction ni. We also assume that such an electron is scattered in 
the field of the hadron so that afterwards we observe it to have energy 
Ef < Ei moving outwards in a direction nf described by the angle e (i.e. 
ni . nf = cos e, see Fig. 5.1). 

From this situation we conclude that the electron has been exposed to 
a four-momentum transfer, conventionally called q: 

(5.1) 

As we have seen in Chapter 2 this four-vector must be space like, i.e. q2 
must be negative, q2 = _Q2, in order that the incoming and outgoing 
electrons stay on the mass shell E1- PT = EJ - PI = m~. 
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The momentum transfer corresponds (for large values of Q2) to a very 
highly collimated electromagnetic field pulse with a space-time size of the 
order of the wavelength, 1/ /Q}. We will use lightcone components along 
the vector n in Eq. (5.1) to describe this field pulse and so define positive 
Q± with Q+Q_ = Q2 (note the definition of q in Eq. (5.1)) 

(5.2) 

In Fig. 5.1 the hadron comes in as a cloud of (massless) partons together 
having a large positive-lightcone component P +. The interaction between 
the radiative pulse described by q and one of the partons with a positive­
lightcone component P+p corresponds to an absorption of this radiation 
quantum. In order to stay on the mass shell the parton will have to 
reverse direction so that after the collision it will have a negative-lightcone 
component p_p. Note that, as the parton is massless and is assumed 
to move along the direction ±n, it will before and after have a single 
nonvanishing lightcone component in this picture. 

From energy-momentum conservation we conclude that all the kine­
matical properties of the interaction are fixed by 

P±P = Q± (5.3) 

There are two observable (large) Lorentz invariants, i.e. Q2 = Q+Q_ and 
2P q :::::: Q_P +. We have neglected the hadronic mass and we note that 
in this approximation the final-state mass square of the smashed hadron 
has increased to W2 = (P + q)2 :::::: 2Pq - Q2. Because the cross section 
depends only upon the ratio of these Lorentz invariants it must therefore 
depend only upon the fraction of the energy-momentum of the hadron, 
which is carried by the scattered parton (the index refers to Bjorken) 

_q2 Q+ P+p 
XB=--=-=-

2Pq P+ P+ 
(5.4) 

This sole dependence upon XB can be understood as follows: the interaction 
depends only upon the number of partons with that particular value of the 
fractional energy-momentum. Thus the hadron has been reduced to a flux 
of partons with respect to the interaction, just as in the MVQ a charged 
particle is described by the flux of photons. 

This assumption of Feynman about the interaction between the field 
pulse and the constituents implies the possibility of an experimental study 
of the flux of the partons, i.e. to decide upon the detailed structure 
of the hadron under study. It is then only necessary to consider the 
electron before and after the interaction. The probability of finding a 
large momentum transfer is directly related to the amount of suitable 
absorbers, i.e. partons, in the hadron. 
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Fig. 5.2. Particles moving in a central force field are deflected in a definite 
direction characterised by the solid angle dO.. 

Large values of the fraction XB correspond to the partons which carry 
a large part of the total energy-momentum of the hadron. Therefore they 
should be major constituents of the hadronic wave function. For smaller 
values of XB Feynman suggested that there should be a bremsstrahlung 
spectrum like the one we found for the photons in a moving Coulomb 
field according to the MVQ, 

,...,., dXBjxB (5.5) 

This is usually referred to as 'Feynman's wee parton spectrum'. 

5.2 Rutherford's formula from classical mechanics 

A detailed derivation of the Rutherford formula is given in Goldstein's 
book and we will only provide a brief description. In classical mechanics 
everything is completely determined by the force law and the initial con­
ditions on the particle(s) involved. Consequently there is always a definite 
orbit along which every particle moves in space-time and a corresponding 
trajectory in phase space. 

We assume that a particle with mass m is approaching the force centre in 
a field described by a potential V(r), see Fig. 5.2, which vanishes as r ~ CfJ. 

Thus the force is spherically symmetric, F = - [dV(r)jdr] er where er is a 
unit vector pointing radially outwards. We also assume that the particle 
has velocity Vi far from the centre, impact parameter bi and orientation 
along some azimuthal angle (Pi-

This means that we can define an incident flux I dCPibidbi of such 
particles. All these particles will move along the same orbit and after 
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the encounter will end up moving outwards in a definite direction, which 
we will characterise in terms of a solid angle do.J = sin eJdeJd<pJ == dO.. 

RI The orbital angular momentum, L, is conserved and therefore the 
particles will move in a plane perpendicular to L. This means that 
the angles <Pi and <PJ coincide. The size of ILl = L is from the initial 
conditions L = mVibi. Further the energy is conserved, cf. RIV below. 
Therefore the initial speed is equal to the final one and thus the same 
is true for the impact parameters, bi = bJ == b. 

RII The cross section for the scattering of these particles is the fraction 
of particles scattered into the solid angle do.J per unit time, divided 
by the incoming flux. It is then obtained by equating the outgoing 
and the ingoing fluxes: 

d(J 
do./ do.J = -Ibidbid<pi (5.6) 

The minus sign is introduced because the larger the value of b the 
smaller the force and therefore the smaller the scattering. From this 
equation we conclude that 

d(J 

dO. 
-bi dbi 
---
sin eJ deJ 

(5.7) 

Therefore we must calculate the relationship between the impact 
parameter and the scattering angle. 

RIll In order to calculate this orbit relation we use cylindrical coordinates 
r(t), e(t), so that the velocity is v = rer + r8eo (with dots indicating 
time derivatives). We obtain for the Lagrangian 

!:e = T - V(r) with T = mv2/2 = m(r2 + (r8)2)/2 (5.8) 

As !:e is independent of the angle e the corresponding angular 
momentum component is conserved: 

d!:e 2' 
Po = -. = mr e == L (5.9) 

de 
This can be used to reorganise the time dependence of r(t) and e(t) 
and from this we obtain an equation for the orbit r = r( e): 

r------------ -dr dr de L dr L d (1) 
- dt - de dt - mr2 de - m de r 

(5.10) 

Using u = i/r and u' = du/de we can then write the kinetic energy 
term T in Eq. (5.8) as 

L2 L2 2 
T _ (')2 U --u +--

2m 2m 
(5.11) 
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For an attractive Coulomb force between a charge -e and a charge 
Z e we obtain for the potential term: 

Ze2 
V = V(r) = -- = -Zrxu (5.12) 

4nr 
(where we have introduced the fine structure constant rx). 

RIV As the total energy is conserved and expressible in terms of T and 
V we obtain 

2 
E == mVi = T + V 

2 

L2 I 2 2 L2 I 2 2 2 
= 2m[(u) +u ]-Zrxu= 2m[(u) +(u-uo) -uo] 

where uo, the displacement of u, is given by 

( 5.13) 

Zrxm 
Uo = - (5.14) 

L2 

Equation (5.13) is equivalent to the harmonic oscillator relationship 
discussed ill Chapter 3 and we can immediately write down the 
solution: 

1 
u == - = uo(1 + eCosO) 

r 
(5.15) 

This is the equation for a hyperbola since e, the eccentricity, is larger 
than 1: 

( 5.16) 

R V There are then two values of 0 for which r ~ 00; these are given 
by cosO = -lie and the angle between these directions is evidently 
n - Of (see Fig. 5.2). A little algebra then leads to the result that 

_ Zrx (Of) 
bi = b = 2E cot 2 ( 5.17) 

The final result for the Rutherford cross section is from Eq. (5.6) 

~~ = (~:;~) Sin4(~f 12) (5.18) 

We will meet the same expression when we do the calculations using 
quantum mechanics. The energy E in Eq. (5.18) is given by the 
nonrelativistic kinetic energy (mvl)/2. 

The formula is singular for small scattering angles because the small­
angle region corresponds to large impact parameters b = bi according 
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to Eq. (5.17). The particles come in far from the force centre and are 
consequently deflected very little. The Coulomb force per se has infinite 
range but it is evident that any charge centre in real life will be screened 
by other charges (e.g. by its own electrons if it is an atomic nucleus). 

In order to get an estimate of the cross section for a screened situa­
tion we will assume that the impact parameter is equal to w times the 
corresponding Bohr radius, i.e. 

(5.19) 

Then from Eq. (5.16) the parameter e = J1 + (wE/Eo)2 with Eo equal to 
the corresponding Rydberg energy: 

Eo = m(Za)2 (5.20) 
2 

We now consider a fixed energy E much larger than Eo. This means that 
the velocity Vi will be much greater than Z a :::::: Z /(137), where we have 
introduced the well-known value for the fine structure constant in QED. 
This leaves, at least for small Z -values, a region where we may neglect 
relativistic corrections and still fulfil the requirement. We then obtain 
8f '" 2Eo/(wE). 

If we exchange the angular variation for one with respect to the param­
eter w we obtain a smooth behaviour, 

d(J :::::: 2wdwnr~ (5.21) 

and the cross section is independent of the energy E as long as wE ~ Eo. 
Note that the cross section only depends upon the square of the charge 

combination Z a. Therefore we obtain the same formula if the two charges 
have the same sign, i.e. if the attractive Coulomb potential in Eq. (5.12) 
is exchanged for a repulsive one: -Z a ~ Z a. The displacement Uo will 
in that case change sign, however. This means that the force centre will 
no longer be the internal focus of the hyperbola but instead the external 
one. Or, in other words, while the particle will go around the force centre 
for an attractive force it will go in an outside hyperbola if the force is 
repulsive. But the scattering angles are the same! 

5.3 Rutherford's formula in relativistic quantum mechanics 

1 The calculation of the cross section 

We will in this section again consider the scattering of a charged particle 
from a Coulomb potential. This is a preliminary for treating the scattering 
of two charged particles. We will again meet Rutherford's result although 
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this time in terms of the square of the Fourier transform of the potential. 
We use the transition operator:Y = J dxjJlAJl and assume that the external 
potential AJl depends only upon the space coordinates. At the end we shall 
specialise to the ordinary Coulomb shape AJl = -c5Jl,oZe/(4nr), which was 
used in the previous section. 

The transition matrix element between an incoming electron (energy­
momentum k) and an outgoing one (energy-momentum k') is 

(k'liT Ik) ~ ~ J dx{k'ljA(x)lk} exp [-ix(k - 1')1 
2V kokb 

(5.22) 

We have here introduced the reduced matrix elements of the current 
operator, which we discussed in Chapter 4. 

Time integration produces an energy-conserving c5-distribution and 
space integration leads to the Fourier transform of the vector potential: 

WI:r Ik) ~ ~(k'ljd(q)lk}O(ko -~) 
2V kokb 

(5.23) 

with q = k' - k. Momentum is not conserved in this case, because the 
infinitely heavy potential takes up the recoil. To calculate the cross section 
we use the techniques described in Chapter 3: 

( W) (V) (V d3 k' ) 
d(J = c5t --;; (2n )3 

= (2:)2 (41:lkb) J d3k'c5(ko -kb)l{k'ljd'(q)lk}12 

= dn' 4: 1 {k'ljd'(q)lk)} 12 (5.24) 

The first factor in the first line is the transition probability per unit time, 
the second the (inverse) flux of incoming particles with v = Ikl/ko and the 
third the number of final states. In the second line we have rewritten the 
whole expression and in the third gone over from the integration variable 
Ik'i to kb and performed the integral by means of the c5-distribution. 

We may now make use of the analysis presented in Chapter 4 for the 
reduced matrix element combination summed over the spin states: 

spins 

(5.25) 
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2 The Matt cross section and the form factors 

Gathering the different factors and assuming that the four-vector potential 
only has a time component, Ao = V(r), we obtain the cross section 

~~ = ;n [k2(1 + cos 8) + 2m2] 1~(q)12 (5.26) 

where 8 is the scattering angle. (We have neglected a few steps, leaving 
it to the reader to obtain this result.) There are two terms multiplying 
the squared Fourier transform of the potential. Depending upon whether 
the lepton rest mass m or the momentum Ikl dominates we obtain a 
nonrelativistic or an extreme relativistic approximation. 

For the Coulomb potential of a point particle with charge Z e we obtain 

Ze J d3x Ze 
~(q) = - 4n ~ exp(-ix· q) = ~ (5.27) 

The simplest way to see this is to use the coordinate-space differential 
equation for the Coulomb potential, 

d V(x) = Z eb(x) (5.28) 

and perform the Fourier transform, thereby changing the Laplacian d to 
_q2 == q2 (Note that d exp[iq . x] = _q2 exp[iq . x]). 

It is at this point that Rutherford was lucky in his classical mechan­
ics approach. The squared Fourier transform of the Coulomb potential 
evidently contains an inverse power of the squared momentum transfer 
(q2)2 = (-lqI2)2 = 4k2(1 - cos 8)2 = 16k4 sin4(8/2) (where k is the cms 
conserved momentum of the particles), which is just what Rutherford ob­
tained from his calculation of the variation of the impact parameter with 
angle. This relation between the Fourier transform of the potential and the 
variation of the impact parameter is only true for a Coulomb potential. 

This leads to the so-called Mott cross section in the limit where we may 
neglect the electron mass: 

d(J (Z2(12) cos2(8/2) 
dflMott = 4E2 sin4(8/2) (5.29) 

There is a factor 4 cos2( 8 /2) as compared to the Rutherford formula. 
If we go back to Rutherford's derivation we find that it is based upon 
nonrelativistic kinematics. The projectile mass is assumed to be much 
larger than its kinetic energy. This means according to Eq. (5.26) that 
k2 ~ m2 and we obtain in this limit 

d(J _ ~ m2 ~ 2 _ ( Z2(12 ) 1 
dfl-n( )1 (q)1 - 16(k2/2m)2 sin4(8/2) (5.30) 

which is Rutherford's result (with E = Ekin = IkI2/2m). 
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If the electron encounters not a point charge but a charge distribution 
Zef(x) then on the right-hand side of Eq. (5.28) the exchange Zeb(x) ~ 
Zef(x) should be made; this evidently means that in place of Eq. (5.27) 
we will have 

Ze- - J 3 Y(q) = -(j2f(q), f(q) = d xf(x)exp(-ix· q) (5.31) 

The normalisation condition J d3xf = 1 corresponds to J(lql2 = 0) = 1. 
We conclude that with the introduction of the charge distribution f the 
Mott (or Rutherford) cross section is changed as follows: 

dO" ~ dO" IJ(q)12 (5.32) 
dD.Mott dD.Mott 

Provided that the momentum transfer fiq2I is smaller than the inverse 
of any length scale in the charge distribution, or in other words provided 
that the wavelength of the electromagnetic pulse cannot resolve the target 
structures, then we have the same pointlike cross section. For larger 
momentum transfers the scattering experiment can be used to measure 
(the Fourier transform of) the charge distribution. The function J is known 
as a form factor. 

5.4 The target recoil and the general elastic cross section for the 
scattering of spin 1/2 particles 

The form factor introduced at the end of the last section is too simple 
to describe scattering from a baryon target. Firstly, one cannot consider 
baryons as merely charge distributions. They also have magnetic moments 
and an electromagnetic pulse will influence that aspect of the baryon 
structure, too. Secondly, they are not infinitely heavy and so we must 
include also the recoil of the target, i.e. we must introduce not only energy 
but also momentum conservation in the scattering. 

We have already, in Chapter 3 on field theory, considered a simplified 
model for this scattering situation, the scalar g: 1p2: <fJ-model. From the 
results in Eqs. (3.104)-(3.110) we now generalise the situation to two 
different 1p-particles, 1pe indexed 1,3, and 1pB, indexed 2,4, with 1,2 the 
incoming pair (Fig. 5.3). We have in mind particles such as electrons and 
baryons and as they are both spin 1/2 particles the interaction is governed 
by the four-vector currents je oc : 1p*1p: and jB likewise expressed in terms 
of Dirac spinors. 

This means that the coupling constant factor 4g2 in Eq. (3.110) should 
be replaced by e2 (this is plain combinatorics). Further the factor B in 
Eq. (3.110) contains three pole terms. Due to the fact that the lepton 
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'l'B 2 

~ 
I 

Iq 
I 

~ 
~ e 

Fig. 5.3. The elastic scattering of an incoming electron (index 1) from a baryon 
(2) to the final state (3,4) with the exchange of a virtual photon. 

and baryon cannot mutually annihilate or be exchanged there is in the 
present situation only one of the factors left, the momentum-transfer pole 
Ij(kl - k3)2 = Ij(k2 - k4)2 (with M¢ = 0 for the photon). 

With these modifications we can use the result in Eq. (3.110): 

2 
d(J = e IBI2 

2(2n)2v Jc(s, M;, M~) 
4 

X II dk}f{5+(kJf - MJf){5(k1 + k2 - k3 - k4) 
it=3 

this time with B expressed in terms of the reduced matrix elements 

B = L ({k3eljPlkle}{k4PljPlk2P}) 
spins (k2 - k4)2 

( 5.33) 

Comparing with the result in Eq. (5.24) we find that the Fourier transform 
d P of the four-vector potential AP has been replaced as follows: 

d P ~ ie {k4pljPlk2P} 
2V ~E2E4 (k2 - k4)2 

(5.34) 

This is exactly in accordance with our physical intuition that we should 
now obtain the four-vector potential AP from the baryon current, j~ : 

AP(x) ~ J dx'Do(x - x') (k41 j~(x') Ik2) + g.t. ( 5.35) 

where g.t. again stands for gauge-dependent terms of no interest because 
of the coupling to the conserved (electron) current. The result in Eq. 
(5.35) is, as easily seen, equal to the energy-momentum space result in 
Eq. (5.34) and corresponds to a solution of Maxwell's equations for the 
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vector potential in terms of the (baryon) current j~ (note that the Green's 
function DDo(x) ex c5(x) is chosen as the Feynman propagator). 

If we sum over the final-state spins and average over the initial ones for 
both the baryon and the electron we obtain two tensors (cf. Eq. (4.36)), 
one for the electron (which we have already written out in Eq. (5.25)) and 
one for the baryon, similarly with the two parts: 

TB = TIB + T2B, 

TIBllv = gllvq2 - qllqv, (5.36) 

T2BIlv = 4 [k2 - q(qk2)/q2L [k2 - q(qk2)/q2L 

For T2B we have used the form explained in connection with Eq. (4.45). 
Multiplying the electron and baryon tensors together we obtain the cross 

section. It is at this point useful to write it in an invariant form because 
we will need this later. To that end we introduce the two invariants 
corresponding to the energy and the scattering angle, the cms squared 
energy s and the squared momentum transfer q2 = _Q2: 

5 == s - M2 c::::: 2kIk2 c::::: 2k3k4, 

Q2 = _q2 = 2kIk3 = 2(k2k4 _ M2) 
(5.37) 

Here we shall neglect the lepton mass and write M == MB. Note that 
in this case Jl c::::: 5. We obtain (note the factor (1/2)2 from the initial 
spin -averaging) 

d(J 40(2De 
I De = Q4 - 2(5 + M2)Q2 + 252 

dQ2 = 5Q4 ' 
( 5.38) 

I = J dk3dk4c5(k~)c5(kl)c5(kl + k2 - k3 - k4)c5((kl - k3)2 + Q2) 

We have here used the same trick as before, introducing a derivative of a 
function by means of a c5-distribution, this time in Q2. 

The integral I is more complicated (because of the c5-distribution in Q2) 
than the phase-space integrals we have encountered before. To calculate 
it we introduce the vector P = kl + k2, the total energy-momentum in the 
cms where P = (W,O) and we place the vector kl along the 3-axis. For 
simplicity we shall calculate the integral in detail for the case when we 
can neglect the mass M, although we will at the end introduce it into the 
result. We obtain 

I = J dk3c5(k~ - E~)c5(W2 - 2WE3)c5(-2EIE3(1- cos 8) + Q2) 

n n 
= 2W2 -+ 25 (5.39) 

We have here performed the E3-integral by means of the second c5, the 
Ik31-integral by the first c5 and then the dD.(= d8sin8d¢)-integrals by 
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means of the last b. The last line contains the generalisation to the case 
when M =I- O. 

In this way we arrive at the following result for the invariant Rutherford 
scattering cross section: 

d(J 2na2[Q4 - 2(s + M2)Q2 + 2s2] 
dQ2 (Q2)2s2 

( 5.40) 

(the factor 2n corresponds to the fact that in a spin-averaged cross section 
there is no dependence upon the azimuthal angle). 

We have obtained the cross section for the process el + P2 ~ e3 + P4 
by the use of the spin sums over the current matrix element in (5.33). 
According to crossing symmetry (mentioned after Eq. (4.37)) we may 
from this result easily obtain the result for the process el + e3 ~ lh + P4, 
i.e. the annihilation of the pair el e3 into P2, P4 by the exchanges P3 ~ -P3 
and P2 ~ -P2 in the matrix element. At the same time we note that 
the (squared) cms energy is in this situation (PI + P3)2 ~ 2PIP3 while the 
momentum transfer variable is Q2 = -(pI - P2)2 ~ 2PIP2, i.e. we obtain 
the relevant cross section with s ~ s +-t Q2 (neglecting the masses). We 
will later only need the result for the case when all the particles are 
massless and we obtain after some straightforward calculations the (spin­
and azimuthal angle-averaged) annihilation cross section 

d(JA 2na2(s2 - 2sQ2 + 2Q4) 
dQ2 s4 

(5.41 ) 

5.5 The extension to non-pointIike baryons, form factors 

Written in this form it is easy to evaluate the above cross section in any 
Lorentz frame. Conventionally we use the laboratory (lab) frame, in which 
the baryon is initially at rest. 

In the lab frame the electron energies before and after the interaction, 
E and E' respectively, are different and in particular fulfil the relations 

E' 1 
E 1+(EjM)(1-cos8) 

s = M2 +2ME 

Q2 = 2EE'(1-cos8) 

We shall leave the reader to prove these and also to show that 

I dQ2 1= 2E'2 
sin 8d8 

(5.42) 

(5.43) 
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Using these relations we obtain by straightforward means the cross section 
in the lab frame from Eq. (5.40): 

- =- - 1+--tan2 -d(J d(J E' [ Q2 (0)] 
dO lab dOMott E 2Mj 2 

(5.44) 

There are two new factors: the electron energy is not the same before and 
afterwards in the lab system; as a Dirac particle, the baryon also has a 
magnetic moment. 

We will not go into detail with respect to the electric and magnetic 
interaction properties of a Dirac particle. Just as there are different electric 
and magnetic fields in different Lorentz frames, these properties are also 
frame dependent. It is useful to remember, however, that if we multiply 
in the factor cos2( ° /2) from the numerator in the Mott cross section then 
the factor inside the brackets in Eq. (5.44) becomes 

cos2 (~) + £ sin2 (~) 
2 2Mj 2 

(5.45) 

Here we have two obviously independent terms stemming from the parts 
2s2 - 2(s + M2)Q2 and Q4 of the factor De in Eq. (5.40). 

We have up to now treated the baryon as a point Dirac particle; 
however, according to experiment it is not. It turns out that there are two 
independent form factors, just as we saw in Eq. (5.36) that the squared 
current leads to two independent tensors, T1B and T2B. These form factors 
can be introduced in different ways. The most symmetrical version involves 
the so-called electric and magnetic form factors GE and GM. 

These play the roles of electric and magnetic couplings in the Breit 
frame, [84]. But their main importance is that they can be shown to be 
invariants, i.e. to depend only upon Q2, and that they occur in a simple 
way. The bracketted terms in Eq. (5.44) are then exchanged as follows: 

1 Q2 2 (0) G~ + (Q2/4Mj)GL Q2 2 (0) G2 
+ 2Mj tan "2 -+ 1 + (Q2/4Mj) + 2Mj tan "2 M 

(5.46) 

With this exchange in Eq. (5.44) we obtain the general elastic cross 
section formula for lepton-baryon scattering when parity is conserved. It 
is called the Rosenbluth formula and has been thoroughly investigated 
experimentally. One finds that both the electric and the magnetic form 
factors behave in the same way: 

GE ex GM ex [1 + Q2 /(MO)2]-1, Mo ~ 0.71 GeV (5.47) 

In the early days of investigation of the proton and neutron this result 
lead to many speculations. Actually, the finding that the form factors 
were pole-dominated even led to the prediction that there should be 
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x 

Fig. 5.4. The inelastic scattering of an electron from a baryon with one-photon 
exchange (a single electromagnetic pulse q) leading to a final state in which the 
baryon has fragmented into a complex system X. 

(resonance) particles, [97], with the quantum numbers needed for the 
form factors, i.e. spin 1 particles. The fact that the p- and co-particles fulfil 
these requirements and also have masses close to Mo created particular 
attention. It is, however, not possible to prove from first principles that 
the elastic form factors should be analytic functions of q2 = _Q2 in 
the same way as we proved via the Kallen-Lehman representation that 
the propagator should be analytic; within the Kallen-Lehman formalism 
developed in Chapter 4 it would be natural to obtain a pole from an 
intermediate state. 

Depending upon temperament and taste one may consider Eq. (5.47) 
as either a surprising finding or a reason for building a model. Such a 
model, the vector dominance model for the evaluation of matrix elements 
containing operators with the quantum numbers of the electromagnetic 
currents, [60], has been extensively used but is outside the scope of this 
book. 

5.6 The inelastic scattering of electrons on baryons; lightcone physics 

We will now consider the seemingly much more complex situation when 
the electromagnetic pulse q from the electron towards the baryon is such 
that the baryon breaks up into many final-state fragments (see Fig. 5.4). 

The way in which we have introduced the elastic cross section makes 
it, however, rather easy to extend the formalism to the inelastic case, at 
least if we are only going to observe the electron before and after the 
interaction. According to Eqs. (5.34) and (5.35) the baryon is observable 
only through its current. For the case at hand, with a final state (XI for 
the baryon containing all kinds of fragment particles, we need only to 
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make the exchange 

( 5.48) 

We then obtain the same cross section but the baryon current parts are 
then described by (after averaging over the initial baryon spin) 

WflV = 4VE2 i.)2n)4c5(q + k2 - kx ) (k21 j~(O) IX) (XI j1(0) Ik2) 
nM x 

= 4V E2 J dx exp(iqx) L (k21 j~(x) IX) (XI j1(0) Ik2) 
nM x 

VE J = 4n~ dx exp(iqx) (pI j~(x)j1(0) Ip) ( 5.49) 

where in the last line, we have gone over to the conventional notation 
p = (Ep, p) instead of the earlier k2. In the second line we have re­
defined the c5-distribution as a Fourier transform using (pi j~(x) IX) = 
(pi j~(O) IX) exp[ix(p - kx )]. In the third line we have used the complete­
ness relation 2:x IX) (XI = 1 to arrange the result into a two-current 
matrix element in the initial (spin-averaged) baryon state Ip). 

We evidently need the the factor 2 V Ep to cancel a volume factor and to 
obtain the invariant combination Eplk11 ~ s - M2. The same factors are 
also needed in Eq. (5.49) to make the tensor W into an invariant according 
to our conventions. The momentum transfer four-vector q is defined in 
terms of the initial- and final-state (observable) lepton energy-momenta: 
q = kl - k3. Finally, the factor 2M is introduced for conventional reasons. 

It is useful at this point to note that 

J dxexp(iqx) (pI j~(0)j1(x) Ip) 

= L(2n)4c5(q + kx, - p) (pi j~(O) IX') (X'I j1(0) Ip) = 0 (5.50) 
X' 

because in this case the masses of the states X' must be smaller than 
the baryon mass and there are no such states containing a baryon (the 
electromagnetic interactions conserve baryon number). To see this we note 
that the mass Mx of a state X occurring in Eq. (5.49) must fulfil 

M2 5 Mi = (p + q)2 = M2 - Q2 + V => V ~ Q2 (5.51) 

where v = 2pq (note that different authors use somewhat different 
definitions of v). Therefore the mass of X' in Eq. (5.50) must fulfil 
Mi, = (p - q)2 5 M2 - 2Q2 < M2. 

We may use this fact to rewrite the tensor W in terms of a commutator 
matrix element: 

VE J WflV = 4n~ dxexp(iqx) (pI [j~(x),j1(0)llp) (5.52) 
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In Chapter 3 we argued that due to causality the commutator of a local­
field operator at two different points vanishes if the points are spacelike 
with respect to each other. This means that the integral in Eq. (5.52) is 
actually not over all space-time but only over the lightcones and their 
interior, i.e. x2 ~ O. It turns out to be reasonable to make the case that 
only the lightcone itself plays a role in the limit v ~ 00 with XB = Q2/v 
nonvanishing. (Note that Eq. (5.51) implies the limit XB ::; 1). 

We will present a few steps in connection with such an argument (which 
is basically the scaling argument presented by Bjorken). We firstly choose 
to make use of the baryon rest frame in which q = (qO, O~, -Iql) and note 
that in this frame 

v = 2Mqo =;:. Iql = J 4~2 + Q2 c:::: 2~ + MXB (5.53) 

so that the lightcone components of q along the 3-axis are approximately 

(5.54) 

Then we consider a simplified model of the causal tensor function WJ.lV in 
Eq. (5.52): 

W(V,XB) = J dxexp(iqx)F(x2,px) ( 5.55) 

where F = 0 if x2 < O. (Note that there are only three possible invariants 
that the integrand F for a scalar W can depend upon, x2,px,p2, and that 
the third of these is a constant, p2 = M2.) 

The argument in the oscillating exponent is then iqx = i(q_x+ + 
q+x_)/2 c:::: i(x+v/M -X_MXB)/2. According to the theory of the Fourier 
transform the function W can then only obtain significant contributions 
from the integration regions x+ ::; M /v and x_ ::; 1/ MXB. For the limit 
v ~ 00 this evidently means the region 0::; x2 = x+x--xJ.. ::; l/(xBv)-xJ... 
Therefore the inverse of Q2 = XBV limits the transverse area inside which 
the integral obtains significant contributions and we are then led towards 
the lightcone itself when Q2 ~ 00. 

There are several pitfalls in this argument and it only works for suf­
ficiently well-behaved functions F in the integrand. If F is of that kind 
we may continue the argument a little further and assume that the main 
contribution to such an F constructed from scalar currents, 

F = ~!p (pI U(x),j(O)] Ip) (5.56) 

will be a singularity along the lightcone, similar to the one obtained in 
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Eq. (3.77) for the ordinary commutator, multiplied by a function f(px): 

ic(x) 2 [J - ] F = ~iS(x ) daexp(iapx)f(a) + ... (S.S7) 

The dots indicate less singular terms and we have written f in terms of 
its Fourier transform, J. If this is introduced into Eq. (S.SS) we obtain, 
neglecting the terms indicated by ellipses and using the Fourier transform 
occurring in Eq. (3.77), 

W = 2n J da](a)c(q + ap)iS((q + ap)2) 

2n J - 2n-~ - daf(a)iS(a - XB) = -f(XB) 
v V 

( S.S8) 

This is apart from the dimensional factor v-I a result which only depends 
upon the Bjorken scaling variable XB through the Fourier transform of f. 

It is of particular interest to note that the scaling variable XB in 
this way occurs as the inverse Fourier transform variable (the 'canonical 
coordinate') of the quantity px, which intuitively describes the variations of 
the matrix elements along the lightcone x2 = O. The result stems from the 
assumption that the (scalar) current commutator behaves as the free-field 
commutator in Eq. (3.77). The argument can, however, be generalised to 
include more complex situations where the lightcone singularity contains 
derivatives of is-distributions. The main point throughout is that no new 
scale is involved. The lightcone per se is evidently the same everywhere. 

5.7 The parton model revisited 

We have seen in the previous section how to make use of some simple 
causality arguments, and some perhaps optimistic limits, to obtain the 
scaling behaviour of the inelastic cross section. In this section we will 
arrive at the same result by an analysis of the cross section we obtain 
from the inelastic scattering situation. We obtain, by introducing the tensor 
W into Eq. (S.33), 

( S.S9) 

The tensor W can be constructed from the two T -tensors we have used 
before. In conventional notation we write (with two scalar form factors 
Wj): 

WIlV = e2 [WI ( -gllv + q;;11 ) 

+ W2 ~2 (Pll - ~; qll) (PV - ~; qv)] (S.60) 
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which leads to 

Tpv Wpv = e2 {2Q2Wl + W2 [S(.S~2 v) _ Q2}) (5.61) 

using v = 2pq. Next, we introduce instead of the vector k3 the two 
invariants Q2, v by means of the usual trick: 

dQ2dv J dk3<5+(k~)<5(Q2 - 2klk3)<5(V - 2p(kl - k3)) = ;sdQ2dv (5.62) 

The cross section is then given by 

d(J = 2nrx2dQ2dv [2MQ2Wl + W2 (s2 _ SV _ M2Q2)] 
s2Q4 M 

(5.63) 

According to Feynman's suggestion this cross section should be expressible 
in terms of a flux factor Lj eY!j(x)dx of par tons, all massless and scattering 
like point particles (with squared charge eye2) from the electron. Their 
cross section should then be given by the invariant cross section in Eq. 
(5.40), so that 

(5.64) 

If everywhere we replace the parton energy-momentum p by xp, this 
implies the following changes: 

Q2 = _q2 ~ Q2, S = 2pkl ~ xs, v = 2pq ~ xv (5.65) 

We then obtain, by comparing coeffients, 

~ = J 2 2;: eY!j(x)xdx<5(xv - Q2) ¢> 

} 

2MWl = J L eY!j(x)Q2dx/x<5(xv - Q2) ¢> 

} 

2MWl = L eY!j(xB) 
j 

where XB = Q2/v is the Bjorken scaling variable. In this way we have 
been able to give a precise relationship between Feynman's parton flux 
factors and the inelastic form factors Wl and W2. 

We note that the fact that we have assumed the partons to be spin 1/2 
particles provides a very precise relationship between the two structure 
functions Wl and W2, i.e. 

(5.67) 

using the subscript B to denote a baryon target. There will be different 
parton flux factors (or, as they are called, structure functions) for a proton 
(p) and a neutron (n) as we will see below. 
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If we had assumed that the partons were spin 0 particles the corre­
sponding analysis would have led to the result that W2 still has the same 
scaling shape but now WI = o. Needless to say the original SLAC exper­
iments proved conclusively that Wj fulfils the scaling laws in Eq. (5.66) 
and therefore that the partons involved were, just as the quarks should 
be, spin 1/2 particles. 

It is instructive to compare these results with the case of elastic scattering 
and the corresponding form factors from the Rosenbluth formula (Eqs. 
(5.44), (5.46). If we put GE = GM = G then we obtain the correspondences 

WI ~ 4~2 G2(Q2)<5(v - Q2), W2 ~ G2(Q2)<5(v - Q2) (5.68) 

In this case there is another scale, Mo ~ 0.71 GeV, from the dipole formula 
for the baryon elastic form factors. Therefore it is impossible to rearrange 
these expressions into a scaling form. 

We note, however that for XB = 1 we go from the inelastic to the elastic 
contribution. In real-life experiments it is not actually a <5-peak, although 
it does stand out by several orders of magnitude (depending upon the way 
one plots it) from the inelastic background. In the neighborhood XB ~ 1 
there are also contributions from several nucleon resonances and it is 
interesting that the inelastic cross section as described above takes over 
in a very smooth way. If we take an average over these resonances then 
we smoothly go over to the general inelastic cross section (the Drell-Yan­
West relations, [54]). This means that the nucleon splits up into partons 
as smoothly as possible. 

5.8 The partons as quarks 

We will mention, just for completeness, a few properties of the structure 
functions for baryons when the partons are identified as quarks, in ac­
cordance with Gell-Mann's and Neeman's suggestion. For more extensive 
discussions we refer to [77]. 

With the wild proliferation of new particles, found in high-energy in­
teractions at the end of the 1950s and in the 1960s, it quickly became 
clear that all these quantities could not be fundamental quanta. There­
fore several different classification schemes were suggested, all of them 
building upon some idea of a basic symmetry in the interactions. The one 
which was successful, the SU(3)-group classification, contains besides the 
singlet, octet and higher representations a triplet also (corresponding to 
the spin 1/2 representation in SU(2)). This triplet (which we from now 
on will call 3f, f for flavor) contains three 'building blocks', the u, d and 
s quarks (q-particles, or q's). Together with the corresponding antitriplet, 
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3j, containing the antiquarks, the u, d and s (q-partic1es, or q's), they 
can be used to build up all known higher representations of the hadrons 
without charm and bottom flavors. The quarks must have a set of internal 
quantum numbers in order to be useful. 

Ql The quark electric charges are +2e/3 for the u and -e/3 for the d 
and s, with e the fundamental electric charge. As it is the square 
of the charges which occurs in the cross sections (the square of the 
matrix elements) the u will couple four times as strongly as the d and 
s to electromagnetic interactions. 

This means that the effective flux factors for electromagnetic interac­
tions contain a different weighting between the quark species so that the 
observed flux must be proportional to 

f(x) = ~ [u(x) + u(x)] + ~ [d(x) + d(x) + s(x) + s(x)] (5.69) 

when electromagnetic probes are used. We use the notation XB = x and 
the quark names for the distributions. 

Q2 The pairs u, d and fl, d each form an isospin 1/2 doublet. The sand s do 
not carry isospin but instead strangeness and antistrangeness). This 
means that the SU(3) flavor-group contains fundamental building 
blocks both in abstract isospin space (in both directions, u 'up' and 
d 'down') and along the strangeness direction. 

The strong interaction conserves these quantum numbers so that the 
total isospin I and the strangeness content is conserved; further they do 
not care about the directions in isospin space. This means that states with 
the same I but different h (i.e. different steps in the u- or d-directions) 
react in the same way to the strong interaction. 

In particular the proton, p, and the neutron, n, form an isospin doublet 
with I = 1/2; they contain uud and ddu respectively. Therefore a knowl­
edge of the u-content (up) of the p is equivalent to a knowledge of the 
d-content (dn ) of the n. The same goes for dp = Un. 

Q3 SU(3)-symmetry of the 'ocean'. One usually assumes (for lack of 
evidence to the contrary) that there are two particular kinds of 
parton distributions, for valence constituents and for 'ocean' q- and 
q-particies. Thus up = upv + upo, i.e. the sum of the valence and the 
ocean contributions and a similar relation holds for dp. 

Further one often assumes that all the ocean parts are equal, i.e. 
upo = up = dpo = dp = sp = sp == 0 (note that for a baryon all the 
antiquarks then belong to the ocean). 
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Then we can rewrite the relations for the effective structure functions 
of the p, n, fp and fn, and their difference, as 

fp(x) = b(4upv + dpv ) + 10 (x) 

fn(x) = b(4dpv + upv) + 10 (x) 

fp(x) - fn(x) = ~(upv - dpv) 

Q4 The q- and q-partons carry spin 1/2, as we have shown above. 

(5.70) 

Taken together this means that (if property Q3 is fulfilled) that there 
are three different structure functions for the quarks in the baryons. There 
is also the gluon structure function g(x), which is often taken as closely 
related to the ocean quark properties. 

The experimental results provide both a direct measurement of some 
combinations of the structure functions and also constraints on all of 
them. We will end by pointing out that the original SLAC experiments 
had already given constraints on the behaviour of g(x). It is evident that 
the following integral will contain all the momentum carried by q and q: 

11 xdx(u + ii + d + d + s + s) = I (5.71) 

From their measurements on protons and neutrons the experimentalists 
were able to determine that 

11 xdxfp(x) ~ ~Iu + bId ~ 0.18 

11 xdxfn(x) ~ bIu + ~Id ~ 0.12 

(5.72) 

with the approximation that one neglects the strange and antistrange 
contributions. 

From here we conclude that the fraction of the proton's energy-momen­
tum carried by the u and ii, I u, and the fraction carried by the d and 
d, Id, are approximately 0.36 and 0.18, respectively. Therefore in this 
approximation I for the proton is 0.54. This means that about 50% of the 
proton momentum is carried by the field or, as we will in general say, the 
field quanta, the gluons. 
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6 
The classical motion of the 
massless relativistic string 

6.1 Introduction 

In this chapter we start to consider the properties of the massless relativistic 
string (the MRS). We will begin with a simple situation in which the MRS 
plays the role of a constant force field, acting upon a 'charge' and an 
'anticharge' placed at the endpoints of an open MRS. This means that 
the motion will be in one space dimension along the force direction. We 
will refer to it as the yoyo-mode for reasons that will become clear when 
it is exhibited. 

In later chapters we will come back to more complex modes involving 
several dimensions. All these modes are used in the Lund model as semi­
classical models for different high-energy interactions between hadrons. 
The yoyo-mode is used both to describe an e+ e- annihilation event and 
as a simple model for stable hadrons. In the last section of this chapter 
we provide a possible dynamical analogy between the QCD vacuum and 
superconductivity as a justification for using string dynamics to describe 
hadronic states and interactions. 

In the yoyo-mode the two charges at the endpoints of the string move 
like point particles, i.e. the momentum of the state is localised in these 
endpoint particles of the MRS force field. At any moment the total 
energy of the state can be decomposed into the energy in the force field, 
corresponding to a linearly rising potential, and the kinetic energies of the 
particles at the endpoints. We will use the situation to exhibit in detail the 
causality and the relativistic covariance properties of the MRS. 

In the Lund model the endpoints of an open MRS are always identi­
fied with triplet, 3, or antitriplet, 3, color charges, i.e. with quark, q, or 
antiquark, 71, properties. In connection with the description of baryonic 
particles, cf. Chapter 13, we will consider more complex charge configu­
rations. 

114 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


6.2 The MRS as a constant force field 115 

6.2 The MRS as a constant force field 

1 The equations of motion 

The equations of motion in relativistic particle dynamics are, in general, 
complex in a consistent theory. The finiteness of the maximal velocity, i.e. 
that of light, implies a causality requirement. A message about changes 
in the system, such as e.g. the change in the state of motion of a charge 
somewhere, takes a finite time to be transmitted to any other part of the 
system. Consequently, the reaction of the system to the change, i.e. the 
ensuing force action, is of a retarded character. 

More precisely, some cause at the origin at time to will affect what 
happens at a point R only after a message has been able to reach that 
far. If this moves with the velocity of light, c = 1, in a straight line, it will 
cause an effect at time t with t = to + IRI. The calculations including the 
retarded times then become rather complicated. 

There is one particular situation, that of a constant force, that is easy to 
work with (because then the retardation effects are not noticeable). The 
historical start of what is now known as the Lund string model was based 
upon the consideration of such a force, [14]. We only later learned that 
the ensuing motion is a simple variety of the modes of the MRS [24]. 

If we consider the motion of a relativistic particle in space-time (t, x), 
with rest mass m, energy E and momentum p, under the influence of a 
constant force -K, we have the force equation 

dp 
dt = -K. 

The solution is evidently 

p = p( t) = Po - Kt == K( to - t) 

The velocity of the particle is 

dx p dE 
dt E dp' 

(6.1) 

(6.2) 

(6.3) 

(The first equation of (6.3) corresponds to one of Hamilton's equations, 
the hamiltonian being given by the relativistic particle energy.) 

From Eqs. (6.1) and (6.3) it is possible to obtain an equation for the 
variation of the energy with respect to the space coordinate, if we use the 
chain rule for differentiation: 

dE = (dE) (dP) dt = dp = -K (6.4) 
dx dp dt dx dt 

This equation has, similarly, a simple solution: 

E = E(x(t)) = Eo - KX == K(XO - x) (6.5) 
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m/K 
-E ............ . 

/, 

Fig. 6.1. The motion in space and time of a particle with mass m under the 
influence of a constant force -K. The distance between the hyperbola and the 
intersection (to, xo) between the asymptotes is m/K. 

From the relationship between energy, momentum and mass we conclude 
that the orbit of the motion is 

(6.6) 

i.e. a hyperbola in space-time, centred at (to, xo) and with a size parameter 
m/K (see Fig. 6.1). 

At large negative times the particle comes in from the region of large 
negative space coordinates with its momentum pointing along the positive 
coordinate axis. The momentum decreases and the particle is, at time 
t = to, momentarily at rest at the classical turning-point x - Xo = -m/K. 
Afterwards it moves with increasingly negative momentum back to large 
negative space coordinates. 

We note that if the mass vanishes then the particle will move along 
the lightcones It - tol = Xo - x throughout and it will look as though it 
'bounces' back (changing from velocity +c to -c with vanishing energy 
and momentum at the origin (to,xo)). 

We will use massless particles from now on because of the simplifications 
in the ensuing pictures of the motion. We would like to stress, however, 
that the dynamics we are going to consider is basically independent of 
this assumption (cf. the considerations in Chapter 12). 
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2 The Schwinger model and confinement 

A particularly interesting dynamical situation arises when there is a con­
stant force and a linearly rising potential; this occurs in one-spacedimen­
sional electrodynamics. There are also in three space dimensions situations 
that can be approximated by one-dimensional dynamics, e.g. the field be­
tween two condensor plates. 

Then the usual four-vector potential A,u = (Ao, A) can by a gauge choice 
be arranged so that only the scalar potential Ao == V is nonvanishing. The 
single component of the electric field lff = -dV / dx will in a charge-free 
region fulfil Gauss's law, i.e. 

(6.7) 

which means exactly a linear potential. This constant force is apprOXI­
mately realised in a capacitor. 

A quantised version of one-dimensional electrodynamics was investi­
gated by Schwinger, [101]. He was able to show that an electric field 
coupled to massless fermion particles is (essentially, i.e. leaving aside some 
peculiar modes) equivalent to a free, non-interacting, but massive, quantum 
field theory. 

The quanta of this field are massive and electrically neutral. Their mass 
is a function of the electric charge, m2 = g2/n . Note that the charge g, as 
defined by a gaussian 'integral' (in a one-dimensional world there are no 
transverse dimensions to integrate over) 

(6.8) 

does not have the same dimensions as in the usual three-dimensional case. 
The dimensions of the electric field lff can be read out from the usual 
energy density requirement, that half the square of the field strength is 
equal to the energy density, dE / dx = lff2/2. This means that the electric 
field has (energy) dimensions dimlff equal to 1. Therefore g2 has the 
dimensions of a squared mass in this case. 

The fact that the quanta are electrically neutral is very surprising 
because it seems as if the original electric charges have vanished. It turns 
out, however, that the resulting free-quantum field, </>, corresponds to a 
dipole density. The original massless fermions are arranged two by two 
with a positive and a negative charge bound together as a dipole. 

This is a realisation of confinement, i.e. the original massless fermions 
are not observable by themselves but only in particular combinations. 
In the Schwinger model the original fermions and antifermions can only 
occur in pairs as bound states with one of each kind. 

In this one-dimensional setting this means that one of the charges 
must be to the left of the other, thereby producing a dipole moment. 
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We may compare this with with the case of colored quanta, where the 
hadronic states are built from color combinations corresponding to no­
color singlets. In the Lund fragmentation model the hadrons are modelled 
by the massless relativistic string, corresponding to a color field spanned 
between two endpoints associated with quark (color-3) and antiquark 
(color-3) charges (the 'ultimate dipoles' in Chapters 7-14). 

We will also introduce this dipole character in the description of multi­
gluon bremsstrahlung in the dipole cascade model (Chapters 16-18). In 
this case the emitting current has only a direction and a very small space 
extension. Similarly in the linked dipole chain model, which describes the 
properties of deep inelastic scattering (Chapter 20) we will again find the 
same dipole structures, describing the (squared) wave functions of the 
hadrons (the structure functions). 

In the Schwinger-model case confinement is related to the infinitely 
rising field energy necessary in order that a charge should be moved away 
from all the other charges. In our calculations in subsection 1 we found a 
constant energy density along the whole negative axis beyond where the 
particle reaches its classical turning point. 

We will carry the model on a little further to a simulated particle-produc­
tion situation, like the one described in [39]. These authors investigated 
the situation where an external current is composed of a ±g charged 
pair. The charges set out at the time t = 0 in opposite directions along 
the single space dimension, the 1-axis. We assume that they move with 
velocity v = c = 1. This means that there is a current Ufr,jfxt ), where 

jfr = gE(Xt}<5(E(Xt}Xl - t), jrxt = g<5(E(Xt}Xl - t) (6.9) 

(note the appearance of the sign function E = ±1, depending upon the 
sign of its argument, which describes the way the charges ±g move). This 
current corresponds to an external dipole density 

cf>ext = ..[0(t + xt}0(t - xt} 
m 

(6.10) 

where the fields are normalised somewhat differently from that in [39]. Our 
choice is in accordance with the one-dimensional equivalent to the fields 
introduced in Chapter 3; thus the quantum field cf> is, using w == w(k) = 
..Jk2 + m2 and L for the length of the one-dimensional 'quantisation box', 

1 
cf>(Xl, t) = L n:::T {a exp i(kx1 - wt) + a* exp[ -i(kxl - wt)]} (6.11) 

k v 2wL 

Then we may write out the equations of motion for the fields, the Klein­
Gordon equation 

(6.12) 
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perform all the operations for quantisation and solve the equations to 
obtain as solution a coherent-state field like those of Chapter 3. Then the 
quanta in every state will be distributed in a Poissonian manner with an 
excitation probability described by the mean occupation number n(k) (cf. 
Eqs. (3.25), (3.41)): 

h = ~ rAJ dtjdxm2qptexP[i(kx-wt)] = ~ (2g ), (6.13) 
'\/ 2wL Jo '\/ 2wL m 

n = Ihl2 = 4g2 2n 
2wLm2 wL 

We have performed the integral in the first line by adding a small negative 
imaginary part to w (remember the three-act scenario described in the 
first section of Chapter 3) and used the relationship between the mass and 
the coupling constant in the second line. 

This means that when we go to the limit L ~ 00 we obtain for n 
L dk 

n8n ~ ndk- = - == dy (6.14) 
2n w 

in terms of the rapidity variable y. This is nothing other than the wee 
parton spectrum of Feynman or, if you like, the distribution of photons 
in the method of virtual quanta in Chapter 2. 

Consequently, an external excitation in the Schwinger model tends to 
spread as a Poissonian fluctuating production of dipole quanta of average 
size one quantum per unit rapidity! 

3 The yoyo-mode at rest 

As a classical model corresponding to Schwinger's dipole quanta we 
consider the motion of a system of two massless particles, a q- and a 
q-particle, which are acting upon each other with an attractive constant 
force. 

In Fig. 6.2 we consider the situation when the q and q go apart with the 
same energy Eo from a common origin but in opposite directions. Such 
a system evidently has a total energy Etot = 2Eo. This coincides with the 
system mass m as the total momentum vanishes. 

According to the results in subsection 1 the particles will move along 
the two different lightcones and each will lose energy-momentum K per 
length and time unit. The starting situation corresponds to the q and q 
each having lightcone energy-momentum 2Eo. 

The ensuing motion can most easily be described in terms of a series 
of fixed-time snapshots (the lines on the right-hand side of the figure, 
although the space-time picture given on the left of Fig. 6.2 provides a 
total view of the system): 
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tD = 2to 

~ tc ===-t t-=-= 

tB = to 

tA 

Lx 2~ /:;Eo t=O 

Fig. 6.2. On the left, a space-time diagram for the motion of a qq-state, in 
which the particles always have the same energy, i.e. the yoyo-mode at rest. The 
different times mentioned in the text are shown, with the length of the arrowed 
lines corresponding to the energy of the particles and the length of the thicker 
lines corresponding to their separation, i.e. the field in between. 

A After a time tA « EolK == to) they will be a distance 2tA apart, each 
with energy Eo - KtA. The 'lost' energy has gone into the force field, 
which now has energy K times its length, i.e. 2KtA. 

B At time tB = to = EolK they have lost all their energy and they will 
then turn back and move towards each other. 

C At the time (2to » tc > to they will be at a separation 4to - 2tc, 
each with energy Ktc - Eo. This energy has been obtained from the 
force field, which now is dragging them towards each other. 

D At time tD = 2to they will meet again but this time they have 
exchanged their modes of motion compared to the starting point. 
The q moves along the original q-direction and vice versa. 

As can be seen by a straightforward extrapolation of the argument, 
after the time 4to = 4EoiK == 2Etot/K the q- and q-partic1es will come 
back exactly to the starting position. Actually a little thought will tell 
us that the system is always in the same mode of motion at the times t 

and t + 2Etot/K == t + tper. This fact that the period of motion is equal to 
tper = 2Etot/K is true for all modes of the MRS, as we will see later. 

Another general property of the MRS is that the total area A spanned 
by the force field in space-time during one period is related to the squared 
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to exp y 

to exp(-y) 

2Eo e~ ;/2Eo exp(-y) 

Fig. 6.3. The yoyo-mode after a Lorentz boost along the positive direction; the 
times and the lightcone energy-momenta from Fig. 6.2 are shown in the new 
system. 

mass of the system. It is easy to see that the relationship is 

E2 
K2A = K28_0 = m2 

2K2 
(6.15) 

in our case; there are exactly eight identical triangles with side and height 
lengths to = EO/K. 

In this particular mode the q and the Zj will continue to move in and 
out along the lightcones and the name 'yoyo-mode' has a self-evident 
meaning. The energy and momentum are at different times divided in 
different ways between the endpoint particles and the force field. We note 
for future reference that, averaged over a period, half of the energy is in 
the endpoint particles and half of it is in the field. This is the same result 
for energy sharing between the quarks and the gluons in a hadron that 
we quoted in Chapter 5 from the experimental results. 

4 Lorentz covariance and causality properties 

The model is Lorentz-covariant; we will now demonstrate this by an 
explicit calculation. 

We will consider the situation after we have boosted the system (see 
Fig. 6.3) longitudinally, i.e. along its axis, with the rapidity y. Then the 
q-particle, which moves along the positive direction, will by the corre-
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sponding Lorentz transformation change its original (positive) lightcone 
component 2Eo to 2Eo exp( -y) according to the results in Chapter 2. For 
the q we obtain correspondingly for the negative lightcone component 
that 2Eo ~ 2Eo exp y. 

Thus the total system energy, which at the origin is completely in the 
qq-pair, changes from Etot to Etot cosh y == E~ot. The system is now moving 
with a total momentum -Etot sinhy == P{ot. 

It is not obvious that the force equation, Eq. (6.1), is Lorentz-invariant. 
But it is easy to show this property for our massless particles, which move 
along the lightcones x = ±t with energies and momenta E = ±p; the plus 
and minus signs are valid for particles moving to the right and the left, 
respectively. In this case the time and the momentum component of such 
a particle in a different frame are 

t' = t exp(±y), pi = P exp(±y) 

and we immediately obtain that 

dp' dp 
dt' dt 

( 6.16) 

(6.17) 

A more general but also more complex argument could be based upon the 
properties of the electromagnetic field and its interactions with particles; 
then all dynamical variables evidently have simple covariance properties. 
The constant force will occur in one-dimensional QED as mentioned in 
connection with the discussion of the Schwinger model. 

Thus, in the new frame the particles will also be acted upon by a 
constant force of the same size. The main difference is that the q now 
has a diminished, and the q an increased, original energy. Therefore, in 
this case they will not stop at the same time. Again using the equal-time 
snapshot technique we have, from Fig. 6.3, 

A The q will stop and turn around at time t~ = to exp( - y) (at the space 
point to exp( -y)) and after that move behind the q at a distance 
2toexp(-y). 

During the ensuing motion the q is losing its energy to the field and the 
q will be increasing its energy from the field, both of them at the same 
rate. In somewhat vivid language the q 'eats', and the q 'spits out', the 
field as they move along. 

B At time t~ = to exp y (at the spot x' = -to exp y) the q has used up 
its energy and turns around towards the q. 

From Fig. 6.3 we also deduce the following three properties: 
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C1 The two particles will meet again at time to exp y + to exp( -y) = 
2to coshy. 

C2 The meeting point has x' -coordinate given by -2to sinh y. 

C3 By the time they arrive at the meeting point the two particles have 
exchanged their energies and momenta, i.e. the q has gained exactly 
as much energy as the q has lost, and vice versa (although the gain 
and loss have not occurred at the same times but rather through the 
field). 

After a second such yoyo 'round' the q- and q-particles will be back at 
their original energy-momentum conditions. 

The time it has taken is, however, longer than in the rest system, i.e. 
instead of 4to it is 4to cosh y. But we note that the period is again given 
by twice the total energy divided by K: 2E;ot/K = 2Etot/Kcoshy. This is 
the MRS version of the time-dilation effect, described in Chapter 2. 

The Lorentz-contraction phenomenon implies that the field sizes are 
correspondingly always shorter. We note, however, that the Lorentz-con­
traction and the time-dilation effects combine in such a way that the space­
time size spanned by the field during the period will again satisfy Eq. (6.15). 
We leave the proof of this statement to the reader. 

Finally, we note from the above exercise that during such a full period 
the system has moved a distance f>x' from the origin to the meeting point: 

f>x' = 2[toexp(-y) - toexpy] = -4tosinhy == 2P:ot/K. (6.18) 

This is another general property of the MRS: during a period tper = 2Etot/K 
the system will be translated by the vector xper = 2Ptot/K. 

There are two comments to add to this result: 

• when the system is at rest as in the previous subsection then Ptot = 0 
by definition of 'at rest'; 

• the system will move during a period as if it had a mean velocity 
xper/tper = Ptot/Etot, which is just the usual velocity for a particle 
with energy-momentum (Etot , Ptot ). 

This moving extended system contains three parts and behaves in a 
surprising manner. The two particles are moving with the velocity of light 
in the same or opposite directions and therefore contain both energy and 
momentum. There is, further, the field, which throughout seems to be 
longitudinally at rest, i.e. it contains only energy and no momentum. But 
the field nevertheless does change its position because it only exists in the 
region between the charges! 
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c=l 

---~ 

---~ 

v 
---~ 

Fig. 6.4. The yoyo-mode after a Lorentz boost transverse to the field direction. 
The field is shown by the thick solid lines, the endpoints move with the velocity 
of light c = 1 along the thin solid lines and the field moves with velocity v along 
the direction of the broken lines. The dotted lines are the continuations of the 
motion of the endpoints. 

With respect to causality we note that the two particles meet every half 
period, but meanwhile are often at spacelike distances with respect to 
each other. From Figs. 6.2 and 6.3 we note that each particle can while 
in motion in principle send away lightlike and even time like messages 'via 
the field'; these can be received by its partner during the second part of 
the half-period. Thus the typical communication time can be short (when 
the particles move together in a strongly Lorentz-contracted string field) 
or long (when they move apart). It is necessary to introduce some kind of 
measurement procedure to define the notion of 'communication' and we 
will not speculate further on the subject at this point. 

The result is, however, that there is always a finite delay time for any 
message travelling through the system. If one of the endpoint particles were 
acted upon by some outside agent then it would take some time before 
the other one would 'know'. This feature will be more noticeable when 
we consider the reaction of the yoyo system to an external momentum 
transfer, in Chapter 20. 

5 A transverse boost of the yoyo-mode 

It is instructive to consider the yoyo-state in a frame that is boosted 
transversely to the directions of motion of the two endpoints. We will 
then find that the field this time actually must contain also momentum. 
The situation is shown in Fig. 6.4 for two different times. 
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We are now going to analyse the situation using the following two rules. 

1 The two endpoints always move with the velocity of light. 

2 The energy-momentum is conserved throughout and we will see that 
it is even locally conserved owing to causality. 

The left-hand vertical line in Fig. 6.4 corresponds to a time when in its 
rest frame the system is stretched out as far as possible, i.e. at a turning 
time for the two endpoint charges. Then, in a frame where the string is 
moving with velocity v with respect to the rest frame the field contains 
both energy and momentum. If the field length is 21 then its rest frame 
energy is 2Kl. In the moving frame that means (cf. Chapter 2): 

E = 2Kly(v), P = 2Klvy(v) ( 6.19) 

where y(v) = 1/~. Note that the force field does not change its 
shape or size as it is boosted transversely. Equation (6.19) evidently gives 
the total energy-momentum of the system. 

After a time bt (measured in the new frame) the endpoints have moved 
the distance bt and a point in the middle of the field has moved vbt. From 
Fig. 6.4 we conclude that the velocity v is related to the angle 8 by 

v = cos8 (6.20) 

The length of the force field is now 2(1 - b t sin 8) and therefore the 
energy-momentum of the field is proportionally smaller. 

In particular the field energy has decreased by an amount 

bE = 2Kbt sin 8y(v) 

Using Eq. (6.20) we obtain 

which implies that 

1 
y ( v) = ----;--8 

sm 

(6.21) 

(6.22) 

(6.23) 

This field-energy loss is easy to understand from what we already know. It 
means that each endpoint particle will obtain (from the field) an increased 
energy be = Kbt while it moves the distance bt. 

Further, we note that the momentum of the field along the boost 
direction has decreased by 

bP = 2Kbt sin 8vy(v) = 2Kbtcos8 (6.24) 

(again using Eqs. (6.20), (6.22)). This is the amount of momentum bp cos 8 
which the q- and q-particles have picked up along that direction. 
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They have also (in order to fulfil the masslessness condition be = Ibpl) 
acquired two compensating components ±b p sin e along the field direction. 
In this way one can describe the force from the field on the particles 

as ±K sin e = ±KV(1 - vi) in the moving frame. We have seen before 
that the force is not changed for Lorentz boosts along the string but, 
owing to the time dilation effect, it is in this way affected by transverse 
boosts. 

Consequently the energy-momentum is redistributed between the end­
point particles and the field in a local way. Once again we can talk of 
them as 'eating' or 'spitting out' the field in their neighborhoods. 

From the two rules given above it is possible to trace any complicated 
motion of the force field, as we will see in later sections. A useful exercise 
at this point is to consider the necessary Lorentz transformations and the 
ensuing motion if one were to boost the 'flat' yoyo-mode in a direction 
between the longitudinal (exhibited in the previous subsection) and the 
transverse as discussed here. 

You will then notice that it is only the transverse part of the field 
velocity (transverse, of course, with respect to the field direction) that 
plays a role for the field momentum. This means that the field only 
contains momentum with respect to its transverse motion, i.e. longitudinal 
momentum-carrying modes of the field do not exist for the MRS field (but 
they do occur for the endpoints). This is once again quite in accordance 
with good old classical string motion, where only transverse degrees of 
freedom playa role. 

6.3 The QeD vacuum as a color superconductor 

Both the Schwinger model and QCD are confining in the sense that the 
real charges (respectively electromagnetic and color) cannot be isolated 
from each other and only occur in particular singlet combinations. Con­
finement is, however, also expected to lead to restrictions on the spatial 
extension of the force fields between the charges. Calculations in the lattice 
approximation of QCD tend to confirm this behaviour. 

The MRS, as a model of a confining force field in which the charges 
are identified as the endpoints, evidently has both these properties. In 
this section we will provide a motivation for the use of the MRS in 
hadron dynamics. We introduce a color superconductor as a simple model 
for the QCD vacuum state. We will also briefly mention another well­
known model, the bag model for hadrons, and point out its relation to the 
MRS. 
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1 The London equations and types I and II superconductors 

Electromagnetic superconductors have many wonderful properties and we 
mention only a few here: 

• According to condensed-matter physics there is a tiny attractive 
interaction between two electrons close to the fermi surface, owing 
to the exchange of phonons associated with the crystal lattice of the 
material. Therefore there exists a (very) loosely bound state of two 
electrons, a Cooper pair, with spin o. The spatial extent of the state, 
called ~, is often in the Jim range, i.e. it may be of macroscopic size. 
Due to this bosonic nature many such states may overlap in space 
and behave as a degenerate (although charged) Bose gas. The pairs 
move freely through the material and there is no resistance . 

• According to Lenz's law an applied magnetic field will produce a 
(super) current of Cooper-pair states that will expel the applied 
field. Thus a magnetic field will only have an exponentially falling 
penetration depth (called A) in a superconductor. If the temperature 
or the field is increased beyond a critical size, the states will be 
excited and break up and there is thus a phase transition from the 
superconducting to the normal state. 

Due to the relative sizes of ~ and A, such ordinary superconductors have 
one of two rather different behaviours at the critical point. We will now 
consider the two cases, called types I and II superconductors. The shape 
of the normal-state field regions depends upon the superconductor type. 

If ~ ~ A the boundary regions between the superconducting state and 
the rest will be empty because neither the magnetic field nor the Cooper 
pairs can spread there. These regions are then inactive from a dynamical 
viewpoint. Nature will according to the gospel of thermodynamics then 
try to minimise the boundaries of a type I superconductor. 

At the opposite extreme, A ~ ~, both the Cooper-pair density and 
the magnetic fields can populate the boundary region and Nature will 
consequently maximise the boundaries between the superconducting and 
the normal state in a type II superconductor. 

It is known, [98], that there are in QCD possible color magnetic field 
configurations with energy below the no-particle state. In these states gluon 
combinations take the place of the Cooper pairs in an electromagnetic 
superconductor and the color electric field is in this case neutralised by 
the vacuum fields. The sizes of the corresponding lengths ~ and A are not 
known from first principles. If the QCD vacuum corresponds to such a 
state then the appearance of color charges and fields in between them 
will correspond to regions with normal-state properties. Such regions will 
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then be surrounded by such a vacuum color superconductor. In particular 
the boundary regions between the superconducting and normal states are 
interesting. 

For the type I superconductor, the region where the (color) field expands 
(the normal-state region) will have boundaries that are as small as possible. 
For a localised excitation, the field will arrange itself as an (isolated) 
'resonant cavity field', cf. Jackson, with standing waves inside this, in 
general, spherical region. The total field energy is proportional to the 
volume and we note that a sphere has the smallest boundary-to-volume 
ratio possible. 

If the field has a longitudinal extension then the whole field will stay 
inside a cylindrical 'wave guide'. Once again the field energy will be 
proportional to the volume and if the longitudinal size is given then a 
connected cylinder shape will have minimal surface area. 

There are, in QeD, analogy models for the two cases. The first cor­
responds to an isolated hadronic state, containing valence-quark color 
charges and color field energy organised into a spherical bag. The second 
corresponds to the production of an outward-moving qq-state with its 
field energy organised into a flux tube. We will not go into details here 
but the basic idea involves introducing a 'bag-pressure' from the vacuum. 
This is neutralised at the boundary by the pressure from the fields inside 
so that there is a stable boundary. 

To explain the different behaviour of a type II superconductor we con­
sider a slab of matter (width L) in an (electromagnetic) superconducting 
state. Both for types I and II there is a minimal critical field, f!JJc1, for 
which the superconducting state breaks down. We assume the field exists 
inside a region of total area A. Outside A there is still a superconducting 
state. For a type I superconductor the region will be homogeneous and 
the boundary region will have area RJ = 2-fiAL. The whole field passes 
through A and so the total energy deposited in the slab is E = f!JJ~1 AL 
and the total flux is <I> = f!JJc1A. For the type II case there is also a second 
critical field strength, f!JJc2 > f!JJc1. For a field strength in between f!JJc1 and 
f!JJc2, the region will be penetrated by many thin vortex-line fields each of 
a quantised size. The core size is typically ~ and there is a weak repulsive 
interaction which keeps the vortex lines apart so that the field strength 
will vary inside A. 

We may for simplicity consider the area A as divided into n circular 
non-connected regions. You will then find the same flux and the same 
energy deposit but the boundary region now has area RIJ '" -JiiRJ . Thus 
to maximise the boundary it is profitable to subdivide the region. When 
the field strength is greater than f!JJc2 the whole region becomes filled with 
vortex lines and it will behave as for the type I case. 
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We shall exhibit a few steps in the London theory of superconductivity, 
[91], and in particular show the quantisation of the flux lines. 

We consider a constant Cooper-pair density n(x, t) and a corresponding 
current j(x, t) = -2env, with v the velocity field. The continuity equation 
as well as the Lorentz force law will give (with a Cooper-pair mass m and 
charge -2e) for the stable state 

dv 2e 
Vj = Vv = 0, - = --($ + v x f!JI) 

dt m 
(6.25) 

The total change in time of the velocity field should be regarded as the 
change in time for a fixed coordinate plus the change in the coordinate 
for a fixed time; thus 

- = - + V - - v x (V x v) dv ov (v2) 
dt at 2 

(6.26) 

Then the Lorentz force law is equivalent to 

- + -$ + V - = v x V x v - -f!JI OV 2e (v2 ) ( 2e) 
at m 2 m 

(6.27) 

We may now apply the differential vector operator 'curl' (Vx) on both 
sides of this equation and note that, according to Faraday's induction 
law (cf. Chapter 2), V x $ = -of!JIjot and also that V x Va = ° for any 
function a. 

Then one obtains the resulting equation for the vector fI!: 

ofl! 2ef!JI 
----;;- = V x (v x fI!) where fI! = V x v - --
ut m 

(6.28) 

When both fields and current vanish fI! = O. The Londons, [91], made 
the fundamental assumption that fI! should always vanish inside a super­
conductor. This implies immediately an equation for the magnetic field 
because a vanishing fI! means that 

f!JI = -4m 2 (V x j) = -4m 2 (V x (V x f!JI)) = 4m 2 6.f!JI 
ne ne ne 

(6.29) 

Equations (6.28), (6.29) are known as the London equations. To exhibit the 
result in (6.29) we have used Ampere's law (assuming a static situation, 
0$ jot = 0) and also the absence of magnetic charges (cf. Chapter 2). The 
solutions to Eq. (6.29) correspond to magnetic fields which are exponen­
tially falling with a rate equal to the parameter A mentioned above, which 
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fulfils: 

(6.30) 

The inverse of this A is identical to the plasma frequency we met in the 
discussion of the behaviour of the dielectricity in Chapter 2 (although 
here, for the Cooper pairs, the charge is -2e). 

2 Solutions of the differential equation 

We will need a particular solution of Eq. (6.29), i.e. the one corresponding 
to cylindrical symmetry around the 3-axis, with no variation along that 
axis, f!lJ = !!4e3 with a!!4 j aX3 = o. We will solve that equation at the 
same time as we also exhibit the behaviour of the Feynman propagator 
in spacelike regions (as promised in Chapter 3). 

Let us consider symmetrical solutions f == f(x 2) to the equation 

~D.2d - A~d)f = 0 (6.31) 

(for x2 > 0) where 2d is the dimension of the space and A2d is a positive 
number. It is instructive to note that in both of the following cases, 

2d 

x 2 = LX; 
j=l 

2d-l 

x 2 = LX; - t2 

j=l 

we obtain directly the following equation in z = x2 : 

( d2f df ) 2 4 z- +d- -A2df = 0 
dz2 dz 

Assuming that the solution is of the kind 

f(z) = (02o:g(O where ( = JZ > 0 

(6.32) 

(6.33) 

(6.34) 

the equation can be brought into the form (dots mean derivatives with 
respect to 0 

(2g + (2d + 4C( - l)(g + [4C((d + C( - 1) - A~d(2]g = 0 (6.35) 

Then if we choose C( = (1 - d)j2 we obtain a modified Bessel differential 
equation, 

(6.36) 
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For the case we started with, i.e. d = 1 with A2d = A in Eq. (6.30), we have 

f == Pi = CKo ( ~) (6.37) 

where Ko is the modified Bessel function of rank 0, which is exponentially 
falling and behaves for large values of its argument as follows: 

Ko(x) ~ ~ exp( -x) (6.38) 

In order that fA should be a proper magnetic field the normalisation 
constant C must have (energy) dimension 2. 

For the Feynman propagator for space like values of x2 we obtain (d = 2 
and A2d = m) the same exponential falloff as in Eq. (6.38) but a power in 
front: 

(6.39) 

3 The quantisation of the magnetic flux 

The result in Eq. (6.37) has a logarithmic singularity for x2 = 0: 

Pi ~ C 10g(A/ N) (6.40) 

The corresponding magnetic flux, <1>, through the 12-plane is 

<I> = J dXldx2Pi = 2nC foOCJ xdxKo (I) = 2nCA2 = (~:) cnm (6.41) 

We note that the quantity Cm/n is a dimensionless number (n, being a 
three-dimensional space density, then has energy dimension 3 using our 
ordinary convention with c = Ii = 1). 

We also note that the Cooper-pair (super)current j is given by 

. V azj dPi J = x i7iJ = -ecjJ--
dN 

(6.42) 

where the derivative can be expressed in terms of the modified Bessel 
function Kl and therefore again falls off exponentially in directions normal 
to the 3-axis. It is, however, singular, like 1/.jXi, along the 3-axis. 

We also note that the current flows around the origin, i.e. the 3-axis. (The 
unit vector ecjJ circulates around this axis in the direction of increasing 
azimuthal angle 4J.) Thus the Cooper pairs circulate, thereby producing 
a magnetic field similar to that in a solenoid. This is the reason for the 
nonvanishing magnetic flux through the 12-plane and the singularity along 
the 3-axis. 
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In order to understand what is going on we go back to the London 
condition for a superconducting state, f!! = 0, which we write as 

mf!! = V x mv - 2ef!/J = V x (mv - 2eA) = 0 (6.43) 

where we have introduced the vector potential A. In Chapter 11 we will 
study this expression further and show that the canonical momentum of a 
particle with kinetic momentum mv and charge -2e is, in an electromag­
netic field, 

p = mv-2eA (6.44) 

We further note that the flux <I> in Eq. (6.41) is given by 

-2e<l> = J dXldx2m2 = f ds· p (6.45) 

Here we have used Stoke's theorem. This result was noted by F. London 
and he interpreted it correctly, along the lines of a Bohr-Sommerfeld 
quantisation condition: the integral should be equal to an integer times 
Planck's constant h. In this way we obtain that the combination Cmjn in 
Eq. (6.41) is an integer, N, and that the flux <I> = -N j2e. 

The result may at first sight seem like witchcraft. The vector f!! was 
assumed to vanish, according to the London prescription, inside the su­
perconductor. The fact that its surface integral is nonvanishing and in 
particular equal to an integer times a flux unit must then mean that the 
whole surface is not inside the superconductor. We have already pointed 
out that there is a singularity for the solution along the 3-axis. In other 
words there is a thin 'hole' along the axis and we may conclude that it 
should be of the order ~ ~ A and correspond to a lack of Cooper pairs. 
This is a vortex line. 

F. London suggested on the basis of these results that it should be 
possible to produce a magnetic flux trap. Suppose that we have a ring of 
matter in a normal state inside a magnetic field and that we then bring 
the ring into a superconducting state. This will produce a supercurrent 
of Cooper pairs in the ring. Further suppose that after this we remove 
the magnetic field and investigate the magnetic flux through the hole in 
the ring, caused by the supercurrent (which must continue inside the 
superconductor because there is no 'stopping force' !). A set of clever 
experiments, [49], were later performed, which justified both the flux 
trapping and, in particular, the quantisation of the flux. 

We conclude that the solution we have obtained, which corresponds to 
a vortex line, penetrates the superconductor to a small depth and contains 
a definite flux corresponding to an integer times the inverse charge of 
a Cooper pair. This corresponds to the typical type II superconductor 
breakdown. The superconductor is penetrated by as many isolated vortex 
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lines as the field flux permits and we now understand the subdivision of 
the slab discussed above. 

A dynamical vortex line, i.e. one connected to moving charges must have 
a dynamics very similar to the MRS and therefore if the QCD vacuum 
state has the properties of a superconductor type II our use of the MRS as 
a model for the color electric force field is natural. We will later consider 
the question of the width of the Lund string field, cf. Chapter 11, and will 
find that its radius is typically 0.3-0.4 fm. 
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7 
The decay kinematics of the 
massless relativistic string 

7.1 Introduction 

In this chapter we consider the situation when a qq-state is produced 
with a large amount of energy at a single space-time point. It will be 
called the original pair and we assume that q and q interact through a 
constant attractive force, K. The pair will then form a yoyo-hadron state 
as described in the previous chapter and immediately start to separate. 

The state composed of the two particles and the force field, if it contains 
a larger mass than that of the stable hadrons, will decay into smaller-mass 
particles. Such a decay process is of course of a quantum mechanical 
nature. 

Although we will at this point use semi-classical arguments, we will 
later show that the resulting formulas fit into both a quantum mechanical 
tunnelling process and a statistical mechanics scenario. 

The major assumption will be that a string state may decay by the 
production of new pairs of qq-particles along the force field. Using the 
earlier interpretation that a q or q corresponds to the endpoint of a 
string, the production process corresponds to creating new endpoints, i.e. 
to breaking up the original string into smaller pieces. 

The q- and q-particles will be treated as massless during the discus­
sion. This assumption is necessary in a semi-classical framework for the 
conservation of energy-momentum. A massless pair produced at a single 
space-time point does not take any energy from the field. A massive pair 
(mass /1) will, however, in classical physics need a field region 6x = 2/1/K. 
We will later consider the quantum mechanical modifications which are 
necessary in order to treat the production of massive pairs. 

The production point of a new pair is called a vertex. Figure 7.1 shows 
the development in space-time of parts of a qq-state, with some of the 
vertices produced. 

134 
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Fig. 7.1. Space-time development in a breakup situation showing some of 
the vertices produced together with the state SAB discussed in the text. The 
rapidity y of the state SAB is the hyperbolical angle between the broken-line 
directions. 

We note that due to causality the two original endpoint particles will 
know nothing about the breakup vertices 'behind' them, at least not for 
some considerable time. As they are massless and move with the velocity 
of light there is no possibility of reaching them with a signal until they 
have turned around. 

We further note that a produced pair will immediately start to sepa­
rate owing to the forces exerted by the two adjoining string pieces. The 
new particles in that way use up the field energy between them, i.e. the 
string field in between them vanishes. Their parting situation is actually 
irrevocable - they will never meet again. 

In this way the notion of confinement is smuggled in. A string force 
field is always confining in the sense that the force field vanishes at the 
endpoint 'charges'. This is in contrast to the situation in electrodynamics, 
where a newly produced electron-positron pair will continue to interact 
even if pulled apart by external forces. 

In our case, at every vertex there will be two independent string pieces 
with endpoint particles moving away in opposite directions. There may 
be several vertices along the string, as shown in Fig. 7.1. In this way 
every vertex actually partitions the set of all vertices into two parts, those 
belonging to the string piece moving to the left and those belonging to 
the string piece moving to the right. This observation will later on provide 
us with a convenient way to order the vertices. 
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7.2 The kinematics of the decay and its implications 

1 Preliminary remarks 

We will now consider the energy-momentum properties of one of the 
string pieces, the one ending in qA and ZiB. We will call the state consisting 
of the two particles and the force field between them SAB and we note that 
it is after formation isolated from the remaining system. The two particles 
are produced at adjacent vertices, at the space-time points A = (XA, tA) 
and B = (XB, tB), respectively. In order to compute the energy-momentum 
of SAB we consider the space-time point 0 = (xo, to). This is, according to 
Fig. 7.1, the first meeting point of qA and ZiB and there is no field between 
them when they are at this point. 

According to the equations of motion given in Chapter 6 the energies 
Ej and momenta Pj (j = A,B) at this point (note that momentum is 
counted positive along the positive x-axis) are given by 

EA = K(XA - xo), EB = K(XO - XB) 

PA = K(tA - to), PB = K(to - tB) 
(7.1) 

Therefore the state SAB will have a total energy-momentum depending only 
upon the space-time difference between the production vertices A and B: 

For reference we note that there is a relationship between some of the 
quantities in Eq. (7.1) because the positive (negative) lightcone component 
of the point labelled 0 is equal to the corresponding component for the 
vertex A (B): 

(7.3) 

If the state SAB corresponds to a meson state with mass m then the vertices 
A and B must lie on the two branches of the hyperbola 

E2 - p2 m2 2 2 
-K---;;2:--- = -K2 = (XA - XB) - (tA - tB) (7.4) 

Therefore there is a strong correlation between two vertices corresponding 
to the production of a definite mass in between. One can, assuming that 
one knows one of the vertices (e.g. A) draw the hyperbola branch along 
which B must be found (see Fig. 7.2) and vice versa. 

It is also useful to note that the velocity of the 'particle' produced 
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Fig. 7.2. Two neighboring vertices A and B with the requirement that they 
should each lie on a hyperbola. The hyperbolas are indicated for A and B. 

between the vertices A and B is given by 

p !:J.t 
VAB = - =-

E 1\x 
(7.5) 

where 1\ indicates the differences between the A and B coordinates. We 
remember from Chapter 2 that this result is to be expected in connection 
with spacelike vectors. The system is evidently at rest when qA and 7iB 
are produced at the same time. The rapidity of the system is given by 
the hyperbolic angle, y, shown in Fig. 7.1 and we note that the faster the 
system, the more tilted towards the lightcone is its velocity direction: 

_ 1 1 (1 + VAB) _ 11 (1\X + 1\t) 
Y AB - 2" og 1 _ VAB - 2: og 1\x - !:J.t 

2 The consequences 

(7.6) 

The distance between the vertices A and B must be space like in order that the 
mass should be real, according to Eq. (7.4). Thus the two production points 
are not causally related and no signal can be sent between the vertices. This 
has some interesting consequences, which we will now consider. According 
to Fig. 7.1 vertex A appears earlier than vertex B in the ordinary time 
sense. This is, however, a statement which depends upon the Lorentz 
system if A and Bare spacelike with respect to each other, since then 
we can always, according to Chapter 2, find a Lorentz boost to another 
frame such that the vertex B (in its new position By) will seem to appear 
earlier than vertex A (Ay, see Fig. 7.3). 
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./ / Ay 
if 

A 

Fig. 7.3. The situation in Fig. 7.1 after a Lorentz boost along the negative 
direction. The points (A,Ay), (B,By) and (O,Oy) are shown together with the 
hyperbolas on which they move during the Lorentz boost. 

The same considerations also apply to every other pair of adjacent 
vertices. We conclude that all the vertices must be spacelike with respect 
to each other for the produced states to have positive masses. Therefore 
no statement about (ordinary) time-ordering in the breakup process is 
Lorentz-invariant. There is consequently no 'first' vertex in this sense; the 
vertices all occur, in a relativistic setting, at the same time. We will later 
see that there are other possible ways to order the process and also other 
ways to define a useful time variable. 

Thus, for the description of the decay process to be Lorentz-invariant 
then there can be no vertex that is more significant than any other. Each 
vertex has the same property, i.e. it divides the system into two parts, the 
vertices to its left and those to its right. Evidently these parts can also be 
described as two independent groups of particles moving apart. One often 
uses the term 'jet' for such a connected group. (It may then happen that 
a jet will contain only a single particle, viz. if we consider the outermost 
vertex on one end.) 

It is an important constraint, when we provide a probabilistic description 
of the process, that all the vertices must be treated in the same way. This 
is what causality and Lorentz invariance imply. 

The fact that all the vertices occur at spacelike distances with respect to 
each other also seems to be necessary from the point of view of ordinary 
common sense. It seems evident that the field cannot break up at a space 
time point if such a breakup has already occurred earlier, i.e. in the 
backward lightcone with respect to the point. In accordance with what 
has been said above there is then no longer any field left, and therefore 
there is no energy left, and so on. 
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7.3 Ordering of the decay process along the lightcones 

Another property that we may deduce from the mass-shell condition (7.4) 
is that for every yoyo meson there is only a single degree of freedom. We 
may prescribe either the energy-momentum component p+ = E + P or 
the energy-momentum component p_ = E - P (the positive and negative 
lightcone components) of the system SAB. They are linked by the mass-shell 
condition 

2 p+p_ = m (7.7) 

(Let the reader be warned, as Carter Dickson or any other honest mystery 
writer would say. A very sophisticated reader might note that we are 
at this point introducing a slight mismatch between the ordinary space­
time coordinates and the lightcone coordinates. We have already shown 
that the squared mass is given by the area spanned by the string during 
a complete period and not by a half period as Eq. (7.7) implies. The 
difference corresponds to using, instead of the normal metric dxdt, the 
lightcone metric dx+dx_ = 2dxdt. We will go on employing this mismatch 
in order to avoid writing several factors of 2 or -Ii in our formulas.) 

From the calculations in connection with Eq. (7.1) we note that for 
the state SAB the positive lightcone component is actually carried by the 
qB-particle and the negative one by the qA-particle at the time of their first 
meeting to form the final-state yoyo-hadron. (It is necessary to make use 
of Eq. (7.3) to prove this statement.) This property is in the same sense 
valid for all the yoyo-hadrons, i.e. that the positive (negative) lightcone 
energy-momentum is, at the meeting points, carried by the corresponding 
q(q)-particle. The assignment to the particles of positive and negative 
lightcones is of course related to the choice of directions of motion for 
the original pair. 

This observation provides a useful way of ordering the process. Consider 
Fig. 7.4, which exhibits the decay of a whole string system stemming from 
an original pair qo, qo with lightcone energy-momenta P+o, P-o into many 
yoyo-hadrons, which go off in different directions (i.e. with different ve­
locities). From the remarks above we conclude that the production process 
is easily ordered along one of the lightcones. Then the corresponding light­
cone energy-momentum of the yoyo-meson indexed j (composed of qj, qj 
from adjacent vertices) is given by the lightcone component of either the 
qj (the P_j if we use the negative lightcone ordering) or the qj (the P+j for 
the positive lightcone ordering). The other component can be computed 
from Eq. (7.7). We will normally choose to number the yoyo-hadrons 
along the positive lightcone. 

The sum of these components will, of course, add up to the light­
cone components of the original pair; this corresponds to total energy-
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n n-l 

Fig. 7.4. A high-energy string breakup of a pair qo, qo having lightcone energy­
momenta P+o, p-o· 

momentum conservation: 
n 

'" p+' = P+o ~ _1 _ (7.8) 
j=l 

Thus the production process can be characterised as a set of choices for the 
lightcone components of one set of constituents of the yoyo-hadrons, i.e. of 
either the qj or the ZJj. 

These lightcone components are evidently obtained from the field (re­
member that all the pairs are produced 'at rest'). Therefore another way to 
describe the energy-momentum of the final-state yoyo-hadrons is to state the 
size of the space-time region within which the constituents have been acted 
upon by the string force field. In order to state the energy-momentum of 
the system SAB in Fig. 7.1 we may therefore prescribe a lightcone distance, 
either /1t + ~x = ~x+ or ~t - ~x = ~x_ (/1t = tA - tB, ~x = XA - XB). 

The other of these is then given by Eq. (7.7) rewritten as 

(7.9) 

In this way the production process can be considered as a series of 'steps' 
along the positive (negative) lightcone. Each step corresponds to the light­
cone distance between two adjacent vertices. Then energy-momentum con­
servation according to Eq. (7.8) corresponds to stepping all the way from 
the turning point of the original qo (Zio) back to the origin. 

After each step it is necessary to go along the opposite lightcone a 
distance ~X_j (~x+j) in order to keep the yoyo-meson on the mass 
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shell. In that way the string decay process corresponds to a Markovian 
stochastic process, where each vertex in the process is determined solely 
by the previous starting point, i.e. the vertex already reached, and by the 
probability of taking a particular step along the lightcone. 

It is convenient to define the scaled lightcone components z+ and L by 
means of the equations 

p+ 
z+ = -=-
- po± 

(7.10) 

where Po± are the corresponding lightcone components for the original q­
and q-particles. The quantitities z± are Lorentz invariants, being the ratio 
between two quantities which transform with the same factors exp(±y) 
under a Lorentz boost along the x-axis. 

The total production process may then be looked upon as a set of 
steps {z+ j} along the positive lightcone (or equivalently {L j} along the 
negative lightcone). Energy-momentum conservation means that all the 
steps add up to unity. Each step corresponds to the production of a new 
meson containing a fraction of the original q- (or q-) particle's energy­
momentum that corresponds to the step size. 

7.4 Iterative cascade fragmentation models 

The above situation as viewed in a frame boosted along the positive x-axis 
with a large velocity is shown in Fig. 7.5. We note that, while in Fig. 7.4 the 
hadrons in the centre are the slowest and also the first to be produced in 
time in that system, in Fig. 7.5 it is instead the hadrons which are furthest 
out along the lightcone (usually the fastest in Fig. 7.4) that are the slowest 
and the first to be produced (cf. the discussion of velocities and rapidities 
in connection with Eqs. (7.5), (7.6)). This is again a very general property 
of all Lorentz-covariant production processes and we will return to this 
observation in the next section. 

Up to now we have not been concerned with the conservation of 
internal quantum numbers, e.g. the flavor quantum numbers of the newly 
produced qq-pairs. We will from now on assume that the pairs produced 
are actually a quark and its antiparticle, an antiquark with the opposite 
flavor, i.e. the pairs will together have the quantum numbers of the vacuum. 

This means that it is possible to relate adjacently produced hadrons 
also by means of their flavor quantum numbers. We will introduce the 
notion of 'rank' in the following sense. The first-rank meson contains the 
quantum number of the original q-particle together with the antiflavor of 
the q-particle produced at the first vertex along the lightcone. 

In the same way we define a second-rank particle as the particle com­
posed of the q-particle from the first vertex and the q-particle from the 
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1 

Fig. 7.5. The situation of Fig. 7.4 in a frame boosted along the positive lightcone 
direction in such a way that the first-rank particle is at rest. For simplicity we 
write z == Z+l. 

next, etc. It is evidently possible to introduce rank also by starting with 
the original q-particle and the negative lightcone. Thus ordering by rank 
and flavor corresponds, in this kind of model, to an ordering along the 
lightcone(s). 

From Fig. 7.5 we notice that the first vertex along the lightcone, VI, 
actually divides the decay event into a single first-rank particle moving to 
the right and all the remaining ones as a combined jet moving to the left. 

After the production of the first meson with lightcone fraction Z+1 the 
remainder of the system will share the fraction 1 - z+ 1. This means that 
the remaining system will have a squared mass SI equal to (using for 
simplicity z for z+d 

SI = (l-z)W+ (w_ - z;+) = (l-z) (s- :2) (7.11) 

where we suppose the original system to have squared mass s = W + W _( = 
P+oP-o, due to Lorentz invariance). 

The different parts of this formula have simple geometrical interpre­
tations. The first term, i.e. the scaled-down mass-square is immediately 
recognised. For the second term it is easy to convince oneself that the 
area of the region below the first vertex, VI = K(X+I, x-d, and above the 
production point of the original pair, is 

(7.12) 
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1 

Fig. 7.6. An iterative cascade chain. 

This is (apart from the factor K2) the squared proper time "LI = tI - xI 
of the vertex Vl. The positive lightcone component of the vertex Vl (with 
respect to the origin) is what is left of the original q's energy-momentum, 
KX+l = (1 - z)W+. The negative lightcone component is similarly what 
was taken by the first particle, i.e. KX-l = m2/zW+. Therefore the quantity 
r 1 is equal to minus the second term in Eq. (7.11): 

m2 m2 
rl = (1- z)W+-- = (1- z)-. 

zW+ z 
(7.13) 

In the Lund model formulas both terms are taken into account and 
the model therefore exhibits complete energy-momentum conservation, 
i.e. every new particle takes away not only its forward lightcone energy­
momentum z W + but also the negative fraction needed to put it on the 
mass shell. 

We will later see that the proper times of the vertices are generally 
of a limited size. For large values of s we may then neglect r 1 and 
approximate the remainder system as being the same as the original one 
apart from a scaling down of the positive lightcone component by the 
factor 1 - z == 1 - Zl. 

The basic idea of regarding particle production at high energies as 
a scaling process was conceived many years ago, [90], to describe the 
fragmentation regions in hadronic interactions. Later similar ideas were 
used in partonic scenarios as iterative cascade fragmentation schemes, [13]. 
Then one assumes that there is a certain probability 

(7.14) 

of producing the first-rank hadron (indexed by the original q's flavor i 
and the produced 7it's antiflavor) with fractional energy-momentum Zl, 
leaving the system with a ql-particle at the endpoint and with a scaled 
down energy-momentum 1 - Zl (see Fig. 7.6). 
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Then the process can be repeated, with a probability 

fd z2)dz2 (7.15) 

of producing a second-rank meson with flavors 12 (the second flavor-index 
refers to a q-particle) and with energy-momentum fraction 

(7.16) 

After that the system is left with a q2-particle at the end and with a scaled 
down energy-momentum equal to 

(7.17) 

Thus at each step a new flavor is produced, a certain probability distribu­
tion is applied to find the fraction Zj and the remainder system is scaled 
down by a further factor 1 - Zj. 

In this way the problem has been reduced to finding a set of probability 
distributions fij(Z) and then repeatedly applying them to the situation at 
hand. This is the basis of what is often referred to as the iterative cascade 
jet or Feynman-Field model in honor of two of the main contributors. We 
will consider some of their main features in section 9.4 

In the next chapter we will see that there is a unique form for the 
distribution( s) f in the Lund model. To prove that we will require that the 
final-state meson production process should be statistically the same if 
we describe it in terms of steps along the positive or along the negative 
lightcones (left-right symmetry). 

We will end this chapter with a few remarks on a possible problem, to 
my knowledge first raised by Bjorken for the iterative cascade models, in 
the well-known Landau-Pomeranchuk 'formation time' concept. 

7.5 The formation time and iterative cascade jets 

Landau and Pomeranchuk considered the notion of a formation time in 
the context of QED bremsstrahlung. In its simplest setting the problem is 
as follows: 

• at what time can one distinguish between a state containing a single 
charged particle and a state containing the particle accompanied by 
a photon? 

They pointed out that in a Lorentz frame where the particle moves 
along one axis and the photon is moving transversely to this axis then 
it it is necessary to wait at least a time corresponding to the photon'S 
wavelength to make a measurement that can distinguish the photon. Since 
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the wavelength is inversely proportional to the transverse momentum of 
the photon k.L, it is thus necessary to wait a time 

k- 1 
TO c::::: .L. (7.18) 

In a frame where the photon has energy E there will be a time-dilation 
factor y(v) = E/k.L and one obtains 

E E 
T = TO- c::::: - (7.19) 

k.L kl 
With the wavelength exchanged for some rest frame typical production 
time, i.e. with k.L exchanged for some 'virtuality' Q (e.g. the transverse mass 
of a hadron), this formation time should, in any relativistically covariant 
and causal setting, provide a time-ordering of the process. Therefore it is 
always the slowest particles which will be the first to be emitted while the 
higher-energy particles will take a time proportional to their energy. 

In the iterative cascade models the first-rank particle, according to the 
considerations above, will take a fraction Zl of its energy-momentum leav­
ing a fraction 1- Zl to the remaining ones. The second-rank particle then 
takes z2(1 - zI), etc. The values Zj are assumed to be given stochastically 
by means of a distribution J(z)dz. 

As we will later see, one basically obtains a geometrical series for the 
final-state particle energy-momentum fractions. Therefore the first-rank 
particle is generally faster than the rest, i.e. it will have a longer formation 
time. Bjorken's question was: 'how can it then be the first to be produced 
in the chain?' 

In the Lund model there is evidently a simple answer to this problem. 
Rank-ordering, as we have seen, corresponds to an ordering along the 
lightcone of the production vertices. There is no contradiction to an 
ordinary time-ordering with respect to the original qq production point, 
which is in accordance with the Landau-Pomeranchuk prescription. In any 
frame it is always the slowest mesons which are the first to be produced, 
according to the Lund model. 
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8 
A stochastic process for string decay 

8.1 Introduction 

In Chapter 7 we considered the kinematics of string decay. At the same 
time we found and formulated a set of constraints stemming from causal­
ity, confinement and Lorentz covariance which are necessary for a consis­
tent description of the decay process. 

The intention of this chapter is to show that there is only one stochastical 
process for string decay which is consistent with the requirements derived in 
Chapter 7 and it contains essentially two parameters. The discussion is 
based upon results obtained in [19]. 

Once again only semi-classical physical arguments as well as probability 
concepts will be used during the discussion. We begin by listing the basic 
concepts which were derived in Chapter 7. They must all be incorporated 
into the stochastical process for which we are looking. 

A The process of string breakup corresponds to the production of a 
set of yo yo-states with given masses. Each yoyo-hadron is composed 
of a q-particle and a q-particle stemming from adjacent vertices (i.e. 
string breakup points) together with the string piece between them. 

B 1 Each pair from a vertex is massless (local energy-momentum conser­
vation); the particles start to move apart after their production, due 
to the force from the string field. 

B2 There is no interaction between the q and q of such a vertex after 
their production, i.e. the string force field ends on the endpoint 
charges (this implies confinement). 

C The separation of the vertices is space like with adjacent vertices, 
in particular, on hyperbolas determined by the yoyo-hadron masses 
(this implies causality conditions). 

146 
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Dl All vertices therefore are of the same dynamical status. There should 
not be a different treatment of anyone of these decay situations. 

D2 Each vertex corresponds to the partitioning of the final state into one 
left-moving and one right-moving set of final-state yoyo-hadrons. 

E Each vertex pair contains the internal (flavor) quantum numbers of 
the vacuum (local conservation of internal quantum numbers). 

With regard to the ordering and the variables we have found: 

F A convenient ordering of the process is rank-ordering. Two hadrons 
of adjacent rank share a qq-pair produced at a vertex and therefore 
(according to property E above) contain the corresponding internal 
quantum numbers (e.g. flavors and antiflavors). Rank-ordering cor­
responds to an ordering along either the positive or the negative 
lightcone. The process should be independent of which lightcone we 
use. 

G Rank ordering also implies that the process can be described as a 
set of steps from one vertex to the next. The steps correspond to 
choosing a partitioning of the energy-momentum of the original qq­
pair P+o, P-o (which at the time of the breakup goes into field energy 
and is then given back to the produced particles). This implies total 
energy-momentum conservation. 

Hi A convenient Lorentz-invariant set of variables are the scaled light­
cone energy-momentum fractions P±j/P±o, with P±j the positive or 
negative lightcone energy-momentum of the rank-j yoyo-hadron. 
The P±j are carried by the q- or q-particle, respectively, at the time 
when they meet during the yoyo-cycle. 

H2 The steps referred to under property G above correspond to the 
space-time interval during which the particles have obtained that 
energy-momentum, i.e. dX±j = P±j/K where K is the string tension. 

It is necessary to introduce a further assumption, which later we will 
show to be consistent with the results. 

J Even when the energy of the original pair becomes very large the 
proper times of the vertices stay finite. 

At the end of the chapter we will bring up a different approach, the 
Artru-Menessier model, [26], which was further extended and improved 
by Bowler, [32] (it is therefore known as the AMB model). This model 
contains many similarities to the Lund model fragmentation formulas 
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2 1 

Fig. 8.1. The production of a hadron with mass m between two adjacent vertices 
1 and 2 (the notation is explained in the text). 

and it was conceived many years before we started our work. It was not 
until Artru, [24], pointed out to us that our considerations of hadrons 
produced in a linear potential (i.e. the yoyo string modes [14]) were similar 
to his results that we realised that these states actually correspond to some 
particular modes of the MRS. The two models, the Lund model and the 
AMB model, nevertheless contain major differences which we will briefly 
consider at the end of this chapter. 

8.2 The unique breakup distribution for a single hadron 

If the squared mass s = P+oP-o of the original qq-pair is very large then 
there will be many yoyo-hadrons produced, i.e. the process will contain 
many steps. A hadron produced at the centre will be little affected by the 
original pair and will be essentially independent of the many steps and 
production points that occur before its own production (or 'after'). We are 
introducing the idea that the process leads to a steady-state fragmentation 
behaviour. Property J, above, means that the density of hadrons will stay 
finite in the centre, as we will see further on. 

1 The distributions Hand f 

We now consider two adjacent vertices at the space-time points 1 and 2, 
a hadron of mass m being produced in between (see Fig. 8.1). 

We may describe this process as the result of taking many steps along 
the positive lightcone to reach vertex 1 and then one further step to reach 
vertex 2, thereby producing the hadron m. Another way would be to 
consider vertex 2 as the result of many steps along the negative lightcone, 
the production of m being one further step from 2 to 1. 
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In the first description the positive-lightcone energy-momentum remain­
ing before the hadron m is produced is given by W+l = KX+l. Similarly in 
the second description the negative-lightcone energy-momentum remain­
ing is given by the corresponding 2-component W-2 = KX-2. We are now 
going to make use of assumption J above and conclude that there is a 
finite probability of arriving at vertex 1 after many steps: 

(8.1) 

In this expression we have introduced hyperbolic coordinates rl,Yl instead 
of the lightcone variables for the vertex 1: 

1 (X+l) Yl = -log -
2 X-I 

(8.2) 

Owing to Lorentz invariance the distribution H can depend only upon r 1, 

the only Lorentz invariant available. From its definition it is obvious that 
r 1 is essentially equal to the squared proper time of vertex 1, K2X+1X_l = 
K2(ti - xi) (cf. Chapter 2). 

There is, of course, a corresponding probability of reaching vertex 2 
after many steps along the negative lightcone: 

(8.3) 

Given that we have arrived at vertex 1 the production of the hadron 
corresponds to taking a step to 2, with probability 

(8.4) 

of taking a fraction z+ of the remaining energy-momentum W+l defined 
above. Note that z+ is defined by a scaling with W +1 instead of with the 
original energy-momentum P+o. This is a convenient quantity to use at 
this point, its range 1 > z+ > 0 being independent of the other variables. 

The joint probability of being at vertex 1 and of producing the hadron 
is then given by the product of the two probabilities in Eqs. (8.1), (8.4). 
The hadron is the result of the last in a long row of steps along the 
positive axis. On the other hand it may also be considered as the result of 
the final step of many along the negative axis. Then the joint probability 
is 

(8.5) 

where z- is likewise scaled with respect to the energy-momentum remain­
der, in this case W -2. 

We are now going to equate these two probabilities. Surprisingly enough 
we will then be able to prove that there is a single (two-parameter) 
solution for Hand f. (To be more precise there will, in principle, be nf + 1 
parameters if there are nf different qq-flavors). 
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2 The derivation of the distributions 

We start by noting that the two quantities dYl,2 can evidently be taken 
to be equal and that there is a set of relations between the remaining 
variables rl,2 and z±. From Fig. 8.1 we obtain the relations 

rl = (1-L)W-2W+l 

r2 = W-2(1- Z+)W+l 

m2 = (L W -2)(Z+ W +d 
(8.6) 

Thus there are only two independent variables in the problem (assuming 
m2 as fixed), which we may take as e.g. z±. We obtain immediately 

rl = m2(1-L), 
z+z_ 

r2 = m2(1- z+) 
z+z_ 

dr l dz+ = dr2 dL 
z+ z_ 

(8.7) 

Therefore the requirement of equality introduced at the end of the last 
subsection reduces to 

H(rl(Z+,L))Z+!(Z+) = H(r2(Z+,L))L!(L) (8.8) 

where the z±-dependence has been explicitly written out. 
Taking the logarithm of this equation we obtain with h(r) = 10gH(r) 

and g(z) = log(z!(z)) 

h(rd + g(z+) = h(r2) + g(L) (8.9) 

If this expression is differentiated first with respect to z+ and then with 
respect to L (keeping the other one fixed, i.e. using partial differentiation) 
then all the g-dependence vanishes. We will be left with only the variations 
in h. The result is 

dh(rd r d2h(rd _ dh(r2) r d2h(r2) (8.10) 
dr 1 + 1 drI - dr 2 + 2 dq 

To obtain this result a z±-dependent expression has been divided out from 
both sides. Further the chain rule for differentiation has been used: 

ah(rd _ dh(rd arl _ dh(rd [ m2(1- L)] (8.11) 
~-~az+ -~ - L4 

An important property of the differential equation in Eq. (8.10) is that 
the left-hand side only depends on r 1 and the right-hand side only on r 2. 

The two r-variables are just as independent of each other as the two 
z±-variables. The z± can of course be expressed in terms of the r's by 
the equations above. Since the r's are taken as independently varying 
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quantities then the only way that the equation can be fulfilled is if both 
sides are equal to the same constant, to be called -b. 

Then the differential equation for h is 

d ( dh) dr r dr =-b (8.12) 

which implies 

h(r) = -br + a log r + log C (8.13) 

In this way we obtain for H(r) (neglecting the indices 1 and 2 as the 
equation works equally well for both) 

H(r) = Craexp(-br) (8.14) 

The parameters b, a and C are all constants of integration. While b (which 
has the dimension of an inverse squared mass) must be the same for 
all the vertices the (dimensionless) constants a and C may have different 
values. They may e.g. depend upon the flavor quantum numbers of the 
pair produced at a particular vertex. The constant C plays the role of 
a normalisation constant for the distribution H. We will later show the 
significance of a and b. 

If we introduce the results for h into the original equation for hand g, 
Eq. (8.9), it is possible to derive an expression for the original distribution 
f(z). This can be arranged so that all the dependence on z+ is on one side 
of the equation and all the L-dependence on the other: 

(8.15) 

Then we use the same argument based upon independence to deduce that 
both sides must be equal to the same constant. The result for f is 

1 ( bm2) f(z) = N ~(1 - z)a exp --z- (8.16) 

if there is only a single value of the a-parameter for all vertices. The 
quantity N is again a normalisation constant. When there are different 
values aa, ap at two adjacent vertices then we obtain, with a labelling such 
that the produced hadron stems from a step from vertex IX to vertex /3, 

fap = Nap ~za. (1 ~ z rp exp (b~2) (8.17) 

From Eq. (8.15) we conclude that the normalisation constants N12 and 
N21 are related to the normalisation of the distributions Hj, j = 1,2, by a 
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common factor Nc: 

N _ Nc 
12 - C 2al' 1m 

(8.18) 

The combined probability of being at vertex 1 and of taking the step Z+ 
towards vertex 2, thereby producing the hadron m, is (for equal values of 
a): 

CN [r(1- z+Wexp [-b (r + ;:) 1 drd:: 

_ CN [ 2 (1- L)(l- z+)] a (bm2 ) m2dz+dL - m exp ---
LZ+ Z+L (Z+L)2 

(8.19) 

From the second line we find that the distribution is the same if we decide 
to go 'in the opposite direction', i.e. express the distribution in terms of 
the variables relevant for the negative lightcone description. We leave it to 
the reader to derive the corresponding relations for the case when a and 
C are different at neighboring vertices. In particular it is useful to note 
that the product CNm2a becomes Nc as defined in Eq. (8.18). 

Phenomenologically it has not up to now been necessary in the Lund 
model to use different a-values to describe the data from the experiments. 
We will present an idea of Bowler, [32], in connection with the discussion 
of heavy flavor fragmentation in Chapter 13 which fits very nicely into 
the Lund model scenario and would require a different a-value for the 
first-rank hadron in the fragmentation of a heavy quark jet. 

If we should, nevertheless, require to use several a-values then it would 
be necessary to normalise the distributions H j (j being an index cor­
responding to different flavor values) to the relative occurrence of the 
different flavors in phase space and to choose the normalisation(s) of the 
distributions !jk in a similar way. We will come back to these normalisa­
tions in a later chapter. 

Thus, using a remarkably simple assumption, we have obtained a very 
precise result for the string-breaking process. For the Lund model to 
work it is essential that the expressions we have obtained really do fit the 
experimental data. 

It is, however, necessary, before we can compare with data, to extend the 
model. We need to remember that the hadronic momenta are measured in 
a three-dimensional world: therefore the model must be extended outside 
1 + 1 dimensions. We also need to prescribe a way of normalising our 
distributions in the case where we would like to describe several different 
flavors and different hadrons (and one should not forget that we should 
also be able to account for baryon-antibaryon production!). 
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Before doing all these things in later chapters we will provide an 
interpretation of the results we have obtained. 

3 The interpretation of the distributions Hand f 

We will start with the combined expressions occurring in the exponentials 
of the distributions in Eq. (8.19). For the case when we have arrived at 
vertex 1 and take a step z+ we obtain the negative exponential of 

b (rl + ;:) (8.20) 

From Fig. 8.1 we find that the sum multiplying the parameter b is the area 
which is spanned below the first meeting point of the two constituents 
(the ql-particle from vertex 1 and the zh-particle from vertex 2) of the 
hadron; it is evidently common to the two situations because it can just 
as well be described as follows (if we are at the vertex 2 and take step 
L): 

(8.21 ) 

We leave it to the reader to prove the equality of the expressions in Eqs. 
(8.20) and (8.21). 

Thus the exponential suppression is related to the size of an area charac­
teristic of the production process. We will come back to this property later 
on in Chapter 11 when we provide a quantum mechanical interpretation 
of the Lund fragmentation distributions. 

For the remaining non-exponential factors obtained by multiplying f 
and H in the two cases we obtain (for different art, ap) 

dz;d~_ (1 -L)a. (1 - z+)ap (8.22) 
z+z_ z_ z+ 

(besides some constant factors). This expression is evidently again sym­
metric between the two vertices and can also be interpreted as the size of 
certain areas. For the case when art = ap we obtain the symmetrical area 
marked area in Fig. 8.1 as the common factor, i.e. 

(area)a (8.23) 

From this result we conclude (parameter a being positive) that there is a 
(power-)suppression if we take too large a step in the production process, 
i.e. when anyone of the variables z± is chosen to be close to unity. 

We will later see that the appearance of the parameter a stems from 
the requirement of not using up all the remaining energy-momentum. 
The reason is, of course, that we are implicitly assuming in all our 
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considerations that we are far from the end or the beginning of the process. 
The distributions f and H are called inclusive distributions, i.e. they are 
characteristic of a single-production event independent of anything else 
that comes before or after. But there is, of course, a tacit assumption that 
there are other particles produced, over which we are summing. 

8.3 The production of a finite-energy cluster of hadrons 

We will in this section derive the distribution for a finite number of 
hadrons which are rank-ordered, for definiteness along the positive light­
cone. From the resulting formulas all other possible situations can be 
deduced. Such a group of particles is often called a cluster or a single jet. 
Together they will have a finite mass, conventionally called JS. 

The first-rank particle will then contain the flavor fo of the original qo 
together with the antiflavor Jl of the iiI produced at the first vertex. The 
second-rank particle will contain the flavor fI and antiflavor J2 of the ql 
from the first vertex and the ii2 from the second, etc. 

The probability of obtaining a first-rank meson with mass mOl and with 
a fractionallightcone component Zl of the total energy-momentum p+o of 
the original qo is according to Eq. (8.17) 

dZl a (1 - Zl ) aj (bm6l ) f(zddz l = N-zlo -- exp ---
Zl Zl Zl 

(8.24) 

In order to simplify the formulas we will from now on consider the case 
when all the a-values as well as the masses are the same. At the end of 
the derivation we will provide the formulas for the general case. We will 
also use the convention of writing Zoj for the lightcone energy-momentum 
fraction of the hadron of rank j, scaled with respect to the original quark's 
energy-momentum p+o; we call Zoj the 'observable' fraction. 

Thus the variable Zl in Eq. (8.24) equals Zol while for the second-rank 
hadron, which takes a fraction Z2 of the remaining energy-momentum, 
(1 - zodp+o, we have 

(8.25) 

The variable Z2 is again distributed according to the function f (for equal 
a-values cf. Eq. (8.16)). Therefore the combined distribution for produc­
ing first- and second-rank hadrons with observable fractional lightcone 
components Zol and Zo2 is 

( Zo2 ) dZo2 
f(zddzd(Z2)dz2 = f(zoddzod 1 1 

- Zol - Zol 

= (NdZOl ) (NdZ02 ) (1- zoda (1- Zo2 )a exp[-b(Al +A2)] (8.26) 
Zol Zo2 1 - Zol 
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Fig. 8.2. The production of the first- and second-rank hadrons, with the areas 
in the exponent of Eq. (8.26) indicated. 

The a-dependent factors obviously combine to give 

(1 - Zol - Zo2)a 

and the fractional differentials can be reexpressed as follows: 

( dzOI ) (dZ02) _ d2 d2 >:+( 2 2)>:+( 2 2) -- -- - Pol Po2U Pol -m u Po2- m 
Zol Zo2 

(8.27) 

(8.28) 

Here d2p = dp+dp_. We consequently introduce two new variables, in this 
case the negative-lightcone energy-momenta (note that P+oj = ZojP+o). 
This is done by the introduction of two ~-distributions which fix their 
values. We have used the following properties of the ~-distribution, which 
was also used in Chapter 3 with the requirement that C = D / B : 

dB 
dBdC~(BC - D) ~ -

B 
(8.29) 

The arrow implies that the left- and right-hand sides are equal if we 
actually perform the integral. We shall always use an equality sign even 
if we do not perform the integrals. The right-hand side of Eq. (8.28) 
explicitly exhibits the Lorentz invariance of the phase-space factors. The 
factor Al + A2 in the exponential in Eq. (8.26) corresponds to the two 
regions indicated in Fig. 8.2 (the interpretation as an area size is given to 
the exponential factor in the fragmentation function in Eqs. (8.20), (8.21)). 

From this result we may already guess what the result will be if we 
produce n particles with energy-momenta {P+oj} == {zojP+o,P-oj}: 

dP(poh· .. , Poo) '" (1 -t, ZOj) 0 t! N d'Pojb+(p;j - m') exp( -bA j). 

(8.30) 
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Fig, 8.3, An n-particle cluster with notation as explained in the text 

This formula is straightforward to prove; we will leave this to the 
reader. 

The situation after n steps is depicted in Fig, 8.3. We note firstly that 
the total area in the exponent, 'L,J=l Aj == A tot , can be subdivided into two 
parts, 

Atot = Arest + r (8,31) 

as shown in the figure, The quantity r then corresponds to the proper 
time (cf. Eq. (8.2)) of the 'last' vertex of the cluster. 

Secondly we note that it seems as if the system of the n particles 
could have been produced just as well by the original q-particle and an 
antiparticle lin. This pair would then have started out at the point On in 
Fig. 8.3. We know in fact that the cluster is part of the system produced 
from the force field of the original qq-pair which started at the point 0 
and produced the pair qnqn at the vertex Vn. But we would not have that 
knowledge unless we had been able to observe some parts of the system 
outside the cluster! 

The energy-momentum of the 'new' paIr is then (W+n, W-n) where 
W+n = ZP+o, Z == 'L,J=l Zoj and 

n m2 
W-n=L:_l­

j=l ZojP+o 
(8.32) 

The formulas for W ±n are a somewhat complex way of writing the total 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


8.3 Finite-energy clusters 157 

energy-momenta of all the particles in the cluster: W±n = ~j=l P±oj. We 
conclude that the total squared mass of our n-particle system is 

(8.33) 

The variable s is also the size of an area according to Fig. 8.3. Using this 
fact it is easy to convince oneself that the area r defined in Eq. (8.31) is 
given by 

r = s(l- z) (8.34) 
Z 

which we again leave to the reader to prove. 
Consequently all the interesting external properties of our n-particle 

system (i.e. its properties with regard to the original origin 0) are given by 
the two Lorentz invariants sand z. It is useful to introduce these variables 
into the formulas and define (using Eq. (8.30)) 

dP(z,s;Pol, ... 'Pon) = dzt> (z- tZOj) dst> (s- tm2~) 
j=l j=l ZO] 

XdP(Pol, ... ,Pon)' (8.35) 

As z > 0 we may change the first t>-distribution as follows: 

dzt> (z - t ZOj) = dz t> (1- t ZOj) 
. 1 z . 1 Z ]= ]= 

(8.36) 

Then the two new t>-distributions (i.e. the s-definition and the above 
reorganised z-definition) only depend upon the internal variables 

_ Zoj _ P+oj 
Uj=- ---

Z W+n 
(8.37) 

These would be the scaling variables if we consider the cluster as arising 
from the qqn-pair produced at the space-time point On in Fig. 8.3. We 
then obtain for the expression in Eq. (8.35) 

dz ( n ) ( n m2) dP(Z,S;pol,···,Pon) = ds-(l-z)a exp(-br}t> 1-LUj t> s-L-. 
Z j=l j=l u] 
n 

X II N d2pOjt>+(p~j - m2) exp( -bArest) 
j=l 

(8.38) 

By a further 'division trick' the two t>-distributions can be written as 
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follows: 

<5 (1-t Uj) <5 (S - t :2) 
J=l J=l J 

n 

== <52(Prest - LPoj) 
j=l 

(8.39) 

where the quantity Prest is the energy-momentum of the n-particle system 
(Prest = (W +n, W -n)). The superscript 2 on the <5 at the end of Eq. (8.39) 
indicates that here we use (the lightcone-component version of) the two­
dimensional energy-momentum conservating <5-distribution. 

In this way we have been able to partition the formula for the production 
probability of an n-particle cluster with a given endpoint (squared) proper 
time r, Eq. (8.34), and a given total energy-momentum W±n with a squared 
mass s = W +n W -n, into two parts. These will be called, according to the 
notions introduced above, the external part 

dPext = ds dz (1 - z)a exp( -br) (8.40) 
z 

and the internal part: 
n n 

dPint = II N d2pOj<5+(p~j - m2) exp( -bArest)<52(L Poj - Prest) (8.41) 
j=l j=l 

The external part corresponds to the (non-normalised) probability that 
the cluster as defined above will occur, while the internal part in the same 
way corresponds to the probability that the cluster will decay into the 
particular channel considered, containing the given n particles. 

The general result for an n-particle cluster which starts at a vertex with 
the parameter ao and ends at a vertex with an is, for the external part, 

dPext = ds ~z zao (1 ~ z) an exp( -br) (8.42) 

The corresponding general formula for the internal part is 

_ IIn (dUj) aj_l-aj dPint - Nj-1,j -. Uj 
j=l UJ 

x exp( -bAresd<5 (1 -t U j) <5 (s -t m~_l,j) 
J=l J=l J 

(8.43) 

where we have kept the scaling variable description. We leave it to the 
reader to derive Eqs. (8.42), (8.43). 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


8.4 The Artru-Menessier-Bowler model 159 

The result in Eq. (8.41) is evidently completely symmetric with respect to 
the different particles and therefore it has an obvious left-right symmetry 
with respect to the lightcones. This property is not so obvious in Eq. (8.43). 
We note, however, that the negative-lightcone variables Vj corresponding 
to the u j obviously should fulfil 

2 
m· l' 

v·u·-~ ] ] - S (8.44) 

(these are the mass-shell conditions). Therefore a change from the variables 
Uj to Vj can be carried through in a straightforward manner in Eq. (8.43). 
We obtain for the terms in Eq. (8.43): 

duo dv' 
_J~_J 

Uj Vj 

In the second line we have absorbed a (j, j - 1 )-dependent mass factor 
into the normalisation constant Nj_l,j and in the third line we have again 
made use of a 'division trick' for the two c)-distributions. 

Obviously the result in Eq. (8.43) is, after these operations, the same in 
the urlanguage as in the vrlanguage apart from the fact that we are now 
ordering the vertices as j, j - 1, ... along the negative lightcone. 

In the following chapters we will investigate the internal- and external­
part formulas in great detail and also exhibit several different interpreta­
tions from both quantum field theory and statistical mechanics. 

8.4 The Artru-Menessier-Bowler model 

We will now briefly consider a different approach to the decay of a high­
mass string, the AMB model, [26], [32]. Here the idea is to take classical 
probability arguments, which also occur in the Lund model derivation as 
presented above, as far as they can go. There are two basic rules. 

AMB1 There is a constant probability f!}J per unit time and per unit 
length in the string's space-time history that it may break up by the 
production of qq-pairs. 

AMB2 The string cannot break up further in the forward lightcone with 
respect to an 'earlier' vertex. 
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The procedure can be visualised as the game of stochastic dart-throwing 
on a target corresponding to the original string's space-time history. The 
landing of each dart then produces a possible vertex and one accepts those 
vertices which have no other vertex in their prehistory. 

A continuous mass spectrum will then be obtained for the produced 
particles. There is then a third rule to interpret the result. 

AMB3 Using AMB1 and AMB2 one obtains afirst generation of breakups 
producing a first generation of yoyo-hadrons. These states are then 
considered as 'resonances' and will be allowed to decay again, inde­
pendently, according to the same rules. 

If we go back to Fig. 8.1 then we conclude that one will obtain (just as 
for a radiative decay) that the probability for an allowed vertex at a point 
(r1,Y1) is 

(8.46) 

where b = &J / ,,2. We will consider this result in more detail below when 
we compare to the Lund model results. 

Similarly there is a joint probability of having two primary neighboring 
AMB vertices at the two points 1 and 2 in Fig. 8.1. It is equal to 

dPAMB(12) = dPAMB(l)dPAMB(l -+ 2) 

dPAMB(l -+ 2) = b(W+1dz+)(W-2dL)exp [-b(W+1)(LW-2)] (8.47) 

with dPAMB(1 -+ 2) the conditional probability that given 1 we may also 
obtain 2. We are using the notation of Fig. 8.1 and the Eqs. (8.6). This 
time there is no mass-shell condition to constrain the location of the 
two vertices 1 and 2. Therefore we need all four (independent) quantities 
r 1, Y1, z+, L. (Note that due to Lorentz covariance there is no dependence 
on the rapidity variable Y1 in the formulas.) 

The probability distribution dPAMB(l -+ 2) contains the negative expo­
nential of the region (cf. Eq. (8.6» 

(8.48) 

with m the mass produced between the adjacent vertices 1 and 2; together 
the exponentials of the two distributions dP(l)dP(l -+ 2) contain the 
symmetrical surface W+1 W-2 from Eqs. (8.20), (8.21). Therefore the joint 
distribution dP(12) is symmetric with respect to vertices 1 and 2. 

The distribution dP AMB(12) can be reformulated into a distribution in 
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z+ and the mass m as 

dP (12) _ bdz+dm2 (bm2) 
AMB - exp --

z+ z+ 
(8.49) 

From this expression it is then possible to obtain the distribution in the 
mass m by means of an integral over z+: 

dP -101 bdz+ (bm2) _ bE (b 2) - - --exp -- - 1 m 
dm2 0 z+ z+ 

(8.50) 

where E1 is the exponential integral of the first rank. This function is 
singular when m2 ~ 0, which means that there is a large probability that 
the string in the AMB model breaks up into very tiny pieces. It is then 
necessary to introduce a lower cutoff in the mass spectrum. Such a cutoff 
is difficult to introduce in a consistent way if one wants to keep to the 
classical probability concepts which are at the basis of the model. It is 
nevertheless possible to interpret the resulting spectrum in a way similar to 
the resonance spectrum suggested by Hagedorn, [76] (although Hagedorn 
obtained a linear dependence upon the masses in the exponent). 

The results of the AMB model are evidently (apart from the continuous 
mass spectrum) similar to the results of the Lund model. It contains an 
iterative structure based upon an area suppression law. It is, however, not 
possible to obtain the Lund model relations by the use of the probability 
concepts in the AMB model. 

To see this, suppose that we specialise the AMB model to particular 
masses, e.g. a single mass with a width c5m2 around m2. This would mean 
that a new vertex would only be allowed in a band along the mass 
hyperbola corresponding to m. If we are at vertex V and we are looking 
for the next vertex H in that band we may subdivide the band into many 
small boxes (see Fig. 8.4) and call them 1,2, ... , n .... The boxes have areas 
(c5a)j and the probability of finding a vertex in such a box is equal to 
b( c5a) j. 

Then the probability of not finding a vertex in the first n boxes will be 

P[1- b(c5a)j] ~ exp [- J bd(c5a)] 
J=1 

(8.51) 

Here the right-hand expression is the limit found when we subdivide the 
band indefinitely, i.e. when n ~ 00. The expression for d(c5a) is c5m2dz+/z+ 
i.e. the width times an infinitesimal angular segment along the hyper­
bola. 

Therefore the probability of finding a vertex at the value z+ without 
having found it for any larger value of z+ (i.e. for any 'earlier' vertex, 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


162 A stochastic process for string decay 

,: 
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Fig. 8.4. The allowed region for finding the next vertex H, after the vertex 
produced at V, is a band around a hyperbola. This region can be subdivided into 
small boxes as discussed in the text. 

closer to the origin, see Fig. 8.4) is 

Mm2dz+ (b;: 211 dZ~) b;: 2d Mm2-1 ---- exp - um -,- = um z+z+ 
z+ z+ z+ 

(8.52) 

This corresponds to a power law in Z+, owing to the fact that we no 
longer have a two-dimensional surface on which to apply the probability 
rule. 
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9 
The properties of the Lund 

model fragmentation formulas; 
the external-part formulas 

9.1 Introduction 

In the previous chapter we derived a stochastical process for string frag­
mentation. The result is a unique process which is at the basis of the Lund 
model for the fragmentation of quark and gluon jets. We used only some 
general properties of a kinematical nature together with the necessary 
requirements of causality and relativistic covariance. The whole discussion 
is based on (semi-)classical arguments (quantum mechanics does of course 
enter into our assumptions on qZj-pair production). 

In particular the process led to precise formulas for the production 
properties (we called these the external-part formulas) and the decay 
properties (the corresponding internal-part formulas, see chapter 10) of a 
finite-energy cluster of rank-connected hadrons. 

The term 'external-part' is used to imply that the cluster is in general 
part of a larger-energy (possibly infinitely-large-energy) cluster. Two inde­
pendent Lorentz invariants are necessary to specify the external properties 
of the cluster; these may be taken as the squared mass s and the lightcone 
fraction z used up by the cluster. They describe how the cluster starts 
and ends on some (space-time or energy-momentum-space) points that 
are inside (or on the border of) the larger external cluster. 

In this chapter we will consider the external-part formulas in detail and 
in particular show the following. 

E1 In the Lund model the cluster will be produced in accordance with 
the same formula as for a single particle (but with the squared 
hadronic mass m2 _ s). 

E2 The finite-energy version, Hs, of the space-time distribution of ver­
tices, H in Eq. (8.14), approaches H very fast when s is larger than 
a few squared hadronic masses m2. 

163 
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164 The external-part formulas 

We next consider the two functions Hand f in the Lund fragmentation 
model in detail in order to understand some of their properties. After that 
we will exhibit some general properties of all iterative cascade fragmen­
tation models of the Feynman-Field kind, [13]. We end the chapter with 
a discussion of an interesting analogy (first pointed out by Artru, [25]) 
between the proper time of a vertex in space-time and the momentum 
transfer between the group of particles produced to the left and those 
produced to the right of that vertex in energy-momentum space. 

9.2 The production properties of a cluster 

We start with the results in Eqs. (8.34), (8.40) and (8.42): 

1 - z dz ( 1 - z ) an r = s--, dPext = ds-zao -- exp(-br) 
z z z 

(9.1) 

Here r corresponds to the squared proper time of the last vertex, which has 
parameter an, and s is the squared mass of the particle cluster stretching 
between the vertex with parameter ao to the vertex with an. (Note that 
the expressions do not contain any relation to the decay of the cluster; in 
particular, the index n in this case does not indicate the multiplicity!) 

These formulas can be rewritten in several different ways, each of which 
exhibits some particular feature of the Lund model fragmentation process. 

1 The vertex distribution in proper time for a finite energy 

If we use the first equation in (9.1) to solve for z in terms of r and then 
change the second equation into a distribution in sand r we obtain 

ran sao-an 
dPext = dsdr (s + r)ao+1 exp(-br) (9.2) 

For a fixed and finite value of s we can read off an expression for the 
correspondence to the distribution H(r) in Eq. (8.14): 

sao ran saoH 
Hsn(r) '" (s + r)ao+l exp( -br) = C(s +s;)~~:l (9.3) 

In this way we have obtained the result we expected but multiplied by 
a factor in sand r + s, the power depending upon the starting vertex. 
(The indices on H in the final expression are meant to show that it is 
s-independent and has the correct power an.) 

For any fixed value of s the function Hsn in Eq. (9.3) approaches 0 
fast for large values of r owing to the exponential decrease. This feature 
is independent of s. A simple estimate implies for r > ro ::::: (an + l)/b 
that the exponential falloff dominates the distribution Hsn. Therefore for 
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s ~ r 0 (from phenomenological investigations r 0 correponds to a few 
GeV2) a proper normalisation of Hsn will lead to an s-independent result. 
Then it is a good approximation, when s ~ r 0, that 

dPext ~ dss-(an+1)dr Hn(r) (9.4) 
Cn 

The constant C == Cn in Eq. (9.3) is, of course, the normalisation constant 
for Hn. In this way dPext depends only upon the flavor n of the final 
vertex. Actually this is just what we started with when we derived the 
distributions Hrx and f rxfJ: after many steps along a lightcone there is a 
certain probability of finding a vertex of a particular kind independently 
of where we started. We will come back to this saturation property later 
when we consider the internal-part formulas for the decay of a cluster. 

This serves as a confirmation for the consistency of the assumption J, 
at the beginning of the last chapter, that there is, even in the limit s - 00, 

a finite number of vertices at the centre of phase space. 

2 The energy-momentum distribution of a finite-mass cluster 

Another obvious way to use the formula (9.1) is to exhibit the probability 
of obtaining a cluster with a given mass .JS, thereby taking a fraction z 
of the positive lightcone component of the original system: 

dz (1- Z)an (-bS) dPext = ds exp(bs)~zao -z- exp -z- (9.5) 

We have then divided the expression for r from Eq. (9.1) into one z­
dependent and one z-independent part in the exponential. 

The remarkable feature of this result is that (besides the purely s­
dependent parts and the normalisation) we evidently recover the 'old' 
formula, which was derived for a single particle, with the mass m exchanged 
for the mass of the cluster .JS. Consequently, whether a single particle or a 
large-mass cluster arises in going between two vertices with a-parameters 
ao and an the (mass-dependent) probability distribution for picking a 
particular fraction of the energy-momentum is the same. 

9.3 The properties of the distributions Hand f 

At this point it is worthwhile to consider the shape and the properties of 
the unique Lund model distributions in more detail. 

1 The properties of the proper time distribution H 

The distribution in proper time H is the mathematically well-known r­
distribution (this is not a misguided pun!) which occurs e.g. in connection 
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with radiative processes. Depending upon the values of the parameters it 
has a maximum at r = alb, a mean value (r) = (a + 1)/b and a variation 

around the mean \ (r - (r))2) = (a + 1) / b2. 

Typical phenomenological parametrisations for longitudinal jets (note 
the dependence of a and b upon the gluon radiation to be discussed in 
Chapter 17) would be a '" 0.5, b '" 0.75 Gey-2. We conclude that for these 
values the typical proper time 'before' the string will break is somewhat 
more than 1 fm/ c but that the fluctuations around this value is of the 
same order of magnitude. 

2 The properties of the fragmentation distribution f 

The distribution f is a more complex kind of function. We note that it 
vanishes exponentially fast close to the origin (it has an essential singularity 
there, considered as an analytical function) and that it vanishes according 
to a power law for z - 1. In between there is evidently a maximum. 

In order to investigate this maximum in more detail we rewrite the 
distribution f as an exponential (considering only the case when all the 
a-parameters are equal): 

bm2 
f '" exp<l> with <l> = -- -lnz + aln(1- z) (9.6) 

z 

It is easy to prove that for a = 0.5 the quantity <l> has a maximum for 

z = 1 + bm2 - V1 + (bm2)2 ~ bm2 - (bm2)2/2 (9.7) 

We conclude that the typical z-values will increase with bm2 and that the 
maximum of f will occur for a z-value around 0.3 using the value of b 
quoted above and a mass-value close to the centre of the mesonic mass 
spectrum, the p-mass m ~ 0.77 GeY /c2. 

3 The typical hyperbola breakup 

A useful exercise is to consider the relationship between the r-parameters 
of two adjacent vertices in the case where a hadron of mass m, taking a 
fraction z of the remaining lightcone energy-momentum, is produced in 
going from vertex 1 to vertex 2. It is left to the reader to prove that 

r 2 = (1 - z) (r 1 + :2) (9.8) 

From Eq. (9.8) we deduce that if there is a fluctuation in the value of 
z taken by the hadron the result will be a value of r 2 that is much 
larger (for z ~ Zt, where Zt is a typical value of z) or much smaller (for 
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Fig. 9.1. The typical breakup hyperbola divided into particle-mass pieces. 

Z ~ Zt) than rl. The first possibility is suppressed due to the area law (the 
exponential area suppression) while the second One is power suppressed. 

The final result is that the Lund model fragmentation functions tend 
to produce vertices around a hyperbola (i.e. the locus of the points with 
a fixed value of r == '1:T), albeit with some fluctuations. The distance from 
the origin to the hyperbola, '1:t, is related to the typical mass of the hadrons 
in the cascade decay. 

If we place all the vertices along this hyperbola the energy-momentum 
fractions taken by the hadrons form a geometrical series: 

Zt, Zt(1 - Zt), ... , Zt(1 - Zt)n,... (9.9) 

(note that the remainder fraction is given by (1 - zdn after n steps). 
When we move along the hyperbola the remainder fraction cannot be 

too small. It must necessarily be larger than sols with So of order (n. 
Therefore we obtain a formula for the typical multiplicity, nt, in a Lund 
model fragmentation event: 

n log(slso) 
(1- Zt) t '" sols => nt '" 10g[1/(1 _ zd] (9.10) 

This result can be interpreted geometrically; see Fig. 9.1. The length of the 
hyperbola is '" '1:t log(sl so) with '1:t the hyperbola parameter defined above. 
(Note that the notion of length, of course, corresponds to the invariant 
length in Minkovski space.) 

If the hyperbola is cut up into pieces corresponding to particle masses 
then each piece will cover a typical rapidity gap ~y. In Fig. 9.1 One hadron. 
at rest is shown. According to our findings in Chapter 7 the space size of 
such a yoyo-state is given by its mass. 

We conclude that with a hadron density 11 ~y along the hyperbola we 
will obtain the same multiplicity formula as in Eq. (9.10) if we put 

~y = 10g[1/(1 - Zt)] (9.11) 
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9.4 The particle density in a general iterative cascade model 

In order to understand the significance of the result in Eq. (9.11) we will 
consider some properties of the iterative cascade fragmentation models, 
which were mentioned in Chapter 7. For simplicity we consider the sit­
uation when there is only a single flavor and a single kind of meson. 
The probability of obtaining the first-rank particle with a given energy­
momentum fraction z is J(z)dz. We note that J must be normalised to 
unity: 

101 dzJ(z) = 1 (9.12) 

We now define the totally inclusive single-particle distribution F(z )dz as 
the number of hadrons (irrespective of rank) with fractional energy­
momentum z. This function is not normalised to unity as is J in Eq. (9.12) 
but, instead, to the total number of hadrons produced. 

Inside the scaling cascade scheme this number is in general divergent. In 
this subsection we will derive the behaviour of a general iterative cascade 
model and in the next we will specialise to one particular shape of J and 
perform some of the calculations in detail. 

To investigate the properties of F we note that there is an integral 
equation which relates F and J: 

F(z) = J(z) + fo 1
-

z 
(1 ~ OJ(OF C1 ~ 0) (9.13) 

The interpretation of the equation is that a hadron with z may be the 
first-rank hadron in the jet (this is the first contribution J(z)dz on the right­
hand side of Eq. (9.13)). After the first-rank particle has left a fraction 
1 - ( (with probability J(OdO the number of hadrons with z that occur 
further down in the jet is F(z/(1 - ())dz/(1 - O. This gives the integrand 
in the second term of Eq. (9.13) (after division dz). We must sum over all 
values of ( compatible with the requirement that the argument of F is 
between 0 and 1. 

The equation can be solved by means of the moments method. We 
obtain from Eq. (9.13) 

M(r) = 101 zrF(z)dz, C(r) = 1o\1-zYJ(z)dZ, 

r1 m(r) 
m(r) = Jo zrJ(z)dz ~ M(r) = 1- C(r) 

(9.14) 

which we leave to the reader to prove. 
The normalisation condition in Eq. (9.12) implies that C(O) = m(O) = 1. 

This evidently means that M(r) diverges when r ---+ 0, which corresponds 
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to the normalisation equation for F. The reason for this divergence is that 
in Eq. (9.13) no provision is made for ending the cascade: there is no 
smallest value of z, or in other words the process is totally scaling. Instead 
one obtains a rapidity plateau (note that y :::::: log z implies dz I z = dy). 
After a rapidity region in the forward direction, the fragmentation region 
of the original quark, there will be a uniform distribution of hadrons 
in rapidity space. In practice this fragmentation region is about 1.5-2 
rapidity units. This means that a large part of the energy is inside the 
fragmentation region. It is populated by the first few particles in rank but 
the density of particles is strongly fluctuating and dependent upon the 
flavor quantum number carried by the original color charge. 

In the Lund model it is not sufficient to consider only the fractional 
energy-momentum along the jet, i.e. in one of the lightcone directions, 
as in iterative cascade models. There is also the energy-momentum along 
the opposite lightcone direction, for which we must account. This is the 
reason why in the last subsection we had to bring the plateau to an end 
by the request that we can use up the fractional energy-momentum only 
to the level sols. In the integral equation in Eq. (9.13) the plateau will, 
however, go on forever. 

The height of the plateau, i.e. the density of hadrons in the centre, 
can be calculated by simple means from Eq. (9.14). We may conclude, by 
expanding for small values of the moment parameter r, that M(r) - Rlr 
where 

1 (dC(r)) 101 (1) - = - -- = log -- J(z)dz 
R dr r=O 0 1- z 

(9.15) 

which we again leave for the reader to prove. 
We conclude that F(z )dz behaves as Rdz I z == Rdy for small values of 

z, i.e. for rapidities far from the 'tip' of the jet. Thus the result in Eq. 
(9.11) is very general with ~y identified with 1/R, i.e. the mean value of 
log[1/(1 - z)] as calculated from the fragmentation function f. 

We may in an intuitive sense identify ~y with the mean loss of rapidity 
per produced hadron. It is interesting to note that we again find a similar 
scaling energy-momentum distribution as for the virtual quanta in the 
MVQ and the partons in the PM in Chapters 2 and 5. In particular the 
result obtained in the Schwinger model for excitations by means of an 
external charged pair ±g leads to the result R = 1; cf. Chapter 6. 

A detailed calculation of the inclusive distribution using a simple model 

The method of moments is a very powerful mathematical technique but 
it may be difficult to understand the results on an intuitive level. We will 
therefore show by explicit calculation how the central plateau is built up 
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by the contributions from the hadrons of different rank. The results of 
the calculation will also be useful further on, in Chapter 13. 

We consider a very simple iterative cascade model with a constant 
fragmentation function, j, which then in order to be normalised as in 
Eq. (9.12) must equal unity. Although it is simple, it was used rather 
successfully at the beginning of the Lund model, [13], assuming then that 
all vector and pseudo scalar mesons were produced in accordance with 
their statistical weights. We now know that this is not the case. Further 
a constant distribution does not fulfil the requirements for a consistent 
fragmentation process listed at the beginning of Chapter 8. 

A detailed study of the model is, however, instructive because it is 
straightforward to provide explicit results for the inclusive distributions of 
the nth-rank particles for all values of n. The first-rank particle is evidently 
distributed according to f. After it has taken Zl (with the same probability 
for all zI) the second-rank particle will take z = z2(1 - zI), with a flat 
distribution for Z2 also. 

This means that the inclusive distribution of the second-rank hadron is 

D(2)(z) = J dZ1dz2b(Z2(1- zI) - z) 

= ((1-z) ~ = 11 dX1 = log (~) (9.16) 
Jo 1 - Zl z Xl z 

Using the same method we obtain for the nth rank hadron 

D(n)(z) = J (fI dZj) b (zn 11(1- Zj) - z) 
J=l J=l 

(
n-1 d) (n-1 ) 

= J p :! e PXj-Z 
J=l J J=l 

(9.17) 

where e is the Heaviside function, equal to unity for a positive argument 
and vanishing elsewhere. We have also defined the obvious new variables 
Xj = 1 - Zj. In order to perform the integral we introduce Yj = log(1jxj) 
and write, exchanging the product of the Xj for a sum of the rapidities Yj 
(the sum being introduced by means of a b-distribution, dyb(E Yj - y)) 

D(·)(z) ~ J dYEl [exp( -y) - z] J (ll dYj) /j (~Yj - Y) (9.18) 

We obtain a symmetrical integral (for N = n - 1), which is most easily 
solved by iteration: 

(9.19) 
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We finally obtain by direct integration over y 

D(n)(z) = [log(1/z)]n-l 
(n - 1)! 

171 

(9.20) 

which is a nice and very satisfying result to derive! The following comments 
may be made. 

• All but the first-rank hadron have a distribution in z which vanishes 
when z ~ 1. Since log(1/z) = log[1 +(1-z)/z)] C!:: 1-z when z ~ 1 
we find that the nth rank distribution will vanish like 

(9.21) 

The reason is evidently that there have already been n -1 earlier energy 
'handouts'. The above result is a very general property of all physical 
systems, usually referred to as the spectator relation: if there are n basic 
constituents sharing a common energy and you require the inclusive 
distribution in energy for one of them its fraction usually behaves as in 
Eq. (9.21). 

• The result (9.20) can be described as a distribution in y = log(1/z): 
n-l 

D(n)(z)dz = dy (:-1)! exp(-y) (9.22) 

i.e. a Poisson distribution in rapidity. The distributions are evidently 
all normalised. This is exactly what was obtained in the external 
excitation model, derived from the Schwinger model in [39]; cf. 
Chapter 6. 

• From the sum over all ranks we obtain the totally inclusive distribu­
tion, which, according to the predictions from the integral equation 
(9.13), corresponds to the particle density R = 1: 

00 dz 
D(z)dz = L:D(n)(z)dz = dy = - (9.23) 

n=l Z 

A useful exercise is to carry through the calculations above also for 
the case when f is exchanged for fa = (a + 1)(1 - z)a. Then one obtains 
Da(z) = (a + 1)(1 - z)a /z, i.e. a rapidity density equal to Ra = a + 1. 

In this way we can see in detail how the rapidity plateau occurring 
in the iterative cascade models is built up. From the properties of D(n) 
we conclude that the maximum of the distributions moves towards larger 
values in rapidity with increasing n; this is a useful exercise for the 
interested reader. Note, however, that an nth-rank hadron may very well 
have a larger z-value than the first-rank hadron (although with a small 
probability). 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


172 The external-part formulas 

• For the model with a constant f the rapidity plateau evidently goes 
all the way from the tip and there is no evidence of a fragmentation 
region (but for the model with fa there is such a region). 

The reason why the model with a constant f works rather well is that 
if three times more vector mesons than pseudoscalars are produced as 
direct particles then the decay products from the vector mesons will move 
towards smaller z-values. This effect means e.g. that while the prediction 
for inclusive 11:+ mesons for z ~ 1 is zDn+ ::::: 0.1 it becomes around 0.4 
for z ::::: 0.4 because of the many 11:+'s from the decays. 

It is possible to derive many other analytic expressions, e.g. for the 
two-particle correlation functions, by the same means as for Eq. (9.13) 
and we refer to the original literature, [13]. We will not do it here because 
there are many kinematical complications. If this kinematics is included 
in the analytical equations the results become so complicated that it is in 
general much easier to take recourse to computer simulations. 

It is very satisfying and highly recommended at this point for the reader 
to obtain a set of simple but useful and understandable distributions by the 
use of a Monte Carlo simulation program such as JETSET or HERWIG, 
just in order to appreciate the effects of really introducing kinematics! 

9.5 The relationship between the vertex proper time and the momentum 
transfer across the vertex 

We will now use the external-part formulas in a way proposed by Artm, 
[25]. We will start by showing that the quantity r, which in space-time has 
been related to the proper time of a vertex, in energy-momentum space 
can be interpreted as the invariant squared momentum transfer between 
the two jets produced by the appearance of the vertex. 

Thus a vertex appearing at the space-time point V = (x+, x_) (with 
r = K2x+x_) will divide the total system (see Fig. 9.2) into a right-moving 
jet with energy-momentum Pr = (P+o - KX+, KX_) and a left-moving jet 
with PI = (KX+, P-o - KX_). 

The situation depicted in Fig. 9.2 can be interpreted as if the original 
q-particle with P + = (P+o, O) is transformed into the right-movers and the 
original q-particle with P _ = (0, p-o) is transformed into the left-movers. 
There is then evidently a momentum transfer in this process equal to 
q == P + - Pr = -(P - - Pz) = K(X+, -x_). 

We note that in order to obtain positive masses for the two systems it 
is necessary that this momentum transfer is a spacelike vector, i.e. that the 
(Lorentz-)square of the vector is negative. The fact that it is the negative­
lightcone component which becomes negative in our formula is due to 
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n 

j j-I 

/ "- eo / v "-
/ "-

/ 

K« ~ 
Fig. 9.2. The vertex V = (x+, x_) divides the system into right-movers (hadrons 
1, ... , j - 1) and left-movers (hadrons j, ... , n). 

Fig. 9.3. The energy-momentum transfer between the right-movers produced by 
the original q and the left-movers produced by the original q. 

our choice to define the momentum transfer in the direction from right to 
left. 

Pictorially we may describe the situation as in Fig. 9.3 in which there 
are two 'transformation points' where q becomes the rightmovers and q 
becomes the leftmovers and the momentum transfer q connects the two 
points. The result is evidently very similar to a simple Feynman diagram. 

The system can be further partitioned. Each of the two new jets is 
naturally subdivided into smaller systems by means of internal vertices. 
This process can be continued until we reach the level of individual 
particles. 

We may in this way relate the production process in the model, as 
shown in Fig. 9.4, to a particular multiperipheral diagram shown in Fig. 
9.5 with the final-state hadrons coming out along a 'chain'. 

There is a dual relationship between the picture we have had of pro­
ducing the particles in space-time (cf. Fig. 9.4) and this kind of diagram. 
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Pn 

KX_(n_l) 

Fig. 9.4. The production of a multipartic1e state in the Lund model. Note that 
the difference vectors between the space-time vertices correspond to the energy­
momenta of the produced hadrons, while the positions of the vertices correspond 
to the energy-momentum transfers. 

P+o 

qi = K(X+I,-X_I ) 
PI 

q2= K(X+2,-x_2 ) 
P2 

q3= K(X+j ,-X_j ) 

~ 

qn = K (X+n, - X_n ) 
P(n-I) 

Pn 

Po 

Fig. 9.5. The production process described in terms of momentum transfers in 
a chain. 

The string production vertices (the space-time production points) are ex­
changed for a set of momentum transfers (the connecting links along the 
chain in the multiperipheral diagram). The invariant size of these momen­
tum transfers (apart from the factor K) corresponds in Figs. 9.2 and 9.5 to 
the distance from the origin to the space-time vertex points. 

Models of a multi peripheral type have been under intense investigation 
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8y = log 1 log S1 ( ) log Sf 
() () 

log S 

Fig. 9.6. The total range of rapidity'" log S subdivided into the rapidity ranges 
of the right- and left-movers and the rapidity difference c5 y '" -log 1. 

since the 1950s and one notes the close resemblance to the Feynman 
diagrams for a two-body to many-body interaction. We will come back 
to such models in the next chapter after we have further developed our 
understanding of the Lund model fragmentation formulas. 

We will meet the same kind of diagrams when we relate the lightcone 
singularities in deep inelastic scattering to the leading-log approximation 
formulas derived by the theorists working with Gribov, cf. Chapter 19. 

We note that the momentum transfer divides the state so that the right­
movers are, intuitively speaking, dragged apart from the left-movers. The 
proper measure for this effect is the rapidity difference between them. 

We note that 1 can be expressed in terms of the total squared mass s 
of the original system and the squared masses Sl and Sr of the left- and 
right-moving systems through the equation (for the reader to prove): 

SI = (SI + 1)(sr + 1) ~ SISr 

This means that for large-mass systems 

-ini ~ Ins -insl -lnsr 

(9.24) 

(9.25) 

The right-hand side of this expression is basically the rapidity difference 
fJ y between the right-movers and the left-movers. To see this we note that 
according to our results in the last subsection the available rapidity region 
for a system of mass .JS to deliver its particles is ~ log S (i.e. the length of 
the typical hyperbola). Then, as seen in Fig. 9.6, after having taken away 
the rapidity region inhabited by the left- and right-movers, we are left 
with a rather approximate measure of the rapidity difference fJ y. From the 
distribution in 1, H(I), the distribution in fJ y is 

'" d( fJ y ) exp [ -( a + 1)fJ y] (9.26) 

(we have neglected the slowly varying exponential). Thus we obtain a 
prediction for the (approximate) distribution of the rapidity gaps in our 
breakup process: when evaluated inclusively, it should be an exponentially 
decaying distribution with a + 1 as the exponential rate. 

This is reminiscent of the formulas occurring in Regge-Mueller analysis, 
in which the parameter a plays the role of a Regge parameter. We will 
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come back to this interpretation of a again later when we consider the 
internal decay properties of the clusters. 

It is necessary to understand that there are several 'ifs and buts' in 
connection with the results on c5 Y given above. We note that the rapidity 
difference between two neighbors in rank actually can be both positive 
and negative even if we know the rank-ordering. In order to see this 
consider the joint probability 

P((c5Y)n) = J dzd(zt) 1 ~2Z1 f (1 ~2 Z1) c5 ((c5Y)n -log (;~)) (9.27) 

(the index n stands for rank neighbors). It is easy to manipulate 
formula into 

101 dz 
P((c5Y)n) = N 2 -(1 - z)a exp[bm2 exp(c5Y)nl 

o z 

the 

( -4bm2 h (c5 Y)n) 
x exp z cos -2- (9.28) 

This integral must be calculated by numerical methods. One obtains a 
generally smooth distribution with a maximum around (c5Y)n = 0 but with 
an appreciable tail on both sides. 

Thus a lower-rank particle may be faster than a higher-rank particle. It 
may even happen (with admittedly a small probability) that two particles 
close in rapidity may be far away in rank-ordering. 

In a real experiment it is very difficult to observe rank-ordering because 
many directly produced particles are resonances which will decay quickly 
(mostly into pions but also into some kaons etc). Furthermore most of 
the particles in the final state contain u- and d-flavors and antiflavors. It 
is nevertheless known in many experimental situations that if one orders 
the observed particles in rapidity then the distribution in the rapidity gaps 
will be basically exponential (for large values of c5 y). There are, however, 
many different contributions to this distribution and it is not a useful way 
of determining the parameter a from such measurements. 
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10 
The internal-part fragmentation 

formulas and their relations 
to the unitarity equations of 
a field theory; Regge theory 

10.1 Introduction 

In this chapter we will consider the decay properties of a cluster. We start 
to derive some results from the internal-part formulas, Eqs. (8.41) and 
(8.43). 

I1 If we sum over all available states in the decay formulas of a cluster 
of squared mass s we obtain asymptotically, i.e. for large values of s, 
the behaviour "" sa. We will consider these state equations both for 
the case of a single species of flavor and meson and also for the case 
of many flavors and many hadrons in each flavor channel. 

12 At the same time we will derive the finite-energy version, Is, of the 
fragmentation function I in Eqs. (8.16), (8.17). We will show that Is 
tends rapidly towards I when s is larger than a few squared hadron 
masses (just as Hs ~ H according to the results of Chapter 9). 

The method we will use is to derive a set of integral equations and then 
to solve them. In that way we will find that there are some necessary rela­
tionships between the parameters a, b and the normalisation parameters 
that constitute a set of eigenvalue equations for the integral equations. 

The whole procedure is very similar to that for obtaining the unitarity 
conditions for the S -matrix in a quantum field theory. We will exploit these 
relationships by showing that the results obtained under I1 are just the 
same as are obtained for the multiperipheral ladder equations in a quantum 
field theory. Even the methods of constructing the integral equations are 
the same. One major result is that the parameter a in the fragmentation 
functions occurs in a similar way to the Regge intercepts in the Reggeon 
field theory. 

It was Gribov who first understood that the unitarity equations of the 
S-matrix can be used to derive very general relations between the matrix 
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elements and the cross sections in any field theory and these considerations 
form the basis of his Reggeon field theory. Due to space limitations we 
will have to omit it from this book, but it is just as beautiful, simple and 
general as another part of the work he has initiated, which is presented in 
terms of the DGLAP equations in Chapter 19. 

10.2 The decay properties of a cluster 

We start by noting that the internal breakup distribution in Eq. (8.41) 
contains two factors: 

dPint = dTnlAI2 (10.1) 

where the n-partic1e phase space volume, cf. Chapter 4, is given by 

dT, ~ n N d2Poji5+(p;j - m2 )J2 (~POj - p",,) (10.2) 

and the squared matrix element by the area-law suppression 

IAI2 = exp( -bArest) (10.3) 

The somewhat fancy notation is used in order to make a connection with 
Fermi's Golden Rule for quantum mechanical transitions (cf. Chapter 3): 
the probability for a particular transition is obtained by multiplying the 
square of the transition matrix element by the available number of states, 
i.e. the phase space volume of the final-state hadrons. (One should also 
multiply by a flux factor for the initial state but this is omitted here.) 

The interpretation of the area suppression law as a squared matrix 
element will be provided in the next chapter. 

It is evident, however, that the formulas contain two scales. One of 
these is the quantity b in the exponent. In the derivation of the formulas 
we noted that b must be the same for all the breakup vertices. Thus b 
must be flavor independent and so contain basic information about the 
color force field for which the string is used as a model. 

We note, however, that the other parameter in the fragmentation func­
tion, a, has vanished from the expressions in Eq. (10.1) but that the 
normalisation constant N is still present. (If there are several values of a 
then the differences a j-l - a j occur directly in the formulas, cf. Eq. (8.43).) 

The normalisation constant N, which occurs together with each of the 
hadronic state factors, can be thought of as a scale factor for the hadronic 
states. In the simple picture used up to now, in which we have discussed 
a (1 + 1 )-dimensional model, then N is, of course, dimensionless. In the 
actual (3 + l)-dimensional world then N would need to have the same 
dimensions as b in order to obtain the correct dimensions of the cross 
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sections, etc. It is by no means obvious that the scale determining the 
breakup properties of the string color field, i.e. b, is the same as the scale 
governing the density of the stable hadronic states. 

The reason why the a-dependent factors have vanished from Eq. (10.1) is 
that this formula is an exclusive expression for the probability to produce 
just the particular set of n particles with energy-momenta {Poj}, j = 
1, ... , n and nothing else. Our earlier fragmentation formula for f(z) (Eqs. 
(8.16), (8.17)) is an inclusive expression, i.e. it describes the probability 
of producing one particular meson independently of whatever will come 
before (or after); there is, however, an implicit assumption that in general 
there will be something more. We will now prove that it is this expectation 
that does in fact produce the a-dependent factors in the Lund model. 

1 The case of a single a-parameter and a single hadron 

We start by considering the probability for producing a first hadron with 
energy-momentum 

(l0.4) 

from the cluster with mass )8, independently of what comes after. We 
will use the same notation as in Chapter 8. Now we must pick out those 
properties of the expression that are ul-dependent. Then we integrate and 
sum over everything else, keeping Ul and s fixed. 

Let us first note that if we sum over everything, including even the 
first-rank hadron, then the only thing that the expression can depend 
upon is the total squared mass s. (This is Lorentz invariance at work in a 
situation where the only Lorentz invariant is s.) Therefore we can define 
the function g(s) as follows: 

g(s) ~ ~ J E N d'p,j/j+(p;j - m')/j (~P,j - p",,) exp( -bAm') 

(10.5) 

s = Pr~st == W+W_ 

If we introduce the above parameter Ul (by means of b(P~l - m2)d2pol = 
dulIut), then noting that the area Arest in Fig. (10.1) can be subdivided in 
an obvious way to give Arest = rn2 + A(2 - n) we obtain the result 

Uj 

J Ndul (bm2) g(s) = -- exp -- h 
Ul Ul 

(10.6) 

The quantity h is given by the same expression for the particles indexed 
2 to n as that for the function g(s) for all the particles. There is, however, 
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A(2- n) 
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Fig. 10.1. The subdivision of the full cluster area into the area characteristic of 
the first-rank hadron, AI, and the area of the remaining ones, A(2 - n). 

a changed (ul-dependent) value for the squared mass: 

SI = (Prest - Por)2 = (W+l - Ul W+r) (W-l _ m2 ) 
Ul W+l 

= (1 - u r) (s - :~) (10.7) 

This is the squared mass for the hadrons 2 to n; we have taken away the 
first-rank particle, with a fixed value of Ul. Thus h == g(sd. Combining 
these results we obtain an integral equation for g: 

J Ndul (bm2) ( (m2)) g(s) = ~exp -~ g (l-ur) s- ~ (10.8) 

To be precise, this integral equation is only valid if s is larger than the 
square of the single-particle mass. Further, the integration region does not 
extend all the way down to Ul = 0 because the remainder mass must also 
be reasonably large. 

Nevertheless we note that for large values of s there are solutions of a 
power character for g (here C(j is a constant): 

g(s) :::::: C(jsa If 1 = --(1 - uda exp --. J Ndul ( bm2) 
ul ul 

(10.9) 

Note that this is a requirement on a, i.e. there is a relation between 
the normalisation constant N, bm2 and a. This requirement is, of course, 
nothing other than the original normalisation conditions for f (remember 
the discussion in Chapter 8). 

We could in fact call this property (a form of) unitarity: there is a total 
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probability equal to unity that something will happen in connection with 
the production process! 

We find in this way that the fragmentation function for a finite-mass 
cluster is formally s-dependent, from the normalisation factor hi g: 

Ndul (bm2) g((l-ud(s-~;)) 
fs(ud = -- exp --

Ul UI g(s) 

~ f(ud (1 _ m2) a (10.10) 
SUI 

In practice the quantity m2 lUI is much smaller than s. Therefore we recover 
our starting expression in Eq. (8.16), i.e. the function fs tends to f rapidly 
when s ~ m2. 

2 The case of several values of the a-parameter and several kinds of 
hadron 

If there are several a-values, ak, and several flavors and hadrons, we will 
for simplicity sum over all hadron and flavor indices in the formulas using 
the convention that the normalisation constants of the fragmentation 
functions are only nonzero when the hadron index and the flavor indices 
are compatible. We treat only the case of a single hadron for each flavor 
combination. The more general case can be inferred from that. 

The major difference from the case of a single flavor and hadron is that 
the hadronic phase space volume is changed (the area-law suppression is 
the same but with the relevant mass values inserted): 

( 
n ) ( n m2 I .) 

dCQ,ex = (j 1 - ~ U j (j s _ ~ ~~ ,J 

X IT Nfj-l,fjduj (Ujtfj-l-afj (10.11) 
I Uj 

with the convention that the first-rank hadron has the flavor h = 0 and 
the last one the (anti)flavor corresponding to fn = a. 

We will now also prescribe that the first-rank hadron should have 
the antiflavor corresponding to f3 and energy-momentum fraction UI. We 
can use a division trick (this time with 1 - ud in the (j-distributions to 
rearrange them as follows: 
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We note firstly the occurrence of Sl from Eq. (10.7) in the l5-distribution 
in the second line and secondly that in this way the Uj, j = 2, ... , n, all 
occur in the rescaled version uj/(l - ut) == (j. Introducing these rescaled 
(j we obtain from the phase space factor 

d _ No,pdul ao-aa (1 -Ul) ap-aa d 
LOa - Ul -- Lpa 

, Ul Ul ' 
(10.13) 

The interpretation is that the phase space volume of a flavor-ranked 
string of hadrons, starting at flavor 0 and ending at antiflavor a, can be 
rearranged into a product with one factor for a single first-rank hadron 
with flavors 0,7J and the other for the phase space volume of the string 
/3, a. 

The area-law suppression factor can be rearranged just as in Eq. (10.6) 
and we conclude that there is a corresponding integral equation, as for 
the simpler case in Eq. (10.8): 

gO,a(s) = 2: J dudo,p(ut)(l - ut)-aagp,a(st) 
PE{f} 

(10.14) 

We have here introduced the fragmentation function for the first-rank 
hadron and also the quantities gjj./k for the total sum over all possible 
production contributions starting at flavor fj and ending at (anti)flavor fk. 
Note that the argument of gp,a is the reduced squared mass Sl. We must 
sum over all possible antiflavors of the first-rank hadron. The interesting 
thing is that this equation has solutions g which, for large values of s, 
depend solely on the final flavor, aa, i.e. 

(10.15) 

as is easily seen using the result for Sl in Eq. (10.7) (the factor (1 - ut)-aa 
is compensated by the corresponding factor in s~a). There is a requirement 
again corresponding to unitarity that 

2: J fo,p(Ut)dul = 1 (10.16) 
PE{f} 

i.e. that the total probability is 1 that some flavor /3 is produced at the first 
vertex and thereby that there is always a first-rank hadron. The statement 
that the total sum over all possible productions should depend only upon 
the final flavor was deduced also in the discussion of the r -distribution 
of the final vertex, in the context of the external-part formulas in the last 
chapter. We note that Eq. (10.16) must be valid not only for the index 0 
but for all the flavor indices in {f}. 

If we analyse our results it is evident that we have repeatedly made 
use of the fact that the Lund model fragmentation formulas have simple 
factorisation properties. In the next section we will consider the unitarity 
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PA PI 

ql P2 ql +q 

q2 q2+ q 

Pj 

qj qj +q 

P(N-I) 

q(N-I) PN q(N-I) + q 

PB 

Fig. 10.2. A Feynman diagram describing the scattering (PA,PB) -+ (PA+q,PB-q) 
with intermediate states and momentum transfers exhibited. 

equations for the S -matrix in a quantum field theory. We will show that 
factorisation properties also in that case lead to very similar results for 
the correspondence to our state sum. 

10.3 The relationship to the nnitarity equations for the S-matrix in a 
quantum field theory 

1 The AFS model 

It has been known for a long time that it is possible to prove Regge 
asymptotic behaviour from the unitarity equations for the S-matrix in a 
quantum field theory. We will, in this and the following subsections, make 
use of a description similar to the one given in [28]. 

Amati, Fubini and Stanghellini (AFS), [1], formulated a set of integral 
equations based upon the so-called ladder Feynman diagrams or multi­
peripheral ladder diagrams (see Fig. 10.2). The starting point is that (the 
imaginary part of) the elastic scattering amplitude 

(10.17) 

describing the elastic scattering of the particles A, B with momentum 
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transfer q must, owing to unitarity, fulfil the following equation: 

Im(TAB) = (1/2) L J TN(PA, PB; {Pj} )T:.r(p~,p~; {Pj} )d'N (10.18) 
N 

Here the quantity deN is the N-particle phase space volume and 

p~ = PA + q such that pl = p~ (10.19) 

(similarly for p~). The point is that all possible hadronic states (denoted 
{Pj} in Eq. (10.18)), fulfilling energy-momentum conservation and capable 
of being produced from the incoming and outgoing states A, B, should be 
included in the sum and integral (the Pj being on the mass shell). We note 
the similarity to the description of a propagator in the Kallen-Lehmann 
representation, where also all possible intermediate states occur. 

The T (transition)-operator is related to the S-operator (which is defined 
in Chapter 3) in the usual way: 

S = 1 + iT (10.20) 

In the AFS model the amplitudes TN are taken from the ladder diagrams, 
see Fig. 10.2: 

N 

T~FS = II A(qj-l,qj)D(qj) (10.21) 
j=l 

Here D(qj) is the propagator for the momentum transfer qj = qj-l - Pj 
(qO = PA, qN = -PB, for j = N the propagator is equal to 1) at the 
(Feynman) vertex j - 1 ~ j and A(qj-l, qj) is the corresponding vertex 
factor for producing the particle Pj. 

We note for future reference that the intermediate N -particle state is in 
this way built up iteratively, with one particle being produced at a time 
along a ladder containing the propagators from vertex to vertex. 

The expression on the right-hand side of Eq. (10.18), which from now 
on will be called rhs, will have a simple behaviour for a great many 
production models provided that: 

Vi the amplitudes TN fall off rapidly except when the energy-momentum 
transfers are small, i.e. qJ s;; m2 with m a typical mass size; 

V2 there is no long-range order in the momentum transfers. Thus the 
amplitude TN is independent of qj and qk if Ij - kl ~ 1, i.e. the 
vertices j and k are far from each other in the production process; 

V3 the amplitude is not large when the sub-energies Sj,j+l = (pj + pj+t}2 
of neighboring pairs are large. This means in practice that there are 
no large rapidity gaps between the produced particles anywhere in 
the included chains. 
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These assumptions are at the basis of Gribov's Reggeon calculus, and 
all of them seem very natural. It should be noted, however, that in QCD 
the momentum transfers are in general larger than allowed in Gribov's 
basic assumptions so there is need for some caution in applying the rules 
to QCD. 

In particular one can show from the assumptions Ul-U3 that the 
equations will lead to Regge behaviour, i.e. that 

(10.22) 

The parameter(s) It will in general depend upon the quantum numbers of 
the particles A, B and also upon the squared momentum transfer t = q2 
in the process. The way to obtain the result in Eq. (10.22) is, in the AFS 
model, to make use of the following simple factorisation property of the 
amplitude in Eq. (10.21): 

T AFS = ;I.(p2 q2)D(q2)TAFS 
N A, 1 1 N-1 (10.23) 

Introducing this factorisation property one obtains immediately an integral 
equation for the right-hand side, (rhs)AFs, of Eq. (10.18) (q = 0, JV a 
numerical constant and Sl = (Ptot - pt}2 as in Eq. (10.7)): 

(rhs)AFs (s) = J JV dpu5(PI - m2) 

xl;l.(p~,(pA - pt}2) 12ID((pA - pt}212(rhs)AFs(st} (10.24) 

The similarity between this expression and the integral equation(s) for g 
and grx,{J in Eqs. (10.8) (10.15) are obvious. With a few manipulations one 
obtains the desired power behaviour in s = Pt~p the power-law parameter 
lto being determined from the eigenvalues of the equation, [1]. 

2 A detour into transverse dimensions 

In this section we consider the extension of the results in Eq. (10.24) to 
nonzero values of the momentum transfer q. This is a preliminary to the 
extension of the Lund model formulas to a (3 + i)-dimensional world. A 
second reason is that in this way there emerges a simple and intuitively 
appealing picture of the behaviour of multiparticle production models. We 
start with a brief discussion of the influence of the requirements Ul-U3 
on the results. 

In order to make the integrals in the formulas for the function rhs 
convergent it is necessary to have a fast falloff in qr, i.e. to make use of 
the requirement Ul above. It is possible to have more complex factori­
sation properties than in the simple AFS model, i.e. one may introduce 
short-range correlations between the vertices. The requirement U2 does, 
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however, ensure the possibility of still writing integral equations (albeit, 
in this case, systems of integral equations). 

The requirement V3 is needed for more subtle reasons and is only 
necessary when considering transverse dimensions also. (It is instructive 
to show that in a (1 + I)-dimensional scenario the requirements VI and 
V3 are equivalent and the reader is urged to do that.) The (general) 
requirement V3 is intended to solve a type of transmission problem by 
means of the law of large numbers. 

Energy-momentum conservation at every (Feynman) vertex means, ac­
cording to Fig. 10.2, that the individual momentum transfers at the jth 
cell of the ladder must fulfil 

(10.25) 

Therefore in order to transmit the momentum transfer q across the ladder 
it is necessary that neither qJ nor (q+qj)2 should imply strong suppression 

of the vertex and propagator functions for the different steps. Therefore q2 
must be limited in size in accordance with the requirement VI above. Ac­
tually, as we will see, the restrictions on q are essentially stronger because 
in a chain with n vertices there will be n requirements to accommodate. 

Further, the momentum transfer q must be spacelike to keep the parti­
cles A and B on the mass shell. At high energies it is even necessary that q 
should be almost transversely directed, i.e. q should be almost orthogonal to 
the direction PA +PB (from now on the beam direction). To prove this let us 
go to the cms of the two particles A and B; they have energy-momenta in 
a lightcone frame PA = (W,m2jW,Od, PB = (m2jW, W,Od. Then if q has 
large components along any of the lightcones, the mass-shell conditions 
for A and B, Eq. (10.19), cannot be fulfilled for large values of Wand 
small values of q2. 

We will therefore use the approximation that q ~ qt. It is useful to divide 
the hadronic phase space volume, deN, into transverse (t) and longitudinal 
(I) parts with respect to the beam direction: 

d<N ~ d<N,d<Nj so that d<N' ~ B d'P'io (~P'i) (10.26) 

We also observe from the ladder graph in Fig. 10.2 that the hadronic 
transverse momenta can be expressed as 

Ptj = qt(j-l) - qtj, j = 1, ... , N (10.27) 

This ensures that the transverse momentum conservation c)-distribution in 
Eq. (10.26) is fulfilled. We may evidently introduce as integration variables 
the transverse components of the momentum transfers qj, j = 1, ... , N - 1 
instead of the corresponding components for the hadrons, Pj. 
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The next step is to introduce the (transverse) Fourier transforms of the 
transition amplitudes in Eq. (10.18): 

N-1 

TN(PA,PB;Pj) = J FN(bj,Plj) II exp(iqtj' bj )d2bj 
j=l 

(10.28) 

(the index I is for longitudinal). There is a corresponding result for the 
amplitude T;;(p~,p~;Pj) in terms of (the complex conjugate of) the same 
function: 

N-1 

T;; = J F~(bj,plj) II exp[-i(qtj + q) . bj]d2bj 
j=l 

(10.29) 

An essential point is the appearance of the q-dependence as a common 
factor in the above equation: 

(10.30) 

because if we now perform the integrals on the right-hand side of Eq. 
(10.18) we obtain a very pretty description: 

(rhs)(s, q2) = J exp[ -ib . q]d2b$'(b, s) 

:F ~ ~ f dTNI TI (2n)'d'bjii (~bj -b) IFN(bj,Plj)I' (10.31) 

We have here repeatedly made use of the well-known Fourier distribution 
identity 

(10.32) 

to make the identification b j = bj. 
The whole mathematical game has been to introduce instead of the 

transverse momentum transfers qtj their canonically conjugate correspon­
dences, the impact-space vectors b j of the different links in the ladder 
graphs. We find that the full q-dependence (in the transverse approxima­
tion) is described by the Fourier transform with respect to the sum of all the 
individual impact-space vectors for the different links. 

The question then arises of the distribution of the sum of these in­
dividual impact-space vectors. Now we can again make use of the two 
requirements V1 and V2 above. Equation (10.28) was used to define the 
distributions FN and we can of course invert it by means of the Fourier 
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transform relations into 

J N-l d2 

FN(bj ) = TN(PA,PB;qjt'Pz)}] (2:)~ exp[-i(qjt· bj )] (10.33) 

Then using the properties of the Fourier transforms we can deduce that 
the two requirements Vi and V2 will have the following implications for 
the impact-space vectors bj . 

Uil. The function(s) FN are smooth and well-behaved distributions in bj 

with, typically by :::::: 11m2, i.e. the inverse of the qy. 

U i2. The correlations bj bk = 0 if Ij - kl ~ 1. 

Now, finally, comes the basic use of the requirement V3: it means that 
the major contributions to the integrals come from situations very similar 
to the one in the Lund model, i.e. there will be no major contributions to 
the integrals from small multiplicities. If this were not the case then there 
would be many large rapidity gaps. In the Lund model picture there would 
then have to be many small values of the proper times of the vertices, i.e. 
we would be far from the usual hyperbola breakup. 

(In fact, owing to Vi, nor will there be major contributions from 
very large multiplicities, for which, in accordance with our findings for 
the Lund model, it is necessary to have large values of the proper time 
or equivalently of the momentum transfers r.) This large-multiplicity 
requirement is necessary because we are now going to make use of the 
law of large numbers, which (apart from some mathematical epsilontics) 
reads as follows . 

• Consider the distribution of a quantity L, which is the sum of a 
(sufficiently) large number of independent stochastic variables: 

n 

L= LPj 
j=l 

(10.34) 

Each of the Pj is distributed in one way or another with a mean (Pj) 
and a variance ay. Then L is distributed according to a gaussian: 

dP 1 [ (L - nLO)2] 
dL = J2iina5 exp - 2na5 

The centre and the width of the L-distribution are given by 
n 

nLo = L (Pj) , 
j=l 

n 

2 '" 2 nao = ~ aj 
j=l 

(10.35) 

(10.36) 
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In our case, the impact-space vectors evidently will all, due to sym­
metry, have a vanishing mean value. Depending upon the length of the 
correlations, according to U i2 they can be subdivided into groups which 
are independent (we assume each to have a correlation length \ r2)). If 
the number of such groups is n(s) ~ 1 for a given value of the squared 
cms energy s we may apply the law of large numbers. 

In this way we obtain a very general result for the distribution ff in 
Eq. (10.31), i.e. a gaussian distribution in the total impact-space vector b. 

The method we have used can in somewhat vague language be described 
as follows . 

• We go over to impact-parameter space and consider the building up 
of the total impact parameter b as a Brownian motion along the chain 
with each impact parameter (or for short-range correlations each 
group of) impact-parameter vector(s) bj contributing in a random 
way. 

This is a very general feature of transmissions through many steps: 
they tend to randomise rather quickly and then only the general mean 
and variance are noticeable (together with the number of steps). Note that 
if there are major contributions from the fluctuations down to a small 
number of steps these statements may not be true. 

3 Coming back to the Regge phenomenology 

After having obtained a very general distribution for ff we will go back 
to the unitarity equations, as well as to the representation in Eq. (10.31), 
to obtain 

(10.37) 

i.e. we perform a straightforward gaussian integra1. 
For the case when the correlations, according to V2, are reasonably 

short-range one expects n(s) = c (n), i.e. this number should be propor­
tional to the mean multiplicity at that energy. 

In any of the models which fulfils not only V1 and V2 but also V3, 
this mean multiplicity will grow logarithmically in s. We therefore expect 
that the Regge parameters et in Eq. (10.22) are generally linear functions 
of t (note that exp( -C In s) = s-c). Conventionally these are written as 

et(t) = eto + et't (10.38) 

with t = q2 ~ -q~. Here eto is called the intercept and the parameter et' 

the Regge slope). This latter parameter should according to our formula 
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be proportional to (r2) /2 and therefore depend both upon the value of 
the (average) transverse momentum and upon the size of the short-range 
correlations. 

It is known phenomenologically that for most Regge trajectories, as 
the oc(t)-line in Eq. (10.38) is called, this parameter oc' '" 1 (GeV /c)-2. 
However, there is one trajectory, equipped with the vacuum quantum 
numbers, called the Pomeron. The Pomeron has an essentially smaller 
slope, oc~ ~ 0.25 (GeV /c)-2. 

In this way both the elastic and the total cross sections are dominated 
by power behaviour in s when they are expressed in terms of the matrix 
elements of T as 

d(Jel ITABI2 2a(t)-2 
-=--IXS 
dt 16ns2 

1m TAB a(t)-l 
(Jtot = IX S 

(10.39) 

s 
The second line ofEq. (10.39) is of course nothing other than a statement 

that the sum over all states, like in Eq. (10.18), includes everything that 
can happen; the factor 1/ s is the flux factor of the incoming state. For the 
first line of Eq. (10.39) it is necessary also to know something about the 
real part of TAB, but fortunately the latter turns out to give only a small 
correction. 

Similar power results for the high-energy behaviour are obtained from 
potential scattering models by rewriting the scattering amplitude using 
the Sommerfeld-Watson transform, which was originally developed for 
light-scattering, [46]. These features are, however, outside the scope of 
this book. One very important result in this connection is that the Regge 
trajectories oc(t) also contain information on the bound-state spectrum of 
the potential. It is possible to show that oc(t) is an analytical function 
of t in the potential scattering models. In particular, when the squared 
momentum transfer t (which in the case discussed up to now must be 
negative) is continued to positive values then 

oc(t = m2) = j (10.40) 

with j the angular momentum of the bound state with mass m. 
Regge behaviour has also been proposed and investigated in more 

complex processes than elastic scattering, e.g. in charge exchange processes 
such as n-p ~ nOn (p, n stand for proton and neutron, respectively). In 
this case the use of the p-trajectory has provided a very good description 
of all available experimental data. From the experimental analysis, this 
trajectory actually does exhibit the straight-line behaviour expected in Eq. 
(10.38), and with the constraint from Eq. (10.40) (that the p-meson spin 
is 1) the value of ocop has been decided as being close to 0.5. 
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The p-trajectory is, in accordance with the flavor composition of p as a 
mixture of uu and dd, related to the most common flavors. It should be 
more than a coincidence that the phenomenological values for the Lund 
model parameter a, which are obtained from studies that also include 
gluonic radiation, tend to demand a value just above 0.5. 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


11 
The dynamical analogues of the 

Lund model fragmentation formulas 

11.1 Introduction 

The Lund model fragmentation formulas are based upon general principles 
such as causality, Lorentz covariance and confinement. Only classical 
probability concepts and semi-classical dynamical considerations have 
been used in the derivations in the earlier chapters. Nevertheless, the 
resulting formula for the decay of a (color- and flavor-connected) cluster 
has an appealing simplicity, similar to those obtained in other dynamical 
situations. It is the product of the n-particle phase space factor and an 
area suppression factor written as the square of a 'matrix element' A: 

dPint = dTn1A12, IAI2 == exp(-bA) (11.1) 

In this way we connect with formulas for multi particle production cross 
sections in a quantum field theory and in Chapter 10 we have exhibited a 
wide class of models, the multi peripheral ladder models, with properties 
similar to the Lund model results. In this chapter we consider further 
dynamical analogies to the Lund model. We show that the area suppression 
law in Eq. (11.1) can be interpreted in at least two different ways stemming 
from field theory: 

• in terms of a quantum mechanical tunnelling process (the decay of 
the vacuum in an external field); we will call this the Schwinger way, 

• in terms of basic gauge-independent quantities, the Wilson phase 
operators, in a gauge field theory; in the same language this inter­
pretation will be called the Wilson way. 

Both these interpretations will lead to a discussion of the meaning of 
the parameter b in the Lund fragmentation model and of the behaviour 
of the color force field in the QCD vacuum. We will also show that the 
formulas can be interpreted in a statistical mechanics scenario as follows. 

192 
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• The internal-part formula corresponds to the partition function for 
a gas with two-body interaction potentials. The coordinate space for 
the gas is then the longitudinal rapidity space of the cluster. 

In this way another familiar phenomenological tool, the Feynman- Wilson 
gas in rapidity space, will occur in connection with the Lund model frag­
mentation formulas. Approximating the gas partition function according 
to the first nontrivial part of the virial expansion, we derive a relationship 
between the normalisation constant N, the parameters b and a and the 
particle density in rapidity space. The result can also be considered as an 
ideal gas law for the rapidity-space gas. 

11.2 The decay of the vacuum in an external field 

We now meet another example of the law of the conservation of useful 
dynamics. Again this is a case for which it is possible to obtain a closed 
expression in terms of elementary functions for a dynamically interesting 
situation. This time it is the reaction of the vacuum, defined as the state 
containing no quanta, to the onset of an external electromagnetic field. 
Quantum matter fields, such as an electron-positron (e-e+) field, which 
are coupled to the electromagnetic field, will then start to fluctuate. 

In Chapter 4 we have shown that that the vacuum in a quantum field 
theory is, due to quantum fluctuations, very similar to a dielectric medium. 
If there is an external field stretching over macroscopic regions then these 
polarisation charges will be driven by the field. Therefore the original 
no-particle vacuum state, existing before the onset of the field, will break 
down into a new state. 

The problem of the reaction of the vacuum was considered by Heisen­
berg and Euler in the 1930s, [79], by Schwinger in the 1950s, [100], and 
by many authors in the 1970s and the 1980s. In this section we will 
formulate the problem as a tunnelling process. We will be satisfied with 
using semi-classical considerations (similar to the ones presented in [64]) 
to derive a formula for the vacuum persistence, i.e. the probability that the 
vacuum does not decay. 

1 The tunnelling formulas 

In Chapter 6 we found that a classical particle with mass m which 
experiences a constant force field (force constant K) will move in from far 
away towards the origin, 'bounce' at the classical turning point IXcl = mlK 
and then go back outwards again. 
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The origin x = 0 is then defined by the requirement that the total energy 
of the particle, i.e. the sum of the kinetic and potential energies, 

E = Vlpl2 + m2 - KX (11.2) 

vanishes, i.e. we choose the value E = 0 (note that you may place the 
origin wherever you like by suitable choice of E). 

For a quantum mechanical particle, however, the wave function 1p will 
be oscillating for x > Xc but it will not vanish at the classical turning 
point xc. There will be an exponential tail for smaller values of x and this 
tail can be approximately calculated by means of the well-known WKB 
approximation (for details on the WKB approximation, cf. Merzbacher). A 
WKB solution to the wave function inside the classically forbidden region 
is, with Pt (index t for the momentum component along the x-direction) 
chosen to fulfil Eq. (11.2), 

1p(x) = 1pc exp [-i 1~ Pt(x')dX'] ' Xc 2:: x 2:: 0 

Pt(x) = iV E1 - (KX)2, EJ.. = VlpJ..12 + m2 

(11.3) 

(11.4) 

The quantity 1pc is the value of the wave function for x = xc. We will 
come back to its significance later. The particle is assumed to move with 
a transverse momentum PJ.. in the force field along the x-axis (transverse 
meaning orthogonal to the x-axis) so that the classical turning point is 
given by Xc = EJ../K. Note that both classically and quantum mechanically 
the transverse momentum PJ.. will be a conserved quantity. 

We obtain for the integral in the exponent for the value x = 0: 

R(pJ..) = 1p~~) = exp [- (n!1 ) 1 (11.5) 

We may then consider the following dynamical problem . 

• Consider an incoming particle and antiparticle, a qq-pair, each con­
nected to the constant force field (the forces are, however, oppositely 
directed as the q and q have opposite charges). Let us assume that 
they move in along the + directions, have opposite transverse mo­
menta ±PJ.. and vanishing (total) energies. What is the probability 
P(pJ..) that their wave functions will overlap, as required for them to 
annihilate each other? 

We note that such an annihilation process is allowed (all quantum 
numbers of the pair are conserved) and that a reasonable answer is given 
by the square of the overlap of their wave functions at the origin: 

P(pJ..) = IR212 = exp [- ( n~1 ) 1 (11.6) 
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This turns out to be the right answer, and the question is investigated in 
more detail in e.g. [17]. If the wave function for q is 1p(x), then that for 
q is 1p( -x), and the factor 1pc can at this point be thought of as a flux 
factor, i.e. the density of incoming particles. 

This annihilation probability is equal to the production probability in a 
quantum field theory. Thus we have deduced the probability that a qq-pair 
with opposite transverse momenta will tunnel out in the constant force 
field K. We note in passing that the result in Eq. (11.6) is intrinsically of a 
nonperturbative origin, i.e. we cannot expand the result as a power series 
in the force field constant K for small values of K. 

The result in Eq. (11.6) can be compared to the results of Heisenberg's 
indeterminacy relation. Then one would ask, what is the probability of 
obtaining a vacuum fluctuation such that a qq-pair occurs at a separation 
Ll = 2xc with transverse masses E~ ? 

The answer is given by the square of the free coordinate-space propa­
gator LlF(X, m) evaluated for a spacelike value of x = Ll and m = E~: 

2 2 ( 4E1) [LlF(Ll, E~)] '" [Kl(E~Ll)] ~ exp[-2(E~Ll)] = exp -~ (11.7) 

The function Kl is the modified Bessel function of rank 1 (which is equal 
to LlF for a spacelike argument, according to section 6.3, Eq. (6.39)) and 
here we use a simple approximation for it. 

The results in Eqs. (11.6) and (11.7) are essentially the same except that 
the factor 4 in the exponential for the free (i.e. the no-field) case replaces 
the factor n in the previous case, where there is a field which pushes and 
therefore makes it easier for the pair to tunnel out. 

2 The vacuum persistence probability 

We will now consider the persistence probability of the vacuum as defined 
in [40]. It is the probability that no tunnelling will occur for any spin (s), 
flavor (f) and transverse momentum (p~) at any place, i.e. for any value 
of 0 < x < Lx and any time 0 < t < T, Lx and T being the extent of the 
field in longitudinal space and time. This quantity, which we will denote 
by 9, is evidently given by 

9 = IT (1 - P) = exp [ L In( 1 - P)] 
s,j,P1-,x,t s,j,P1-,x,t 

(11.8) 

We will start by considering the sums over the longitudinal (Lx) and 
time (T) extents of the field. We have repeatedly observed that it takes a 
spatial region of the size Ll = 2E~/K to produce a pair. The lifetime (5t 

of such a pair is evidently (5t = 2n/(2E~) according to the indeterminacy 
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principle. We conclude that each pair will need a space-time region of size 
!1(5t = 2n/1( for its production to be possible. 

As the probability P is independent of x and t we conclude that the 
summation over x and t in the exponent of Eq. (11.8) will give the factor 

(11.9) 

In this way the possible pairs are as 'closely packed' as possible. 
Next we consider the transverse extent A~. In accordance with the 

discussion in Chapter 3, the number of plane wave solutions that can be 
fitted into such a transverse box is 

A~d2p~ 

(2n)2 
(11.10) 

We conclude that the sum in the exponent of Eq. (11.8) can be written as 

~ I(LxTA~ ~J 2 
~ In(l - P) = (2n)3 ~ d p~ In(l - P) 

s,f ,p~,x,t s,f 

(11.11) 

The integral over the transverse momenta is easily performed in terms of 
gaussian integrals if we expand the logarithm: 

In(l- P) = - f! exp [-nn(m2 + PJJ] , 
n=l n I( 

1 CIJ 1 (-nnm2) 
II = -4 3 L L 2 exp 

n s,f n=l n I( 

(11.12) 

Comparing to Eq. (11.1) we find the Lund model area suppression law: 

q> = exp(-bA), 1(2LxT = A/2. (11.13) 

This is the natural interpretation since the region A in the Lund formula 
is spanned in the longitudinal and time directions and is just the region 
over which the MRS persists, i.e. does not decay. Thus we identify IAt'P 
in Eq. (11.1) with q> (but this obviously does not provide the phase of 
the matrix element At; cf. section 11.3). The factor 1/2 in Eq. (11.13) is 
due to our use of a lightcone metric dA = 1(2dx+dx_, which is double the 
usual metric 1(2dxdt (cf. Chapter 7). 

At the same time we have obtained a formula for the parameter b in 
terms of the transverse size of the force field, A~: 

II 
b=A~2 (11.14) 

The quantity II in Eq. (11.12) is, for a number nf of massless spin 1/2 
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particles (we will neglect the massive flavor contributions), 

II nf 
-=-
2 12n 

197 

(11.15) 

Although we have used semi-classical arguments for the evaluation of the 
persistence probability, the final result coincides with the one Schwinger 
wrote down for the production of e+ e--pairs in a constant electric field. 
He obtained the same formula as Eq. (11.12) with the quantity K replaced 
by e<f, i.e. the electronic charge times the electric field strength, which 
evidently is the force acting upon the electrons or positrons in constant 
external field. We are instead applying the formula to the color fields in 
QeD and to the production of qq-pairs along the constant string force 
field when we compare to the Lund model area law. 

If we use nf = 2 (i.e. consider the u- and d-flavors to be massless and 
neglect the rest) we obtain the following value for the transverse radius 
Rl. (Al. = nRl) of the force field: 

Rl. = J6b ~ 0.55 fm (11.16) 

using the phenomenological value b ~ 0.75 GeV-2 which we have dis­
cussed before. 

3 The relation between the parameter b and the fields and charges 

We will next relate the transverse area Al. to the charges of the qq-pairs, 
which generate the fields. Although we will repeatedly make use of the 
analogous situation in the (abelian) QED field theory, we actually have in 
mind the more complicated color fields in the (nonabelian) QeD theory. 
We will therefore consider two different situations, one which we call the 
abelian setting and one that should be characteristic of a confining QeD 
vacuum. 

In the abelian setting (where all fields and charges can be added in any 
order) the relation between the charge of a q-particle, which we will call 
g, and the electric field, <fl' stemming from it is from Gauss's law (see Fig. 
11.1) 

(11.17) 

We note that the total electric field is <f = 2<f 1 as it obtains contributions 
which add up in between the charges but subtract to zero elsewhere. This 
corresponds to confinement in this case, i.e. there is a field only in between 
the charges. Thus for the abelian scenario all the fields arise from the 
charges connected to the string force field and there is no influence from 
the vacuum. 
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0"1 0"1 0"1 -- -- ----
-g g 

-- -- --0"1 0"1 0"1 

~=O ~ = 20" 1 = 0" ~=O 

Fig. 11.1. The color electric field <ff = 2<ff 1 from a connected charged pair ±g. 
There is no field outside the connected region between the charges (a simple­
minded approach to confinement). The field strengths from the charges are shown 
above and below the string, and the contributions are summed in the last line. 

The force Ka (index a for abelian) between the q and the q is therefore 

g0" A.l 0"2 
Ka = g0"l = 2" = -2- (11.18) 

in accordance with the ordinary formulas for the energy density of an 
electric field. Note the difference from the Schwinger result where K ~ e0" 
for a truly external field 0" (e the electric charge e being the electron). In 
our case we identify the external field with that spanned by the original 
qq-pair at the endpoints of the MRS. 

For consistency we note that if a qq-pair is produced along the field 
then the same force and the same field relations are valid. In between 
the produced pair the two fields just compensate each other (to secure 
confinement) while the new endpoint fields take over in between the old 
and the new endpoints. 

From these relations we obtain for the parameter b = ba, introducing 
the ordinary coupling constant r:x = g2/(4n), 

baKa = IIA.l Ka = IIg2 = nfr:x 
246 

(11.19) 

There is (at least) one point in this discussion which is disturbing. There is 
no reason why such an abelian field should be kept inside a thin transverse 
region. It is well known that the electromagnetic fields in the abelian QED 
field theory do not behave like that. We will therefore consider a different 
scenario in which confinement is actually enforced by the properties of 
the QCD vacuum. 

If we consider the color dynamical fields in QCD it is not obvious 
how to treat Gauss's law in Eq. (11.17). The electric field in this case is a 
color-8 operator while the charge is a color-3 (for the q) or a color-3 (for 
the q). The energy density along the string due to the color electric field 
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should, however, have a color scalar, i.e. a color singlet meaning (although 
different 'ideologies' with respect to color dynamics may provide different 
numerical values). 

We will now assume that for the QCD force fields the vacuum exerts 
a pressure on the fields and the charges (according to the bag model for 
hadrons mentioned in Chapter 6). There are, in the vacuum, gluonic field 
configurations, which compensate the fields from the charges outside the 
string region. In Chapter 6 we used the analogous picture of a color­
superconducting QCD vacuum with a Meissner effect produced by these 
gluonic 'Cooper pairs'. When the field is built up this vacuum pressure 
must be overcome and thus the total work done in creating the field 
configuration in the vacuum is twice as large as for the abelian situation. 

In this case the force on a charge is K ---+ g2 Ad2 + BAJ. = g2 AJ. == Kb, 

with B = g2 the bag pressure. The corresponding value for the parameter 
b == bb is then, in terms of the squared field flux S divided by the squared 
q- or q-charge, which should have a meaning also in color dynamics, 

(11.20) 

One can argue in different ways at this point. One way, which is certainly 
not unreasonable, is to say that Scx == ct, i.e. the effective coupling for 
gluonic emission along the field (cf. Chapters 16 and 17). Then the typical 
value, using ct = nccx (with the QCD value nc = 3), for the strong coupling 
would be cx c::::: 0.3 (once again using nf = 2, b = 0.75 Gey-2 and K c::::: 1 
Ge Y Ifm). There are other ways to interpret S but all of them will, within a 
factor of 2, provide a similar 'reasonable' result for the strong coupling. We 
will come back to these formulas later on, both when we consider another 
field theoretical analogy to the Lund model fragmentation distributions (in 
the next section) and when we have learned more about the way gluonic 
radiation 'resolves' the color force field, i.e. how we can treat the massless 
relativistic string as a model for the color force field in accordance with 
the Lund interpretation (cf. Chapter 17). 

11.3 The Wilson loop exponential laws and gauge invariance 

In chapter 2 we considered the invariance of the electromagnetic fields 
under gauge transformations. We will discuss the implications of gauge 
invariance for the matter fields in the first subsection below. We will 
then show how gauge invariance should constrain the production of qq­
pairs along the color force fields. We will find that the Lund model area 
suppression law is a natural consequence of these constraints. 

These considerations will provide us with a possible phase for the matrix 
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element JIt in Eq. (11.1), which we will later, in chapter 14, show to have 
significance in connection with the so-called Hanbury-Brown-Twiss (or 
Bose-Einstein) effect in multiparticle production. 

1 The implications of gauge invariance for the matter fields 

We have in chapter 2 considered the Maxwell equations and remarked 
that if we introduce the (four)vector potential A there is still a gauge 
degree of freedom. This means that we obtain the same electromagnetic 
fields if All is changed as follows (with A an arbitrary function in space 
and time): 

(11.21) 

We will now show that the gauge degrees of freedom also have significance 
for the matter fields which couple to the electromagnetic fields. 

We firstly note that the motion of a nonrelativistic particle with mass m 
and coordinate x will under the influence of a scalar (non-electromagnetic) 
potential V be described by the hamiltonian equations 

. 8H 
pj=--8 ' 

Xj 

. 8H 
x·-­} - 8pj ( 11.22) 

The dotted variables mean derivatives with respect to time. If hamiltonian 
h is independent of one of the coordinates Xj (i.e. the derivatives of h 
with respect to that coordinate vanish) then the first line of Eq. (11.22) 
will provide us with a constant of motion, Pj, which in general is equal to 
mXj. In other words, the (mechanical) momentum is conserved if there is 
no force along that direction. 

Next we consider a charged particle (charge g) moving under the 
influence of a constant magnetic field f1l) along the 3-axis : f1l) = f!Je3. 
Possible vector potentials A to describe this field are given by e.g. the 
following two: 

( 11.23) 

with the components not exhibited in the two cases vanishing. The equa­
tion of motion for the particle is 

dmx at = gx x f1l) (11.24) 

from which we immediately obtain that 

(11.25) 

with Cl, C2 constants of motion. Consequently, in this case the mechanical 
linear momentum mx is not conserved but there is a combination of it and 
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Fig. 11.2. A pointlike charge q is affected by the electric field C arising when a 
sudden current j causes a magnetic field fllJ through the solenoid. 

afield quantity with this property. A little reflection using Eqs. (11.23) will 
lead us to guess the right answer: 

• for a particle moving under the influence of an electromagnetic field 
described by a four-vector potential A.u, such that A.u can be chosen 
to be independent of a coordinate Xi, the combination mXi+gAi == Pi 
is a constant of motion. 

As another example, which stems from the Feynman Lectures, consider 
a solenoid, Fig. 11.2. Suppose that we suddenly turn on a current through 
the wires and that there is a charged particle nearby. There will then be a 
sudden magnetic flux through the solenoid and correspondingly a sudden 
buildup of the circuniferential vector potential A. Note that the relation 
between A and the magnetic flux means that the line integral around the 
solenoid of A is equal to the magnetic flux. There is also a sudden electric 
field 

$=_aA 
at (11.26) 

which provides a force on the particle. This force is equal to the charge 
times the field so that there is an impulse during the buildup of the 
magnetic field in the solenoid corresponding to -gAo The difference be­
tween the mechanical momentum mx and that added by the impulse does not 
change, i.e. once again we find that p = mx + gA is a conserved quantity. 
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This principle of minimal coupling of the electromagnetic field, that ev­
erywhere the mechanical energy-momentum Pll is replaced by Pll - gAil' 
i.e. a combination with the four-vector potential All' is of fundamental 
importance for the description of the interaction between the field and 
the charged particles. In quantum theory, where the canonical momentum 
and energy are operators p --* -inV, E --* ina/at acting on wave functions 
1p, the occurrence of the particular combination Pll - gAil means that 
the gauge transformations in Eq. (11.21) must be implemented as phase 
transformations on the wave functions: 

1p --* 1p exp(igA) (11.27) 

This means that the observable i1pi 2 is unaffected by gauge transforma­
tions. The same goes for many other observables. As an antiparticle has 
the opposite charge (g --* -g) to a particle their wave function overlap at 
a single point (as in a current or charge density) will also be unaffected. 

If we want to consider the overlap of the wave functions for a particle­
antiparticle pair at different points, however, then the phase plays a role: 

( 11.28) 

This phase can evidently be expressed as a line integral of the vector (jAil 
in Eq. (11.21) between the two points X~,XIl: 

l x!' 

x, 
!' 

ig(jAlldxll (11.29) 

A general prescription by Schwinger for handling these situations is to 
endow the wave function overlap with a phase as follows: 

P(xll' x~) --* P exp (i 1~ gAlldxll ) (11.30) 

We note that as long as there are no singularities in the four-vector 
potential All then the line integral can be evaluated along any curve 
connecting the particle and antiparticle positions. 

It is at this point worthwhile to note that the appearance of this phase 
difference, depending upon the vector potential All' was predicted to be an 
observable result, e.g. for interference effects in charged particle motion, 
by Aharanov and Bohm, [3] in 1956. It also turns out to be an observable 
effect, [23] when there is a singular potential, i.e. when the wave function 
difference is connected over a region inside which there is a non vanishing 
magnetic field flux. 

We have up to now considered abelian gauge transformations, i.e. those 
transformations in which it is possible to add and subtract charges and 
fields in any order. For nonabelian gauge transformations it is necessary 
to generalise our notions to take into proper account the order in which 
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the different quantities are added and multiplied just as for the exponent 
defining the S-operator in perturbation theory; cf. Chapter 3. 

For QCD the quantity gAJl is a matrix in color space and the line 
integral contains the multiplication of all the matrices at every point. It 
is said to be path-ordered. With some care it is possible to carry through 
essentially the whole discussion above for the nonabelian case also. 

2 The application of gauge in variance to the string decay process in the 
Lund model 

The production of hadrons in the Lund model occurs by means of a 
q-particle from one vertex (Vd and a 7j from an adjacent vertex (V2). 
Therefore the production matrix element should contain at least the factor 

y(Vl, V2) = exp (ig fv~l AJldXJl ) (11.31) 

in order to maintain gauge invariance. The next production will similarly 
involve y(V2, V3) and so on. Therefore a minimal requirement for gauge 
invariance is that the matrix element contains a factor (with Vn+l = yo) 
that becomes an integral around the production area, 

IT y(Vj, Vj+!) = exp (ig f AJldxJl ) (11.32) 
J=O 

This is a Wilson loop operator when it is evaluated in a quantum field 
theory state. Wilson's condition for confinement is that it should behave 
as 

(11.33) 

where Is) is the state and A is the (space-time) area enclosed by the 
integration contour. The quantity ~ is a parameter whose real part is 
equal to the string constant K, i.e. the force on the charges in the confining 
force field. 

Wilson's suggestion has been studied by means of approximative calcu­
lations on a lattice and his area law has been confirmed for a number of 
confining situations. These calculations are, however, outside the scope of 
this book. 

In order to understand the reason why one should obtain this result for 
the loop integral and also to see why the loop integrals are gauge-invariant 
we will consider the integral around a connected curve rearranged as in 
Fig. 11.3. In this way the integral is seen to be equivalent to a large 
number of integrals around smaller curves, which together make up the 
larger one. 
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Fig. 11.3. The area inside the boundary curve C is subdivided into smaller areas 
defined by closed curves. If one sums over the contributions from them all only 
the original curve will be left since each of the internal parts of the curves is 
traversed twice, in opposite directions. 

This is the construction used to prove Stoke's theorem: the line integral 
of a vector field around a connected curve equals the area integral of the 
rotation of the vector field. The area integration vector da is defined by 
the right-hand screw rule from the direction of the curve C: 

i A . dx = is (\7 x A) . da (11.34) 

If we identify A with the vector potential we obtain the gauge-independent 
magnetic field f!lj in the integral and in this way the integral corresponds 
to the magnetic flux through the region surrounded by the curve C. There 
will consequently be a phase difference between wave functions describing 
motion on one side of the field and on the other side, according to Eq. 
(11.30), which is just the Aharanov-Bohm prediction mentioned above. 
Stoke's theorem can be extended to surfaces in a longitudinal space-time 
plane; one obtains 

(11.35) 

from the relationship given in Chapter 2 between the four-vector potential 
Ali and the electric field 8 (the index t stands for the direction along the 
field). Wilson's criterion for confinement implies that the surface integral 
of the electric force over A should be proportional to the area of A. This 
is fulfilled when (the real part of) g$' is a constant. 

The description in Fig. 11.4 of Lund model fragmentation by a subdivi­
sion of the string persistence region in different ways is a direct realisation 
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(a) (b) (c) 

Fig. 11.4. Different ways to subdivide the string region in the fragmentation 
process, corresponding to different gauge choices: (a) the gauge A_ = 0; (b) the 
gauge A+ = 0; (c) mixed gauge. 

of choosing a gauge in different ways and should be compared with the 
Stoke's construction in Fig. 11.3. 

For the case when the hadron yoyos are produced along the positive 
lightcone (Fig. 11.4( a)) the gluonic field can be choosen in the lightcone 
gauge A_ = O. This means that there is no gluon-field transmission along 
the negative lightcone. The pairs can be thought of as produced by the 
gluons emitted along the positive axis from the original q. In the case 
in Fig. 11.4(b) the corresponding gauge is A+ = O. The case exhibited in 
Fig. 11.4(c) corresponds to a mixed gauge condition, which is different in 
different parts of the string region. 

3 The possible relationship to the Lund area law 

At this point it is necessary to make a few clarifying remarks. We have 
already pointed out that the phase integral in Eq. (11.30) is independent 
of the curve choosen between the particle and antiparticle positions. This 
is, however, only true for non-singular fields and the field we are working 
with is singular. It is constant inside the string region and vanishes outside. 
The sudden change occurs along the curve along which we are integrating. 

For the abelian case described above the force on a charge is g$ /2. 
It seems reasonable to identify the constant in the integral in Eq. (11.35) 
with this value. The field from the particle itself (i.e. from the particle on 
the contour) should not be counted in order to avoid self-interactions. 

For the second case, in which the external vacuum fields contribute, we 
again expect to identify the constant with the true force on the charge. 
We will therefore use Kb times the area A = A/(2K~), where we have 
introduced the (lightcone metric) area A used in the Lund model. Then 
the real part of (A equals A/2K. 

There should, however, also be imaginary contributions to (. If there 
is absorption the dielectricity E changes from its vacuum value (which in 
our case is unity); cf. Chapters 2 and 4. This occurs because the vacuum 
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itself is polaris able in a quantum theory and consequently we expect in 
accordance with the results in Chapter 4 that 

e = 1 + il1 (11.36) 

where the imaginary part 11 equals the absorption rate. In a quantum 
field theory this absorption rate is n times the pair production rate in the 
vacuum in the presence of an external field. For QCD with nf massless 
flavors this becomes 11 = nfIY.s/6 (cf. the calculations of the imaginary part 
of the vacuum polarisation tensor in Chapter 4). 

Therefore we expect that the quantity ~ in the Wilson area law contains 
both a real and an imaginary part, 

~ = Ke (11.37) 

We are, however, again in trouble with regard to the interpretation of 
this. For the abelian case there are no problems in relating the imaginary 
part of e to the production of pairs because we are then only discussing 
a field stemming from the true charges. The energy density is Ka = g2/2, 
the electric field being generated by the q- and ([-charges. 

For the nonabelian case the force K contains contributions not only 
from the true charges but also (the same amount) from the vacuum 
field pressure. On the one hand the vacuum field should not be allowed to 
produce pairs, because that would mean that the vacuum state is not stable. 
On the other hand when the pairs have been produced (by the true field) 
then the vacuum pressure may well push them apart during the tunnelling 
process. 

We will then write for ~ = ~b, 

~b = Kb (1 + i~) (11.38) 

The matrix element A in Eq. (11.1) can be identified, in the expression in 
Eq. (11.33), with the 'true' area A used in the Lund model fragmentation 
functions: 

( 11.39) 

The parameter b' is then equal to the b we obtained in the last section 
from Schwinger'S persistence probability: 

b' = !L = nfIY. 
2K 12K (11.40) 

Evidently the matrix element A will then fulfil the area law 

IAI2 = exp( -bA) (11.41) 

We now have, accepting the considerations above, no 'fudge-factor' in the 
b-value and we have also a well-defined phase for A from Eq. (11.39). 
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11.4 The fragmentation formulas and the partition functions for the 
Feynman-Wilson gas in rapidity space 

1 Preliminaries and definitions 

We will now rewrite the decay distributions for a finite-energy cluster in 
terms of the partition functions of statistical physics. In this way we may 
identify the area suppression law with the well-known Boltzman factor, 
i.e. the negative exponential of a state energy divided by the temperature. 

To this end we introduce in the cms system the rapidity variables 
instead of the hadron momenta, Poj (with the index 0 for 'observable'; for 
simplicity we consider only a single species of hadron with mass m): 

(11.42) 

Then we obtain for the hadronic phase space volume element in Eq. (11.1) 

IT Ndyjb (w-mtexpYj) b (w-mtexP(-Yj)) (11.43) 
J=1 J=1 J=1 

The area A in the exponent in Eq. (11.1) can be expressed in terms of the 
rapidities in the following way (see Fig. 11.5): 

A ~ (tp"j-) (~Pok+) ~ m' t ~ cxp(y, - Yj) (11.44) 

This corresponds to summing systematically the partial areas correspond­
ing to the different particles starting from the positive and going towards 
the negative lightcone. (The same result is of course obtained by going 
the opposite way.) 

In this way we have exhibited the two-particle correlations explicitly. 
We note that the area looks very much like a sum of 'two-body potentials', 
V(Yj - YZ), in the rapidity differences. This is the way we are going to treat 
the expression and we define a 'partition function' Z by 

Z = LZn = LIT Ndyjb(·· ·)b(·· ·)exp [ L V(Yj - Yk)] (11.45) 
. 1 kT n n J= 

the exponential factor being given by bA with A written as in Eq. (11.44). 
Z essentially has the properties of a partition function if the particles are 
imagined as making up a gas in rapidity space and interacting via the 
exponential two-body potentials. The hamiltonian in that case is 

(11.46) 

and the phase space volume element is I1 dyjdnj, the quantities nj being 
the 'momenta' canonically conjugate to the 'coordinates' Yj. 
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mexp(-~ . . ~eXpYl 
~. . . :. /m expY2 

~ .; ...... :: ..... ".:.' / 
m exp (-y.)'\. ." '.".' .. ':.," '. /m exp Yj 

J ~ '.-:' vi' 
~ ..Z' 

mexp(-yJ'» I2'm expYn 

Fig_ 11.5. The fragmentation area partitioned into two-particle regions in order 
to understand how the correlations are produced. 

The kinetic energy factors Tj (which correspond to gaussian integrals 
for a nonrelativistic gas and can be expressed in terms of Bessel functions 
for the relativistic case) are integrated out in Eq. (11.45) and incorporated 
into the constants N. These factors then play the role of (the exponentials 
of) 'chemical potentials' or 'fugacities'. 

We note that the potentials V correspond to interactions also between 
particles distant in rank. Therefore the interaction term is principally of 
a long-range character. But, owing to the exponential falloff (Yj ~ Yk if 
j ~ k), it is in practice a good approximation to keep only a few of the 
near-neighbor terms if the gas is dilute. 

The two <5-distributions contain the requirement that the the 'gas vol­
ume' should be of the order of log s. To see this we may integrate out the 
rapidities of the first and the last particles in rank to obtain 

1 
dYldYn<5(·· .)<5( ... ) ::::: -, Yl::::: -Yn ::::: log(y's) (11.47) 

s 
We may in this approximation choose a number So in such a way that 

~y == Yl - Yn = log(s/so) (11.48) 

and assume that all the particles are kept inside this rapidity 'volume'. 
If we order the particles in rank, Yl > Y2 > ... > Yn, the phase 

space volume is (the result is most easily obtained by iteration, using the 
translational invariance and the similarity to the symmetrical integral in 
Eq. (9.19)) 

l Y1 lY2 l Yn-2 (N ~ Y )n-2 
NdY2 NdY3··· NdYn-l = ( _ 2)' Yn Yn Yn n. 

(11.49) 

This approximation of 'well-orderedness' in rank and rapidity may seem 
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drastic, in particular when we remember the results in Chapter 9 that two 
rank neighbors may well have different rapidity order. 

The latter result is true as a local statement, i.e. it may well happen that 
a few, m ~ n, pairs are not well-ordered. But if many pairs, m '" n, are 
not well-ordered then many of the exponential potentials will be strongly 
increasing, i.e. the area suppression in the Lund model will make these 
contributions small. We are evidently invoking the same arguments as 
those which were used for the multiperipheral models in Chapter 10. 

We next turn to the exponential and the sum of the potentials. We 
will momentarily go back to the usual Lund model notions and observe 
that in order to be on the mass shell a particle Pj produced between two 
vertices (or rather between two momentum transfers qj, qj-l as in the 
multiperipheral chains in Fig. 10.2) must fulfil 

m2 = p; = (qj - qj_d2 = 2QjQj-l cosh(Yj - Yj-d - Q; - Q;-l (11.50) 

in terms of the momentum transfer sizes rj == Q; = -qJ and the rapidities 
Yj of the vertices. Expanding these formulas up to second order in the 
differences 6Qj = Qj - Qj-l and 6Yj = Yj - Yj-l we obtain 

(11.51) 

Such a formula occurs in statistical analysis when there are independent 
variations in the quantities 6Qj and Q6Yj. We interpret the result to 
imply that the particles gather along a hyperbola with size parameter Q. 
They may 'twist and turn' independently along the hyperbola (Q6y) and 
transversely to it (6Q); cf. also the results in Chapter 18. 

If the particles are distributed along this hyperbola there will be a rela­
tion between Q and the number of particles (c describes the relative weight 
between the transverse and longitudinal variations along the hyperbola, 
with c = -J2 if they are equal): 

m c::::: cQ(Yj - Yj-d, nm c::::: cQ~Y 

The area below such a hyperbola is 

2 An equation of state for an (almost) ideal rapidity gas 

(11.52) 

( 11.53) 

We will now use the results for the phase space factor and the area 
suppression we derived in the last subsection. Thus we obtain for the term 
Zn in Eq. (11.45), using the Stirling approximation for the factorial in the 
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denominator of Eq. (11.49) and assuming n ~ 1: 

Zn = exp<Dn 
s 

n2bm2 
<Dn = nlog(N .-1Y) - n log n + n - c2.-1Y 

As a function of n the the exponent <Dn has a maximum for 

n === n = R.-1Y with <Dn = (R + R2~m2) .-1Y 

where the parameter R is determined from 

2Rbm2 = log (N) 
c2 R 

(11.54) 

( 11.55) 

( 11.56) 

In this way we obtain as a result for Z ::::::: Zn that as a function of the 
squared cms energy s it is 

R2bm2 
Z '" sa, a = R -1 + -- (11.57) 

c2 

The parameter R evidently corresponds to the density of particles in ra­
pidity and it is worthwhile to relate it to our earlier results in Chapter 9, 
cf. Eq. (9.15). In that case we have derived that the inverse density is given 
by the average value oflog l/(l-z), the average taken over the fragmen­
tation function J(z). We remember from Eq. (9.11) that (log 1/(1 - z)) 
corresponds to a typical rapidity difference in the cascade. For the Lund 
model fragmentation function it is straightforward to derive a formula for 
this rapidity difference: 

- N :a (~) = N J d: log (1 ~ z) (1 - z)a exp( -bm2 / z) 

===(logl/(l-z)) (11.58) 

where we have used the normalisation condition 

1 J dz a 2 - = -(1- z) exp(-bm /z) 
N z 

(11.59) 

Therefore we need the logarithmic derivative of the normalisation constant 
with respect to the parameter a with the parameter b fixed. From Eqs. 
(11.56) and (11.57) it is straightforward to show that 

oR + 2R 0 R bm2 = 1 
oa oa c2 

ologN = ologR +2oRbm2 = ~ 
oa oa oa c2 R 

(11.60) 

where we have used the result of the first equation to obtain the expected 
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result in the second one. Note that the introduction of R in Eqs. (11.55) 
and (11.56) stems from a 'global' result, i.e. it is obtained from (an 
approximation of) the total area law for the average state, while the 
particle density as defined by Eq. (11.58) is a local result, defined from the 
fragmentation function for a single particle in the Lund mocel. 

The identification of Z with the maximal term in the sum is a good 
approximation when n is very large (as in an ordinary gas). In our case 
we can estimate not only the largest contribution to Z but also the width 
of the 'multiplicity distribution', i.e. Pn = Zn/Z. 

This is obtained if we expand the exponential <Dn in a Taylor series to 
second order in n (treating n as a continuous variable): 

_ d<D I (n - n)2 d2<D I 
<Dn ~ <Dn + (n - n)-d _ + 2 d 2 _ 

n n=n n n=n 
(11.61) 

The first-order term vanishes due to the choice of n as the maximum value 
and we obtain as an approximation for <Dn to second order: 

<D = <D- _ (n - n)2 
n n 2"Y (11.62) 

In this gaussian approximation we can identify the width "Y of the 
distribution, i.e. the inverse of the coefficient of (n - n)2, to be (n - n)2, 
the variance in n: 

- 2 
- 2 nc 

"Y = n2 - (11) = c2 + 2bm2R (11.63) 

We conclude that the multiplicity width in the Lund model should be 
somewhat more narrow than the predictions from a Poissonian distribu­
tion (where the width is "Yp = 11). This is also true if we produce a single 
species of hadron and neglect transverse momentum fluctuations. 

If these are taken into account together with the various hadrons, 
resonance decays and gluon radiation etc. occurring in the experiments 
then the multiplicity width (for the decay of a single string) behaves 
rather like n2 as we will see later. The most essential contribution for large 
energies is that of the gluon radiation (but we are then no longer in a 
single space-dimensional setting). 

There is, according to statistical mechanics, a simple relationship be­
tween the grand canonical partition function and the properties of the 
gas: 

PV 
10gZ ~ <Dn = kT (11.64) 

Our treatment in Eq. (11.55) basically corresponds to the first two terms in 
the virial expansion in the particle density R = n/V, where V = log(s/so) 
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(although our treatment of the fluctuations around the mean hyperbola 
by means of the single parameter c is probably too cavalier). 

It is of course possible to consider the virial expansion to higher orders 
and to calculate different quantities for the rapidity gas, such as its entropy 
etc., but that will be left for the interested reader. 
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12 
Flavor and transverse momentum 
generation and the vector meson 

to pseudoscalar meson ratio 

12.1 Introduction 

In this and the next chapter we are going to extend the Lund fragmentation 
model in several different directions in order to make it into a realistic 
model for the production of different kinds of hadron. 

In the first section we start by investigating the classical motion of 
a string when it contains a qq-pair having both mass and momentum 
components transverse to the string direction. One reason for doing this 
is to get an insight into the classical motion of a confined object. From 
this exercise we will learn that there are modes of motion of the massless 
relativistic string (the MRS) which contain much richer dynamics than 
that of a linearly rising potential. In this case the different parts (called 
'segments') of the string will be found to move with respect to each other. 
We will meet similar examples later on in which our experience from this 
investigation will be useful. 

It is possible to continue the investigation into the properties of the 
wave functions for this situation, [17]. Although we will present a few 
steps in that direction below a more complete treatment necessitates con­
siderable mathematical machinery. The main result is, however, essentially 
the same as that obtained from the simple WKB-approximation, which 
was presented in Chapter 11. 

The production of heavy quark masses and transverse momentum in 
a string field is intrinsically non-perturbative and leads to a gaussian 
suppression in both the quantities. The phenomena are governed by the 
string constant K, i.e. the available energy per unit length along the 
force field. We will discuss a general process for transverse momentum 
generation and afterwards show its close resemblance to Brownian motion. 

The results will necessitate a few phenomenological remarks. In par­
ticular it will become evident that heavy quark flavors like charm and 
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bottom will never be produced during the fragmentation process of the 
Lund model. We briefly consider the pion-to-kaon ratio and its signifi­
cance for measuring the strange-to-up and strange-to-down flavor ratios 
in muitiparticle reactions. 

We will after that consider the vector-to-pseudoscalar rate in a frag­
mentation process. The tunnelling process, which we deal with in the first 
section, also has implications for the relative rate of final-state hadrons. 
The produced qq-particles have up to now been treated as if they were 
freely moving outwards after their production. This is evidently not the 
case in connection with the Lund model fragmentation process. In this 
process they are tunnelling into bound-state hadronic wave functions. 

The classical turning point for the potential, i.e. the point where the 
kinetic energy vanishes for classical motion, is also the place where the 
virtual qq-pair will come onto the mass shell after the production. The pair 
production rate is directly proportional to the squared wave function at 
this point. This is the place where the bound-state wave function starts to 
playa role for the produced q and q. We will show that, depending upon 
the properties of the bound-state interaction, different kinds of hadron 
may have a different size of wave function at the turning point. 

The spin-spin interaction between the constituents, which is different 
for vector mesons and pseudoscalar mesons, implies that the vector meson 
production rate should be suppressed compared with the pseudoscalar 
rate. In other words it is more difficult to tunnel out into a vector meson 
state than into a pseudoscalar meson state. 

We consider a simple model for the phenomenon (a 'one-dimensional 
bag'). Then the relative rate behaves as a power law in the masses. The sim­
plicity of the model prevents it from being a reliable tool for quantitative 
prediction of the suppression. But it provides a useful method of finding 
the wave functions for the tunnelling process, which we omitted before. 
We will also find qualitative agreement between the phenomenology and 
and the experimental observations. 

We end by pointing out another problem, related to the production rate 
of 1]' particles. This also provides an opportunity to discuss the assignment 
of projection probabilities for the different flavor states in the Lund model. 

12.2 The classical transverse motion of a string 

The classical motion of a string when one of the endpoints has a momen­
tum component transverse to the string direction is more complex than 
the modes of the MRS we have encountered up to now. The string field 
no longer behaves as a classical potential because different segments of 
the string are moving relative to each other. 
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Fig. 12.1. The motion of a (massless) endpoint particle initially possessing 
transverse momentum together with the adjoining string piece. The times (a), (b) 
and (c) correspond to snapshots of the situation, as described in the text. 

The transverse momentum of the endpoint is a very transitory property 
because of the interaction between the string and the particle at the 
endpoint, which will lead to a transfer of the momentum from the endpoint 
particle to a region of the string in its neighborhood. The size of this string 
segment is proportional to the size of the transverse momentum if the 
endpoint particle is massless and somewhat more complicated if the 
endpoint is a massive particle. 

This means that transverse momentum is not a conserved property for 
such a particle, when it is part (and also generator) of a confining force 
field. But it is not possible to distiguish between the particle and the neigh­
boring force field unless one introduces some measurement prescription. 

We therefore feel confident in treating the particle quantum mechani­
cally as an entity (although we are then also incorporating some part of 
the field in its neighbourhood). The major difference from the (1 + 1)­
dimensional scenario we have discussed before is that a segment of the 
string containing transverse momentum will seem to have a larger longi­
tudinal size, proportional to its transverse mass, rather than its ordinary 
mass. 

1 Transverse string motion with a massless endpoint particle 

Consider the situation depicted in Fig. 12.1(a) as a given starting point 
for the motion. The endpoint is assumed to have longitudinal momentum 
k3 = 0 and a transverse momentum component kl =1= o. 

We assume that it is connected to a string stretched along the 3-
direction, which is sufficiently long that we do not need to consider the 
other endpoint and its motion. We start with the case when the endpoint 
particle q is massless; we will discuss a set of snapshots of the motion in 
time. 
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216 Flavor and transverse momentum generation 

• After a time bt the endpoint has moved out along the 1-direction 
a distance bt (c = 1). A small region adjoining it has been affected 
(Fig. 12.1(b)). A signal has moved along the string also with the 
velocity of light so that the string segment between the endpoint and 
the rest of the string has a (geometrical) length equal to JiM. 

This segment is also in motion; it is evident that its velocity is 

1 
v=-

Ji 
(12.1 ) 

This velocity, as in the transverse motion of the yoyo mode in Chapter 6, 
is related to the half angle 8/2; in this case 8 = n /2 : 

v = cos(8/2) = 1/-!i 

1 1 
y(v) = ~= sin(8/2) =-!i 

(12.2) 

This means that the string segment will have the energy-momentum 

e = K-!ibty(v) = 2Kbt 

PI = K-!ibtvy(v)cos(8/2) = Kbt (12.3) 

P3 = K-!ibtvy(v)sin(8/2) = Kbt 

Consequently 

• the endpoint has lost Kbt both in energy and in the 1-component of 
its momentum, in accordance with the ordinary equations of motion. 
The string segment has picked up these quantities together with 
the energy-momentum which was in the string behind the moving 
signal-corner. 

In this way we make use of the same considerations of local energy­
momentum conservation as in Chapter 6 when we traced the transverse 
motion of the yoyo-state. 

• This part of the motion continues until the endpoint q has lost all its 
original energy-momentum along the 1-direction. At that time it will 
start to move in the 3-direction (Fig. 12.1(c)). From now on, until 
the q reaches the other endpoint the string segment serves only as 
a convenient transporter of energy-momentum to the endpoint q. Thus 
the q-particle will gain energy-momentum along the 3-axis just as if 
it were a particle joined to an elastic cord, i.e. to the MRS. 

In fact the string segment now picks up energy-momentum at the other 
end (from the remaining string), at the rate of K per unit time and length, 
and delivers the same amount to the q. The string segment is in this 
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Fig. 12.2. The full motion when a q-particle comes in and leaves again. The q 
and the adjoining string segments share the transverse momentum in different 
proportions at different times. 

way also moving on just like a rigid pole (but without changing its total 
energy-momentum). 

In Fig. 12.2 we exhibit the full motion of a q-particle which comes 
in, dragging out the string behind it, and then turns around and leaves 
outwards again in accordance with the discussion above. 

This corresponds to the motion discussed in Chapter 6, when a classical 
particle comes in and rebounds from the classical turning point. It is 
useful to trace the part of the motion before that discussed above, i.e. the 
motion inwards; we will leave it to the reader to understand the details 
by making use of local energy-momentum conservation and the fact that 
the endpoint particle moves with the velocity of light. 

2 Transverse string motion with a massive endpoint particle 

Before we display the above motion in a space-time diagram we will briefly 
consider the changes which occur when a massive q-particle (mass p) is at 
the endpoint. The starting situation is the same as before but this time the 
endpoint is no longer moving with the velocity of light and consequently 
it can no longer go straight out along the I-axis. 

It will instead follow a hyperbola and, using the parameter a(t) indi­
cated in Fig. 12.3, we can write out the energy-momentum conservation 
equations. We use the indices p for the particle and s for the segment 
connecting the particle to the rest of the string. Let us suppose that 

the starting value of the particle's energy is EJ.. = Vkr + p2. Then the 
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Fig. 12.3. The motion of a massive particle connected to a string when the 
particle initially possesses only a transverse momentum component. 

equations for the conservation of energy and momentum will be 

es(t) + ep(t) = E1.. + Kt, es(t) = 2K(t - a) 

P3s + P3p = Kt, P3s = K(t - a) (12.4) 

PIs + PIp = kl, PIs = K(t - a) 

in accordance with the results in Eq. (12.3). We have used the fact that a 
string segment of a given size and with the transverse velocity given in Eq. 
(12.1) will have the same relation between size and energy-momentum as 
in the massless case. The string segment does not know that it is connected 
to a massive particle this time! 

The requirement that the endpoint particle should be on the mass shell, 
i.e. e~ - P~p - pip = Jl2, provides equations for the quantity a = a(t) and 
also for the hyperbola along which the particle will move, 

(12.5) 

(the coordinates XI p, X3p being defined with respect to an origin at the 
turning point). Note that when Jl = 0 we obtain the orbits shown above 
in Fig. 12.2. We leave it to the reader to prove Eq. (12.5) and to obtain 
the equation for a(t). 

In this way it is obvious that as long as we are not resolving the motion 
on a scale corresponding to the value of K(t - a(t)) - kl, i.e. E1.. - ki (valid 
at large values of t) we do not know whether there is a massless or massive 
particle at the endpoint. 

This is shown in a projection onto the tX3-plane (i.e. the plane where 
the remainder of the string is dwelling) of the motion of a massless and 
of a massive endpoint particle (Fig. 12.4). We note in particular that the 
distances of closest approach (to the vertex of the hyperbola) in the two 
cases are given by k1.. = ki and E1.. > ki respectively. 
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Fig. 12.4. The space-time diagram of the motion of an endpoint particle with 
a transverse momentum at the endpoint of a string, projected onto the plane 
spanned by the time and logitudinal direction of the string. The dotted line shows 
a massless particle; at closest approach it is at a distance k.L/K from the hyperbola 
focus. The broken line shows a massive particle; at closest approach it is at a 
distance E.L/K from the focus. 

12.3 A general process for transverse momentum generation 

1 Preliminaries 

With the same methods used to derive the longitudinal fragmentation 
function we will now exhibit a general method for endowing the produced 
particles with transverse momentum. This leads to a correlation length 
in the model (further discussed and determined in Chapter 18). We will 
relate the result via the Langevin equation to Brownian motion; this is 
the Ornstein-Uhlenbeck process, [109]. 

We will assume that there is a set of hadrons produced along the 
positive lightcone direction; hadron j possesses transverse momentum Pj. 
After n steps the total transverse momentum is k: 

(12.6) 

We now take one more step and produce a hadron with transverse mo-
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mentum p, thereby reaching the next vertex with transverse momentum 

k'=k+p 

We further assume the following . 

(12.7) 

• After many steps the distribution in k, f(k)d2k, 'saturates' and be­
comes independent of the earlier steps and there is no longer a 
preferred transverse direction . 

• The transverse momentum production of the next hadron then only 
depends upon the the value reached, k, and on the step, p. We 
will in particular assume that there is an anticorrelation so that it 
depends upon the distribution g(p+yk)d2p, y being a positive number 
determined by what hadron is produced. 

We may evidently also consider the vector k' as the result of the 
production of a set of hadrons along the negative lightcone with transverse 
momenta Ij, thereby reaching the point 

N 

k' = - L Ij (12.8) 
j=n+l 

(the minus sign is necessary to conserve the total transverse momentum, 
cf. Eq. (12.7) and we assume that there are N particles produced). The 
probability of doing this is again given by the saturating distribution 
f(k')d2k'. The next step from k' to k, with k = k' - p, thereby producing 
the hadron with transverse momentum p, is given by g( -p + yk')d2p. 

2 The resulting distributions 

If we equate the two probabilities for producing a hadron with transverse 
momentum p we obtain (exchanging p for k' - k): 

f(k)g(k' + (y - 1)k)d2kd2k' = f(k')g(k + (y - 1)k')d2kd2k' (12.9) 

After removing the differentials we may take logarithms of the functions 
(putting log f = F, log g = G) and then partial differentials of the result 
with respect to the same components of k and k'. We note the similarity 
to the methods used in Chapter 8 to derive the longitudinal fragmentation 
function. Once again one set of functions vanishes, this time the f's. 

We are then as in that case left with a second-order differential equation: 

(y - 1)G(k' + (y - 1)k) = (y - 1)G(k + (y - 1)k') (12.10) 
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Therefore if y =1= 0, 1 we conclude that the two sides must be equal to the 
same constant, to be called -4f3 / [y(2 - y)]. We obtain directly the result 

4f3P2 
G(P) = 10gN - y(2 _ y) [ 4f3p2 1 

g(P) = N exp y(2 _ y) (12.11) 

We have here invoked (euclidean) invariance, i.e. the assumption that there 
is no preferred direction. Therefore there is no linear term in the vector 
arguments. 

The result for F(f) is obtained by noting that if we introduce the result 
for G(g) in Eq. (12.9) we may gather up the contributions depending upon 
k and k' on each side. The two sides must therefore again be equal to the 
same constant, log N' : 

F(P) = log N' - 4f3P2 ~ f(P) = N' exp( -4f3P2) ( 12.12) 

The constants N, N' are evidently normalisation constants, while f3, yare 
dynamical quantities. 

The result can be written in different ways. One interesting way is to 
write it as a squared matrix element (defining y == 1- exp(-T)): 

f(k)g(k' - exp( -T)k) = 1~12, ~ = (01 k') p,(k', k) (kl 0) (12.13) 

We have introduced the harmonic oscillator ground states (Chapter 3) in 
the momentum representation: 

(kl 0) = C exp ( -f3k2) (12.14) 

The symmetrical function Pr(k', k) is equal to the transition matrix from 
the state k to the state k', cf. [83] and Eq. (12.24) below: 

p,(k',k) = (k'i exp(-HT) Ik) (12.15) 

with H the harmonic oscillator hamiltonian in terms of the canonically 
conjugate variables k, b: 

(12.16) 

This brings out the symmetry of the results with respect to the transverse 
momentum and the impact parameter, b. At the same time we note the 
similarity to Feynman's path-integral formulation of quantum mechanics, 
although the result refers to an imaginary time T. The imaginary-time 
formalism fits into a statistical physics scenario and we will now show the 
close relationship between the results above and the velocity distribution 
of a particle undergoing Brownian motion. 

It is of interest to note that motion in spacelike directions (i.e. in impact­
parameter space) is formally equivalent to an imaginary-time formalism. 
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This is evident from the considerations of Chapter 2, l.e. III spacelike 
directions the proper time '[ becomes i.Jb2 - t2. 

3 The relation to Brownian motion: the Ornstein-Uhlenbeck process 

Another way to understand the results in Eqs. (12.11) and (12.12) is to 
consider a seemingly different problem, the motion of a Brownian particle, 
mass m, under the influence of a friction force proportional to the velocity, 
-mpv, and a gaussian random force, mR. This is expressed by the Langevin 
equation: 

dv 
- =-pv+R 
dt 

(12.17) 

In this way v is obtained as a stochastical variable defined by R. We assume 
that there is an ensemble of states on which measurements may be made. 
The ensemble average of a measurement of a dynamical variable a will 
be denoted (a). 

We may evidently write as a general solution for Eq. (12.17): 

v(t) = v(to) exp( -p(t - to)) + rt dt'R(t') exp( -p(t - t')) (12.18) 
Jto 

The gaussian randomness assumption on R means that only 'white' noise 
is included. This means that R has a vanishing average value and only 
contains equal-time correlations; with IR a constant we have for the 
ensemble averages 

(R(t)) = 0 ( 12.19) 

(R(t)R(t')) = 2nIRb(t - t') 

From this we conclude that the mean value and the time correlation 
function of v are given by 

(v(t)) = (v(to)) exp[-p(t - toJ 

/ ') nIR , \v(t)v(t) = - exp(-plt - t I) 
p 

(12.20) 

We have then assumed that the distribution is 'thermalised' at the starting 
time to so that, according to the Maxwell velocity distribution, 

/ v2(to)) = nIR = kT == ~ 
\ p m 2{3 

(12.21) 

It is then also the same for all times, \V2(tO)) == \V2(t)), but there is 
an exponentially falling correlation between the value of v obtained at 
one time and at another. The correlation function depends only upon the 
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time difference and therefore the stochastic process is called a stationary 
stochastic process. The variance of v(t) is 

\ (v(t) _ (V(t)) )2) = [1 - exp(~;p(t - to)] (12.22) 

If we define u(t) = v(t) - (v(t)) then u(t) considered as a stochastical 
variable will have the particular gaussian property that all higher-order 
correlation functions are determined by the two-point correlations: 

(IT u(tn)) = L II (u(tj)U(tk)) 
j= 1 perm j=/=k 

(12.23) 

i.e. they only contain all possible two-point correlations in time (the nota­
tion 'perm' means all possible permutations of 1, ... , 2n). The expectation 
value of an odd number of u's vanishes. 

It is no coincidence that the Wick rearrangements of a time-ordered 
product of free fields, as discussed in Chapter 3, lead to the same results. 
The vacuum expectation values of free fields are just like the gaussian 
processes we consider here and the Feynman propagator corresponds to 
the correlations between two space time points. 

The transition probability P(vo, tolv, t) from the value Vo at to to v at t is 
then given by the gaussian distribution 

{ (3 }d/2 {{3[v-voeXP(-PM)]2} 
P(vo, tolv, t) = n[l _ exp( -2p<5t)] exp 1 - exp( -2p<5t) 

J ddv1 P(vo, tolv1, tdP(V1, t11v1, td = P(vo, tolv, t), to:<::;; t1 :<::;; t 

(12.24) 

Here we have introduced the number of dimensions, d, in which the 
process goes on and written <5t = t - to for the time difference. 

It is not difficult to recognise the distribution g (with y = 1-exp( -pM) 
== 1 - exp( -T)) in the transition probability for the change in velocity of a 
Brownian particle in thermal equilibrium under the influence of gaussian 
white noise; see Eq. (12.11). 

4 Concluding remarks 

The formulation of transverse momentum generation above may seem 
abstract. It is obvious, however, that it corresponds to the possibility of 
producing a pair at every vertex with transverse momenta ±k. Together 
the q (with transverse momentum -k) and the q (with k') from adjacent 
vertices will then combine to give a hadron with transverse momentum 
p=k'-k. 
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From this interpretation we may, using the tunnelling arguments in 
Chapter 11, identify the scale parameter, /3, in terms of the string tension 
K (note that the factor 4 in the definition of /3 in Eq. (12.11) is justified 
if we compare with the tunnelling process in Eq. (11.5) and also with the 
transition matrix elements in Eqs. (12.13) and (12.16)): 

/3 = ~ (12.25) 
4K 

In the present Lund model the possibility of a correlation between the 
vertices for transverse momentum generation is not used, i.e. we have 
always put y = 1. This corresponds to a large 'friction' coefficient, i.e. the 
'memory' is very short. 

There is, however, one kind of hadron, the pions, which have very small 
mass and for which, therefore, the two production vertices are very close. 
There are several indications that a proper treatment of the pions directly 
produced along the string actually does require a correlation, which then 
will diminish the transverse momentum of the final hadron. Note that the 
inclusive distribution of the hadron p is 

J d2kJ(k)g(p + yk) ex exp ( _ 2~p2) (12.26) 

This means that the mean transverse momentum of the hadron is 

(12.27) 

which diminishes with y. We will return to these features in Chapter 18. 

12.4 The phenomenological implications of the tunnelling process 

1 The production of heavy flavors 

The results derived above are compatible with the WKB results, i.e. 
they are equivalent to Schwinger's result for the decay of the no-particle 
vacuum in the presence of an external electric field. We obtain for the qq 
production rate, with 11 the mass and ±kl. the transverse momenta of the 
pan, 

(12.28) 

The result in Eq. (12.28) has several different consequences. 
The first is related to the relative abundance of different flavors in the 

fragmentation process. It is difficult to obtain precise mass-values for the 
unobservable qq-particles but it is possible to obtain estimates. 
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If we start with the heavy flavors, i.e. charm, c, and bottom, b, then 
there are potential models for the bound states of the cc-states, J 1'1' and 
its relatives, and likewise for the corresponding bb-states, Yetc., [55]. 

These authors make use of nonrelativistic kinematics and potential 
terms containing Coulomb contributions, a linearly rising confining po­
tential and also spin-spin and angular-momentum-spin interactions. In 
this way they obtain flc ,....., 1.5 GeV and flb ,....., 5 GeV (in both cases with a 
spread of a few hundred MeV). 

Using the value K :::::::: 0.2 Ge V2 we find numbers smaller than 0.3 x 
10-11 for the c-flavor production and vanishingly small numbers for the 
corresponding b-production. As the lighter-flavor masses are at most in 
the range of a few hundred MeV with small suppression we conclude 
that c- and b-fiavors are never produced in a fragmentation process. The 
available energy density (K) means that we need a string with a size at 
least around 3 fm to obtain a cc-pair. At that point the lighter flavors 
have already supplied tremendous amounts of possible string-breakers. 

2 The production of light flavors 

The relative rates of u-, d- and s-flavor production are much more difficult 
to estimate. The reason is that there are different ways of attributing mass­
values to these light flavors. In the classical treatment of the motion of a 
string with transverse momentum at the endpoint, we found that there is 
a certain region of the string close to the endpoint particle that exchanges 
energy-momentum with the particle. Thus it is difficult to distinguish 
between the particle and the field around it, at least in stable, long-time 
situations. 

There is a corresponding notion in phenomenological models for the 
hadrons, i.e. the 'constituent quark mass' whereas in fast-production sit­
uations one talks of the 'current quark mass'. A quark-parton, which is 
exposed to an external probe acting very quickly in an almost pointlike 
way, is a current quark and one then expects to be able to neglect the field 
surrounding the quark charge. In the corresponding bound-state (stable) 
situation a constituent quark is always part of the bound-state force field 
and therefore 'heavier' than the 'bare' current quark. 

If we compare the masses of the p-, K* - and ¢-mesons, which contain 
zero, one or two s- andlor s-flavors, we may tentatively assign a mass 
difference fls - flu :::::::: 120 MeV to the constituents. We are then referring 
the whole mass difference to the quark masses and are using a linear 
interpolation between the meson masses (there have been suggestions that 
the mass formulas should be quadratic for the mesons but we will not 
consider the reasons for such complications). 

If we further assume that both the K* - and the K-mesons are 'normal' 
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with respect to chiral symmetry breaking (which strongly affects the mass 
of the n- and the p-mesons) then we could expect that the constituent 
u-quark mass is around 330 MeV. Then the ratio between the s- and the 
u-flavor rates should be close to 0.25 according to Eq. (12.28). 

A change of K to 0.24 GeV-2 or a reduction in the u-quark mass to 
260 Me V will give a number close to 0.3. This seems to be the preferred 
relative fraction among the Monte Carlo users of the Lund model (i.e. 
the JETSET simulation program [105]), although 0.25 is not ruled out. In 
order to observe the ratio it is also necessary to take into account a few 
simple kinematical properties (cf. below in subsection 4). 

3 Transverse momentum generation 

We will later learn that the major contributor to the transverse momentum 
spectrum of the hadrons in high-energy interactions is the gluonic radia­
tion. The transverse momentum we obtained in Eq. (12.27) should rather 
be looked upon as a quantum mechanical fluctuation in the ground state 
of the string (a zero-point fluctuation). These fluctuations imply that any 
primary meson should come out with a gaussian transverse momentum 
spectrum of width (the result stems from Eqs. (12.26) and (12.25)) 

(pi) = 2:K c:::: (0.35)2y(GeV le)2 (12.29) 

We have inserted the word 'primary' above in order to distinguish between 
the hadrons that are produced directly in the fragmentation process and 
those which are actually observed. About half the primary particles are 
resonances and from the tables of the Particle Data Group one finds 
that they decay afterwards into many n's and K's. These decay products 
therefore constitute a large part of the observed charged particles. 

The general preference of Monte Carlo users seems to be an average 
(Pl.) "" 0.4 GeV Ie, which is a little above Eq. (12.29) (with y = 1). The 
difference can be easily attributed to soft gluonic radiation. 

If we go back to the result in Eq. (12.28) then we may use the impact 
vector description from Chapter 10 to obtain an idea of the transverse 
width inside which the qq-particles are produced. The matrix element 
becomes 

"" J d2pl. exp (iPl.b - ni: ) c:::: exp ( - ~~) (12.30) 

Thus the average impact-vector size is (b2) = nlK c:::: (0.8)2fm2, a number 
almost twice as large as the transverse radius value we obtained from 
the phenomenology of the b-parameter in the Lund model in Chapter 11. 
However, we are not discussing the same quantity when we refer to the 
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transverse size in connection with the b-parameter as when we refer to 
the size provided by the transverse momentum fluctuations in the string 
fragmentation process. 

For the transverse momentum fluctuations it is not only the size of the 
string field but also the localisation of its centre which is of interest. Thus 
if we localise a quantum mechanical object very well in coordinate space 
then the wave function will evidently contain a large spread of momentum 
components in the dual space. The size 0.8 fm corresponds more to how 
well localised the string is in transverse directions than to the size of the 
emission region. 

Note that the transverse momentum generation also influences the 
longitudinal distributions because in this case we must use the transverse 

mass mJ.. = Vpi + m2 instead of the ordinary mass m. The reason is 

the relation p+p_ = mi, which implies that we can conserve energy­
momentum in the string plane only by this exchange. 

4 The mother-daughter relation 

There is another aspect of the resonance decays. The n's and K's from 
the decays populate phase space in different ways. There is a well-known 
kinematical property, usually referred to as the 'mother-daughter relation'. 

Consider a resonance decay in the rest frame of the resonance. Obviously 
the decay products will go out in different directions in order to conserve 
the momentum. Their velocities are given by the mass of the particles, 

V1- 4m2/M2 (cf. Chapter 4) when a resonance with mass M decays 
into two particles with the same mass m. This translates into a rapidity 
difference of the order of 1 to 2 units. (For p ~ nn decay, which is an 
extreme case because of the smallness of the n mass, one obtains, after 
angular averaging, around 1.5 units.) 

Therefore the 'daughters', i.e. the decay products, tend to have roughly 
the same rapidity as the 'mother' so that they will have momenta which 
are proportional to their masses. In the decay of a K* to a K n this means 
that the (much) lighter n-particle in general takes a much smaller share 
of the mother's momentum than the K-particle. The n's also occur much 
more often as decay products than do other particles. The large amount 
of n's and the smaller correlation to their 'heritage' means that the n's 
occur in a rather uncorrelated fashion in the final states. They often have 
small momenta, in particular transverse to the jet. 

This means that the central parts of rapidity space and the small 
transverse momentum region contains many more n's than K's and the 
ratio K/n is much smaller than the s/u ratio discussed above (typically 
below 0.1). If we consider the ratio K/n as a function of transverse 
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momentum then it grows quickly with transverse momentum size and 
reaches for PJ.. ::::::: 0.4 GeV (which corresponds to the average transverse 
momentum) the value 0.3. 

We note, however, that if a primary n is produced with a large transverse 
momentum then there is a smaller difference from the production of a 
directly produced K because they will then have similar transverse masses. 

12.5 Vector meson suppression 

1 Preliminary remarks 

At first sight one may guess that the ratio of the vector mesons (in the 
JPc = 1-- nonet; we use the usual notation with J the spin, P the 
parity and C the charge conjugation quantum number, cf. the Particle 
Data Group tables) to the pseudoscalar mesons (in the JPc = 0-+ 
nonet) should be 3 : 1. This is a purely statistical result corresponding 
to the number of states (three spin states for a vector as compared to 
the single spin 0 state for a pseudoscalar). The numbers of isospin and 
strangeness states are of course the same because the vector mesons and 
the pseudoscalars are both nonets in SU(3)-flavor. 

This ratio is not in accordance with the results of e+ e- annihilation 
experiments. Although it is difficult to disentangle the vector mesons 
(there are many possible combinations of K's and, particularly, of n's in a 
multiparticle final state) the general consensus for the PEP-PETRA energy 
region (20--40 GeV) is that the ratio of vector mesons to pseudoscalar 
mesons is in fact about 1 : 1 or maybe even smaller. 

There is a good dynamical reason for this disagreement and we will now 
consider it in some detail. The vector meson wave functions are actually 
more difficult to tunnel into because they are smaller at the point, the 
classical turning point, where the produced q and Z[ start to notice their 
final fate. The ensuing model should be applicable to all relative yields in 
which two produced hadrons, with similar quantum numbers, for some 
reason, e.g. due to constituent interactions, have different masses. 

The q- and q-particle stem from two adjacent vertices and there is an 
attractive force from the string which will bind them together. There are 
also, however, spin-dependent forces which will act in opposite ways in a 
pseudo scalar state and a vector state. The spin-spin correlation between 
particles 1 and 2 is positive for vectors and negative for pseudoscalars 
(note that the eigenvalue of S2 is s(s + 1)): 

S1 . S2 = ! [(S1 + S2)2 - si - S~)] = { ~~ for vectors 
for pseudo scalars 

(12.31) 
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It is a very general property that all physical systems try to 'economise' 
with the energy. This means that in a system with a hamiltonian H (Ho 
provides the space structure of the qq interaction), 

H = Ho + gSl . S2 (12.32) 

the constituents of a vector meson will try to avoid regions with positive 
g-values because the interaction energy of the state is increased in these 
regions and avoidance therefore implies a total decrease in the state 
energy. In contrast, for the pseudo scalar states it is advantageous for the 
constituents to be in regions with positive g-values. Therefore we expect 
that the wave functions of the pseudoscalars will be concentrated in regions 
with g positive while the vector states will behave in the opposite way. 

This type of spin-dependent force occurs in a state with color-force 
binding, because of gluon exchange. It turns out that the effect has a 
very short-range character in coordinate space. A simple model for it is a 
positive contact form, which is very large when the constituents are close 
and vanishing when they are apart (Xj, j = 1,2 are the coordinates of the 
particles and Il( > 0 the effective coupling): 

(12.33) 

For such an interaction it is evident that in one space dimension the vector 
state, where the q- and the q-particle try to stay apart, will be larger in 
size than the corresponding pseudo scalar state, where they would like to 
stay close together. A more spread-out vector meson wave function, which 
is still normalised to unity over the region, will be smaller at the classical 
turning point. 

For real, three-space dimensional, bag models of the hadrons there is 
a corresponding effect, although the bag radii in this case are similar. 
Nevertheless the constituents in a vector meson bag move close to the 
outskirts of the bag so that they stay apart as much as possible while the 
pseudo scalar bag constituents tend to stay close together at the centre. 

2 A one-dimensional bag model 

We will now estimate the ratio, mentioned at the beginning of the last 
subsection by solving for the eigenstates of the hamiltonian in Eq. (12.32). 
For simplicity we will use nonrelativistic kinematics for Ho (with equal 
masses j.t for the ql and the q2): 

p2 p2 p2 p2 
Ho = 2j.t + -21 + 22 + "Ixl - x21 == 2j.t + 4crns + - + "Ix - xol (12.34) 

j.t j.t j.t ~ 

Here the cms motion of the pair has been omitted and we choose for the 
cms momentum eigenvalue Pcrns = O. The relative coordinates x - Xo and 
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Fig. 12.5. The shapes of the wave functions corresponding to tunnelling into a 
vector meson (dotted line) and into a pseudoscalar meson (solid line) as well as 
into the Airy function 1p (broken line) mentioned in the text. 

momentum p are introduced together with the reduced mass Pr = p/2. 
We will now construct the wave functions for the ground states in the 
pseudoscalar case, the vector case and the case when IX = 0 in Eq. (12.33), 
denoted j = ps, v, 0, respectively. 

The linear potential evidently vanishes at x = Xo and we note that for 
x < Xo we have the differential equation 

[ __ 1_ d2 + K(XO _ X)] <P -(x) = (E -- 2p)<P -(x) 
2pr dx2 ) } } 

(12.35) 

For all wave functions <Pj we choose a value of Xo == Xj such that the 
left-most classical turning point (classically defined by p = 0 and quantum 
mechanically by an inflection point in the wave function) is at the same 
point x = p/K. This means that for all cases when x < Xj we have 

( __ 1_ d2 _ KX) <P -(x) = -p<P -(x), Xj = Ej - P (12.36) 
2pr dx2 } } K 

This means that the wave functions for all j have the same behaviour 
in this region. The differential equation can be solved and one obtains a 
function, known as an Airy function (which we denote 1p(x)). It decreases 
exponentially along the negative x-axis. We do not need its properties but 
it is shown in Fig. 12.5. 

The different wave functions do not need to be normalised in the same 
way and we therefore introduce the normalisation constants N j : 

<Pj(X) = N j1p(x), x < Xj 

From the symmetry of the problem we deduce that 

<Pj(x) = Nj1p(2xj - x), x> Xj 

thus ensuing continuity at x = Xj. 

(12.37) 

( 12.38) 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


12.5 Vector meson suppression 231 

For the case when the spin-spin interaction vanishes (j = 0) the eigen­
value Eo = KXo + 11 is determined from the requirement that the first 
derivative at x = Xo should be continuous, which implies 

<1>0 d1p 
dx (x == xo) = dx (xo) = 0 (12.39) 

For the two other cases we obtain a discontinuous first derivative by 
integrating the differential equation over the region including the point 
Xj: 

. 1 [d<l> j d<l> j ] hm- --(X'+e)--(X'-e) =aSl·S2<1>·(X·) 
1'--->0 211 dx ] dx ] ] ] 

This means 

for j = ps 
for j = v 

(12.40) 

(12.41 ) 

We conclude that for the pseudoscalar (vector) case the ratio of the wave 
function and its derivative (known as the logarithmic derivative) is positive 
(negative) while for the case j = 0 it vanishes. 

The function 1p starts out very small, for large negative x-values, and 
then increases towards a maximum at the value x = Xo; afterwards it 
decreases. Therefore we conclude that the value x = xps must be on the 
upward slope, and the value x = Xv on the downward slope, in order that 
the logarithmic derivatives should have the right signs. 

Thus we obtain without much effort that 

Xps < Xo < Xv (12.42) 

which is basically what we set out to prove, namely that the vector meson 
state in this one-space dimensional model is essentially larger than the 
pseudoscalar state in extension. 

It is also rather easy to estimate the relative size of the wave functions 
at the classical turning point, because this is given by 

1 \{I v 12 INv 12 

1 \{Ips 12 INps l2 
( 12.43) 

i.e. by the normalisation condition for the integrals 

1 = INjl2 (i: dxl1p(x)1 2 + 1~ dxl1p(2Xj - X)1 2) (12.44) 

As the functions are subject to exponential rapid decrease outside the 
classical turning points and vary reasonably slowly in between these 
points we can estimate that the ratio in Eq. (12.43) is 

(12.45) 
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A more detailed numerical investigation of the ratio tells us that Eq. 
(12.45) is a very good approximation if the ratio is larger than ~ 0.2. For 
smaller values of Eps - J1 the ratio in the first line of Eq. (12.45) levels 
out and for a vanishing Eps - Wthe ratio of the normalisation constants 
becomes ~ 0.12. The question whether there should be one factor for the 
q and another for the q is probably of little interest because of the general 
simplicity of the model. 

Phenomenologically the Lund model has been successful with the fol­
lowing suppression rates: 

P 
--~0.5, 
p+n 

K* 
K* +K ~ 0.6, 

D* 
D*+D~0.75 (12.46) 

We note that there is a clear tendency that the closer the masses of the 
vectors and the pseudoscalars, the closer we come to the statistical value 
3:1. 

3 The 1]' puzzle 

In order to exhibit the way in which the Lund model distributes the 
probabilities for different flavor configurations and also to mention a 
current phenomenological problem we will discuss the assignment of 
probabilities to the isoscalar states 1] and 1]'. Recently some doubt has 
appeared, [51], about the p/(p + n) ratio - it should probably be even 
smaller than we predicted in the earlier section, maybe in the range 0.3-
0.4. It turns out, however, that the 1]' has a large branching ratio for the 
decay 

1]' - p + n (12.47) 

and in this way the number of 1]' -particles will influence the observed 
p-signal. We will now show that according to the Lund model rules 
the number of 1]' -particles must be enhanced if we suppress the directly 
produced p-particles. But then we will get back a large p-rate through the 
decay channel in Eq. (12.47). To get around the problem diminishing the 
p-rate we must therefore also suppress 1]'. The practical effect is then that 
we give an overall enhancement to the n-mesons! 

According to the philosophy of the model all states should be populated 
according to the probability of projecting out a given flavor composition 
upon them. The 1] and 1]' in the pseudo scalar nonet (from now on called 
P S) play the same role as the <p and the w for the vector (V) mesons. 

In more detail, a state with the third component of isospin vanishing 
is, in SU(3)J (with f for flavor) either the h = 0 component, (IOj)), 
of the isovector (Po for the V and no for the P S) or the total singlet 
state (11j)) or octet state (18j)) in either nonet; j = PS, V. Knowing that 
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10j) = (Iuu) -ldd;)/)2 (compare with the spin 1 states built from spin 
1/2!) we may write for the other states 

(12.4S) 

to obtain orthogonal combinations in the three flavors u, d, s. There is, 
however, one further degree of freedom, called 'mixing', meaning that the 
true observed states may be mixtures of the singlet and octet states: 

Ihj l) = ISj) cosej -11j) sinej 
(12.49) 

Ihj 2) = ISj) sinej + 11j) cosej 

The vector nonet states are 'simple' from the point of view of mixing. 
The cj>-particle is almost a pure ss-state, as it decays almost exclusively 
into a KK -pair. Therefore the V mixing angle ev '" 0.62 so that tan ev c::::: 

1/)2. Then the OJ-particle is the combination (Idd; + luu))/)2. But the 

pseudo scalar nonet states IJ and IJ' are more complex flavor states: different 
authors (cf. the Particle Data Group tables) assign different mixing angles 
eps from -0.17 to -0.40. 

Now suppose that we start with a u (or d) and pick up from the next 
vertex a u (or d). Then we may produce either a vector state (Po or OJ) or a 
pseudo scalar state (no, IJ or IJ') according to the assignments given above. 
If we suppress the vectors we enhance the pseudoscalars and therefore the 
decay channel in Eq. (12.47) will also be enhanced! 

We will in Chapter 14 again find reasons for suppressing the IJ'-rate 
(which actually is not very well known from direct measurements). One 
possible clue to such a dynamical suppression is the very large masses of 
the IJ and IJ'. There have been different models suggested (mostly built 
upon the possibility that the vacuum exhibits a dynamical 'chiral symmetry 
breaking', which we will have no space to consider in this book). 

In such models there will necessarily be some mechanism which makes 
the isoscalar states more massive than the corresponding isovector ones 
in the P S nonet. This will then, in all cases, have the further effect 
that we obtain a suppression factor similar to the one we found in our 
one-dimensional bag model, the spin interaction being exchanged for the 
mechanism that makes the isoscalars more massive. 
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13 
Heavy quark fragmentation 

and baryon production 

13.1 Introduction 

In this chapter we are going to consider a few further phenomena that 
should be included in a realistic model for hadron production. 

We start by considering heavy flavor fragmentation. There should be 
no production of heavy flavors in the fragmentation process itself because 
of the very strong suppression from the tunnelling process. Heavy quark 
jets will nevertheless occur when the heavy flavor is produced in a process 
where there is a large energy concentration, e.g. in an e+ e- annihilation 
process. Then the first-rank hadron in the jet contains the heavy flavor 
and such a hadron will, in general, have a larger mass than the ordinary 
hadrons, which are made up from the lighter quark flavors, U, d and s. We 
have seen (cf. Chapter 9) that for the usual Lund fragmentation function 
a larger-mass hadron will have a 'harder' z-spectrum, i.e. the typical value 
of the fragmentation variable z will be closer to unity. 

We will consider a number of different models, both those that tend 
to give 1 - z IX 1/ M and those that give 1 - z IX 1/ M2 for the first­
rank hadron with large mass M. We will also consider a rather different 
treatment which leads to the so-called Peterson formula, [99], for heavy 
quark fragmentation. The basic idea is to make use of the wave functions 
obtained in a lightcone-dynamical scenario. 

After that we will continue with a discussion of baryon-antibaryon (BB) 
production. A baryon, or at least a baryon resonance state, may well have a 
more complex structure than that which a (1 + 1)-dimensional dynamical 
scenario can provide. The number of parameters which occur for the 
description of BB-production in the Lund model is rather large. The 
number of baryon states is eight if we count the ones in the JP = (1/2)+ 
octet (we use the usual notation with J the spin and P the parity of the 
states) (N, A, L, 8) and in the JP = (3/2)+ decuplet (d, L*, 8* and n-). 

234 
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The number 'of parameters to describe their yields is, however, basically 
seven! There are good reasons for complaints about the predictive powers 
of the model. 

The two models we will discuss, the diquark model and the popcorn 
model, have, however, some endearing qualities. If we are only interested 
in describing the ordinarily observed baryon states, i.e. the nucleons N 
(proton and neutron) and the A-particle, then their rates are determined 
by a single number, the baryon-to-meson rate. This is so if we use an 
SU(6) (flavor-spin) symmetrisation of the wave functions. 

Both models account for a strong increase with energy in the baryon-to­
meson ratio (which is not only a kinematical effect) as well as an increased 
baryon fraction in gluon jets. This will be discussed after the introduction 
of the Lund gluon model (see Chapter 15). Also both models exhibit a 
string 'drag' effect in the sense that the Band E in a pair tend to go in 
different directions along the string. This is due to the correlation between 
flavor and color, i.e. a q has color and flavor and is therefore dragged 
by the string in the opposite direction to a Zj, which has anticolor and 
antiflavor. This was experimentally observed early on by the TPC group 
at PEP. 

The difference between the models is mostly related to the transverse 
momentum correlations. In the diquark model the Band E are neighbors 
in rank and therefore contain stronger transverse momentum correlations 
than BE-production in the popcorn model, where there may be mesons 
produced in between. The experimental data tend to confirm the popcorn 
scenano. 

We will end the chapter with a brief discussion of a different use of the 
Lund model fragmentation formulas in the way suggested by a group in 
UCLA, [38]. The basic idea is to make use of the Lund model area law to 
determine the relative rates for different kinds of hadrons. In this approach 
there is no use of the probabilities for producing different qq-pairs. Instead 
it is the fact that the hadrons have different masses, and consequently 
will effectively use up different areas in the Lund model fragmentation 
formulas, that provides the relative probabilities. The model contains an 
intriguing picture, which, for some reason that is not understood, seems 
to mirror rather well the observed rates and spectra for different hadrons. 

13.2 Heavy quark fragmentation 

In Chapter 12 we learned that, at least within a tunnelling scenario with 
an available energy per unit length equal to the string tension K ~ 1 
GeV Ifm, there is no heavy quark production along the string. 

There is nevertheless the possibility that a heavy quark pair qh, Zjh is 
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produced initially in e.g. an e+ e- annihilation event, if there is a large 
energy concentration available from the annihilating pair. Later, we will 
also discuss a particular 'hard' process in which a gluon may split up into 
a qq-pair. For this we will once again need the possibility of fragmenting 
strings containing heavy quarks. 

We will start with a few introductory remarks due to Bjorken. After 
that we will consider three different scenarios. 

In the first we will use the Lund fragmentation function based upon the 
usual area suppression. 

In the second we will use a prescription first proposed by Bowler, 
[32]. He noted that the area spanned by a heavy quark, moving until it 
meets its 'light' partner (from the qq-pairs usually produced) to form a 
hadron, is smaller than that used in the Lund model formula. A heavy 
particle connected to a string moves along a hyperbola, while a massless 
quark moves along the lightcone which is the asymptote of the hyperbola. 
Therefore the area spanned is smaller for the heavy particle. We note that 
in the interpretation we used for the area law in Chapter 11, it was actually 
the area in space-time which should occur in the area law. We will show 
that a correction of the type Bowler advocates leads to a different version 
of the Lund model fragmentation formulas, in which there are different 
values for the fragmentation parameter a for the light and for the heavy 
flavor. 

We will then pursue a very different approach to fragmentation and 
derive the Peterson formula, [99]. In this approach the basic idea is to 
build up a wave function for the final state from the lightcone dynamics 
that we sketched in Chapter 3. Such a wave function is based upon the 
off-shell nature of the state. This leads to a simple one-parameter formula 
for the distribution of the first-rank hadron in a heavy quark jet, which 
has been used rather successfully. 

1 Bjorken's remarks 

The following arguments for an average cascade correspond to the essence 
of Bjorken's ideas. Suppose that we consider an ordinary quark jet with, 
for simplicity, a single kind of hadron (mass m). The first-rank hadron 
will have rapidity YI and the rest will have rapidities YI - by, YI - 2bY, .... 
This means that the total energy W is 

'" . mexpYI 
m exp YI L...- exp( - Jb y) = 1 (b ) = W . -exp - Y 

J=O 

(13.1) 
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We conclude that the first-rank particle will take a fraction of the total 
energy 

Zz = mexp Yz Zz + exp(-~y) = 1 
W 

(13.2) 

This is equivalent to the results in Eq. (9.11) in connection with the 
iterative cascade models. 

Next we consider a heavy quark jet and assume that the first-rank 
hadron has (large) mass M at rapidity Yh. All the remaining ones should, 
however, behave as before, i.e. have the 'ordinary' average rapidities Yh -
~Y,Yh - 2~y, .... This means that Eq. (13.1) is exchanged for 

M exp Yh [1 + ~ mexp,;;-jOy) 1 ~ M exp Yh [1+ m(~~,ZI)l ~ W. (13.3) 

Therefore the first-rank particle in a heavy quark jet should take a fraction 
of the total energy 

MexpYh 
Zh = 

W 
__ -,-----1_,..--,--_ ~ 1 _ _ tno 
1 + m(l- zz)/Mzz M 

(13.4) 

The whole discussion is evidently an instructive demonstration of the 
difference between rapidity and energy-momentum. From a knowledge of 
ordinary quark jets we may guess that the characteristic mass mo should 
be of the order of 1 GeV. 

2 Ordinary Lund area suppression versus a more literal interpretation 

The Lund model fragmentation function for the production of a hadron 
with flavors DC, f3 and with a mass m is given by 

Ndz ( bm2) frx-+p(z)dz = -z-zaa-ap(l - z)ap exp ----;- (13.5) 

It is mostly used with the same value for the parameters, arx = ap == a. 
For this case we found in Chapter 9 that for a commonly used value of 
a = 0.5 there is a maximum value of f when the fragmentation variable 
z = 1 + bm2 - J1 + (bm2)2. 

Therefore in this case the correspondence to Zh in Eq. (13.4) will depend 
upon the mass of the first-rank hadron according to 

1 
Zl L '" 1 - (13 6) 

,0 - bM2 + J1 + (bM2)2 . 

(the notation oL stands for 'ordinary Lund'). For large values of M it 
behaves as 1 - (J1.o/ M)2 instead of linearly as in Bjorken's guess. 

Phenomenologically the behaviour in Eq. (13.6) seems to be too stiff, 
i.e. to predict values of z that seem too large although they are not 
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Fig, 13,1. The motion under the influence of the string tension of a heavy flavor 
parton in the coordinate system in which the parton was originally at rest 

actually excluded by the experimental data, We will now consider a 
modification introduced by Bowler (in the context of the Artru-Menessier­
Bowler model; see Chapter 8), 

We will go to a frame where the (original) qh is initially at rest (see Fig. 
13.1). According to the equations of motion for a heavy quark it will start 
to be dragged away by the string field along the hyperbola 

(13.7) 

(cf. Chapter 6 and note that in the rest frame of the qh the total p+ = fl). 
We will assume that a first-rank hadron with mass M is produced, 

from qh together with a massless 711 stemming from the first vertex, with 
energy-momentum fraction ZI as indicated in Fig. 13.1. We also find that 
the negative lightcone component of the first vertex X-I is, from the mass 
requirement, given by 

M2 
KX-I =­

Zifl 
(13.8) 

Bowler then assumed that only the area between the broken line and the 
orbit of the heavy quark (Fig. 13.1) should be counted in connection with 
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an area suppression law, i.e. he suggested the region 

(13.9) 

where the quantity x+ (x_) is calculated from Eq. (13.7). The integrals are 
easily performed using Eqs. (13.7), (13.8) and we obtain for Bowler's area 

(13.10) 

If we introduce Bowler's area into the fragmentation function in Eq. (13.5) 
(with a single value of a) then we obtain: 

f N'dz a a(l )a (bM2 ) B = -z-z h- - Z exp --z- (13.11) 

where we have incorporated the difference between Bowler's area and the 
usual area as a change in the normalisation constant N ---+ N' and as a 
new a-parameter 

(13.12) 

characteristic of heavy quark fragmentation. 

This result is interesting for several different reasons. Firstly it is evident 
that the spectrum will become softer than the one obtained in Eq. (13.6) 
because in Eq. (13.11) there is a negative z-power. Due to the very strong 
suppression in the exponent there is, of course, no trouble from this term 
in the normalisation of f B. 

An observational problem is that some of the b-fiavored particles will 
decay into c-fiavored ones. Therefore the observed c-fiavored mesons 
have a different spectrum from that obtained using any of the formulas 
discussed above. Also, ordinary Lund model fragmentation looks very 
similar to the observed data, e.g. for D* -mesons, because of this decay 
contribution. Only when the experimentalists have been able to disentangle 
the corresponding B-meson signal will it be possible to know whether any 
of these alternatives is correct. 

A second reason is related to the findings in Regge theory. We have in 
an earlier discussion (Chapter 10) related the parameter a to the Regge 
intercepts and we see from the result in Eq. (13.12) that there should be a 
smaller intercept if there are larger-mass constituents involved. This is in 
accordance with the early phenomenological findings (cf. [46]). 
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3 A different approach based upon a wave function from lightcone 
dynamics 

The Feynman propagator, in the contexts in which have met it, contains 
the notion of the virtuality of a state. In particular the free propagator de­
scribes the way in which a quantum fluctuation may develop in space-time 
according to Heisenberg's indeterminacy relation. We will find a similar 
description of a decaying state, i.e. a resonance, in connection with the 
Breit-Wigner form factor, in Chapter 14. In that case the correspondence 
to the Feynman limiting € ~ 0 in Eq. (3.81) has a size corresponding to 
the inverse lifetime of the state. 

A bound state in quantum theory is often described in terms of an 
exponentially falling wave function in space. This corresponds in energy­
momentum space to an inverse power in the momentum. Our experience 
of form factors, which corresponds to the description of extended dis­
tributions in space, cf. the example of the elastic proton form factors 
in Chapter 5, confirms this general inverse-power behaviour in energy­
momentum space. 

In [37] there is a treatment of the possible bound-state wave functions 
using the lightcone formalism for the Feynman rules that we considered 
in Chapter 3. A possible wave function for a ciil-state (index I for light so 
that the state corresponds to a D-meson) is deduced from the distribution 

111'12", N <5(1- Xl - X2) 
(M'b - m~/xl - mr /X2)2 

= N' <5(1 - Xl - X2) (13.13) 
(1- l/Xl - €/X2)2 

for the energy-momentum fractions Xj of the two constituents. Here N 
is a normalisation constant and the masses MD , me, m[ correspond to the 
D, the c-quark and the light quark, respectively. In the second line it is 
assumed that the mass MD :::::: me is divided out and that € = mr /m~. 

In [99] the authors take a step further and assume that the gross features 
of the amplitude for a heavy quark Q to fragment into a hadron H = Qq 
and a light quark q should be determined in a similar way. This means 
that it is the value of the energy transfer, I1E, in the breakup process 
which will determine the distribution. Therefore the amplitude should 
behave basically as (I1E)-l, I1E being proportional to the denominator in 
Eq. (13.13). 

They include a factor l/z from the longitudinal phase space, perform 
the integral over the <5-distribution to get Xl = Z, X2 = 1 - z, and obtain 
the shape 

DH(Z) = N 
Q z[l - l/z - €/(1 - z)F 

(13.14) 
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as a possible fragmentation function for a heavy quark into a first-rank 
hadron. The formula evidently contains only one parameter and has been 
used extensively and successfully with reasonable values of E. 

This means that it is possible to use a very different approach to frag­
mentation than that usually advocated in this book. The lesson is that 
although only experimental data can distinguish between possible theoret­
ical developments, it is actually quite difficult to observe such differences 
since very different functional shapes give closely similar predictions for 
the experimental data. 

13.3 Baryon-antibaryon production 

1 Preliminaries 

We will make use of two general assumptions in BB-production. 

B1 We will only be concerned with the baryons in the octet, JP = (1/2)+, 
and decouplet, JP = (3/2)+, representations of SU(3) flavor and we 
will neglect all other production channels. 

B2 The octet and decouplet can be made into a 56-representation (with 
completely symmetrical wave functions) of the group SU(6) in com­
bined flavor-spin assignment. We will assume that all wave functions 
of the constituents are determined in accordance with the SU(6) 
requirements and that only the states in the 56-representation are 
actually produced. 

The first assumption is one of economy. We know that the higher 
baryon resonances occur in only very tiny fractions in those exclusive 
channels that have been studied. 

The second assumption is very basic in the Lund model. The production 
mechanism in the model is determined not only by the fragmentation 
probability (e.g. the area suppression law) but also by the available number 
of states (e.g. the phase-space factors). 

Although it is known that SU(6) symmetry is rather badly broken 
(the different states do not have the same masses and here also we will 
break the symmetry in a similar way) we will insist on a projection to 
completely symmetric flavor-spin states for the baryons. If we did not 
use this requirement then the probability of picking up three u-quarks at 
random (making a ~++ -baryon) would be one chance in 27 (assuming only 
u, d and s are produced, each with, for simplicity, the same probability). 
But the probability of picking up a u-quark, a d-quark and an s-quark 
at random, producing any of the three states A, ~o or ~.o, would be six 
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times larger, by pure combinatorics. Such predictions would be very much 
in conflict with the experimental findings. 

The requirement, of a totally symmetric baryon flavor-spin wave func­
tion, means that if we start by producing e.g. an (effective) diquark (udh 
(corresponding to a state with spin = isospin = 1) and add an s-quark 
we have a probability of only 1/2 of obtaining a symmetric state; of 
this 1/3 will correspond to a decouplet (L*o) and 1/6 to an octet (Lo). 
The remaining 1/2 corresponds to the production of a state outside the 
56-representation. 

2 The diquark production model 

We will next outline a possible production mechanism for effective di­
quarks. We do not believe that diquarks, although we may equip them 
with different internal quantum numbers like color, spin and isospin, are 
basic quanta of the QeD force field. A diquark is a qq-state, which from 
a color point of view behaves as a 3, i.e. effectively as a q-charge. 

It is, however, reasonable that even an extended charge may have an 
effective coupling to the color force field in the same way as a heavy q. 
The density of virtual q-particles may be sufficiently large to make the 
probability of finding a partner in a color-3 diquark state approximately 
unity. Then the diquark may, together with an antidiquark (a qq-pair) 
tunnel out like a heavy quark pair. This is the basic production mechanism 
in the diquark model. 

In this way we obtain the following tunnelling properties. 

• All hadrons have the same transverse momentum production mech­
amsm. 

• A BB-pair, sharing a (qq, ZED-pair, are neighbors in rank and are 
therefore sufficiently close in rapidity for correlation studies. 

• As the tunnelling probability predicts a fast falloff for (effective) 
color charge masses above VK/n ~ 0.25 GeV a small difference in 
mass means a large change in probability. 

The last property implies that the strange diquarks (and antidiquarks) 
are strongly suppressed compared to the non-strange ones. A-particles 
contain an s-quark and a (ud)o-diquark (spin = isospin = 0), and also 
(small) (d + us)-components and so on. Due to the suppression of strange 
diquarks a A will not be produced very often with a A (which may occur 
for the latter diquark combination) but instead with an N (antiproton 
or antineutron, which contains only non-strange diquarks) and a K or 
a K* to compensate the strangeness. However, if we do find a AA-pair 
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in an event then they are almost always rank neighbors in the diquark 
production model. 

In order to make calculations in the model it is necessary to determine 
the 'masses' of the diquark pairs. The lightest diquark masses, obtained 
by consideration of the masses of, and mass differences between, the 
baryons may well be around 0.4 GeY. This would set the overall ratio 
of the production of diquark pairs to quark pairs at around 0.1. Such 
a production ratio of BB to mesons seems from the experiments to be 
in the right range (see the discussion after the popcorn model has been 
presented). 

The remaining parameters in this model, (udh/3(ud)o ~ 0.05, the sup­
pression ratio of strange diquarks (us)(d)/(ud)(s) ~ 0.4 and the suppression 
ratio of double-strange diquarks (ssh/(ud)o ~ 10-3 are at best fitted pa­
rameters. The decouplet-to-octet ratio has been kept at unity but could of 
course be changed if future experiments should require it. 

It is the diquark-to-quark production ratio which is the main parameter 
for the relative ratio of A's, protons and neutrons. If one were to decrease 
e.g. the ratio (udh/3(ud)o then the increase in directly produced A's would 
compensate the decrease in A-production through the channels L ~ A+X, 
r ~ A + X, etc. (X is any other decay product). 

Such a change would, however, produce a different amount of e.g. 
d's in a jet. At present a thorough search is being conducted for the 
resonance content in e+ e- annihilation events. It will be interesting to see 
whether one can understand the spectra from these simple considerations 
(although we necessarily have five parameters for the detailed content 
already!). 

Let us consider some of the consequences of the present scheme. For 
30 GeV e+e- annihilation events, about 30% of these will contain one 
BB-pair and about a further 6% two pairs. About half of the BB-pairs 
will decay into pp-states. Therefore in about 25% of the observed pp­
combinations the p stems from one original pair and the p stems from 
another. This evidently waters down the correlations stemming from the 
fact that the BB-pairs are produced as rank neighbors. 

For a directly produced pp-pair in a quark jet, the p is about half a unit 
in rapidity behind the p (in a q-jet it is evident that we will first produce the 
baryon and only afterwards, i.e. at lower rank, the antibaryon). Regarding 
the analysis of an event, however, the quark and the antiquark directions 
are not defined a priori. 

If we use one of the customary axes for an event, the thrust axis, cf. 
Chapter 15, to study the rapidity difference Iyp - Y/il we end up with an 
average distance around 1.3, which is evidently far away from the primary 
result. The transverse momentum correlations are also watered down and 
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we find that 

(p~p . p~p) '" 0 3 
(pi) -. (13.15) 

There are some particular features of BB-production found in connection 
with events where there is gluon radiation. These features are discussed in 
Chapter 15. 

3 The popcorn mechanism 

The gluon radiation influences the transverse momentum correlations. 
When gluons are included the correlation parameter in Eq. (13.15) be­
comes only half as large as in the diquark production model. But, accord­
ing to the experiments, this is still a bit too big. 

The tunnelling out of non-fundamental quanta such as the diquark­
antidiquark pairs is also a less pleasing aspect of the model. Therefore we 
have produced another model within the Lund scheme, the popcorn model. 
This is based upon an idea first advocated in [40], i.e. that the baryons 
are produced in a stepwise manner, 'popping out'. 

Unfortunately the popcorn model necessarily increases the number of 
parameters for the detailed content of the baryon species to seven, although 
it is still the same for the proton, neutron and A-particle. 

A general fact about the number of parameters in a model is that even 
if they are not in practice used (an example is the probability of producing 
the decouplet baryons more or less often than the octet baryons) they are 
still parameters! This general definition of the notion 'parameter' means 
'a possible degree of freedom not fixed by the present dynamics'. 

The popcorn mechanism diminishes the correlations between the Band 
B in a pair (they will no longer necessarily be neighbors in rank) but it 
also provides a scenario in which massive but loosely bound 'diquarks' 
are produced, without invoking the tunnelling scenario for diquarks per 
se. 

In order to understand this consider Fig. 13.2. We will assume that there 
are space-time regions, such as A, Band C in the figure, where there are 
fluctuations with the 'wrong' colors in the field. In simple language the 
original qoqo-pair may start out as a color rr-pair (although we remember 
that the state is actually a coherent color state). The field is then a rr­
colored one; 'wrong' means that there may be fluctuations inside regions 
of the field which are gg or bb). 

Then in such a region we would see the color combination rg = b 
in one direction and the combination gr = b in the other (if the colors 
happen to combine in this particular way). Under these circumstances we 
find that the existence of the color fluctuation does not change the energy 
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Fig. 13.2. A space-time description of a string field with color fluctuations having 
disallowed colors. For the regions Band C this leads to BB pair production 
situations, in B with a meson in between. 

density in the string field; it is still K-characteristic for a 33 color field in 
the region with the wrong colors. The force direction changes, however, 
to the opposite one. This implies that: 

• the wrongly colored charges are pulled with the same magnitude of 
force in the two directions, i.e. there is no net force on them; 

• one or more bb-colored qq-pairs may tunnel out within the region. 
If that happens then we evidently obtain a qqq-state at one end and 
a qqq-state at the other, i.e. a BB-pair is produced. There may also 
be one or more mesons produced in the bb-part of the field, i.e. in 
between the Band B. 

The fact that the two 'wrongly' colored particles, q1 and 7f1 (each 
assumed to have transverse mass /1t) just float around without any force 
upon them means that we may estimate the probability for them to be at 
a (spacelike) distance Xl apart by the same method as in Chapter 11, i.e. 
using the Heisenberg indeterminacy relation we obtain 

ILlF (X1, /11)1 2 ::::::: exp( -2/11Ix11) (13.16) 

If there is a pair q27f2 (with transverse masses /12) produced in between 
q1 and 7f1 then the probability for the particles in the pair to tunnel the 
distance X2 is suppressed by the tunnelling factor 

exp ( __ n/1,---2--:,-~X_2--:,-1) (13.17) 
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If no other pair is produced in the region the resulting pair B, E will 
be neighbors in rank. The minimum distance to which the quarks must 
separate to come onto the mass shell is related to the effective transverse 
mass, J-l, of the 'diquark' qlq2 and the antidiquark 7it"lh by 

IXll = IX21 = 2(J-ll + J-l2) = 2J-l. 
K K 

(13.18) 

Then we obtain for the total probability for such a situation to occur, 
from Eqs. (13.16), (13.17), 

( 4J-llJ-l + 1tJ-l2J-l) ( 1tJ-l2) exp - '" exp --
K K 

(13.19) 

Therefore if we stretch the value of 1t to 4 we obtain back the ordinary 
tunnelling formula for the diquark-antidiquark! Thus in the popcorn 
model we obtain a similar suppression to that in the diquark production 
model for the heavier 'diquarks'. 

For a meson to be produced, we need an even larger color fluctuation 
between ql and ql. We need an extra piece of the order M/K to produce a 
meson with transverse mass M, which leads to an extra suppression factor 

( 2J-llM) exp --K- (13.20) 

The mass of a mesonic system increases quickly with the mUltiplicity. It 
is not difficult to convince oneself that, with an average rapidity distance 
by ~ 1 between subsequent mesons, we obtain for the mass Mn of an 
n-particle system 

(13.21) 

Therefore the probability of producing more than a single meson in be­
tween the BE-pair will be small. The heavier vector mesons, in particular, 
may be even more suppressed than the pseudoscalars. 

From Eqs. (13.20), (13.21) we may evidently estimate the average num­
ber of mesons in between as well as the multiplicity distribution. We 
obtain that in the mean about 0.5 mesons should be included. 

We will therefore introduce the probability factor (BMB) = 0.5 of 
producing a single meson in between the BE-pair and will neglect the 
larger multiplicities. Such larger multiplicities are nevertheless indirectly 
included by allowing the production of both pseudoscalar mesons and 
vector mesons (which afterwards decay into two or more pseudoscalars) 
in the same way as in any other part of the string field. 
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13.4 A different use of the Lund model formulas, the UCLA model 

A group at UCLA has proposed, [38], the use of the Lund model formulas 
in a way different from the one we have presented up to now. They have 
been quite successful in interpreting the area law as a density for the 
final-state particle ratios also. 

The prescription is the following. They make use of the ordinary projec­
tion coefficients, the Clebsch-Gordon coefficients, between a given qq-state 
and a hadron state. These are used also in the normal version of the Lund 
model but then there is (as we have described in Chapter 12) extra sup­
pression of the s-fiavor and no production of c- and b-fiavors in the 
fragmentation. 

All are allowed in the UCLA version. It is, however, noted that if 
one produces e.g. an ss-fiavored pair then there must be two strange 
particles produced, with correspondingly larger masses than mesons that 
are composed of the u- and d-fiavors. Suppressions of this kind can be 
determined by a few iterations of the basic method. 

They then use the results in Chapter 10, [19], according to which every 
hadron with mass m is given stochastically a value of Z according to the 
fragmentation function 

2 (1- z)a ( m2)a (bm2) f(z,m ) = N z 1- --;; exp --z- (13.22) 

The authors use as a finite-energy correction the term we derived in Eq. 
(10.10). The basic assumption is that N, a and b are the same for all 
particles. The relative normalisation for different species is given by the 
integral of f. There are a set of extras, however, and we will mention a 
few. 

They include a transverse momentum generation mechanism, which is 
an approximation of the mechanism we presented in Chapter 12. There is 
a claim that the approximation is good, [38]. 

Further, the method contains the Bowler implementation of heavy quark 
fragmentation in accordance with the description we gave in subsection 
2. They formulate it in such a way that they can keep their general 
normalisation constant N by writing 

z 
(13.23) 

Zeii = 1- (,u2 z / m2)[1 + log(m2 / ,u2z )] 

Finally they use the popcorn mechanism for BE production, allowing any 
number of mesons in between. They provide each meson produced in this 
way with a factor exp( -1]m), i.e. an exponential suppression proportional 
to the mass. 
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This means that in total they use the distribution 

f(zeff, ml,D)dzd2k x Clebsch-Gordon coefficients 
x popcorn distribution 

in order to generate a cascade. 

(13.24) 

In such a fitting-scheme it is of course essential to describe the data 
well and this method seems to do so although, as of yet, no basic reason 
why it should work has been put forward. 
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14 
The Hanbury-Brown-Twiss 
effect and the polarisation 
effects in the Lund model 

14.1 Introduction 

In this chapter we consider two different observables, which, within the 
Lund model, have some bearing upon the confinement properties of 
QeD. 

We start with the Hanbury-Brown-Twiss effect (the HBT effect) or, as 
it is also called, the Bose-Einstein effect. It originated in astronomical 
investigations, [78], where one uses the interference pattern of the photons 
to learn about the size of the photon emission region, i.e. the size of the 
particular star which is emitting the light. 

The Goldhabers, [65], found and used in the same way as HBT a 
correlation pattern among the produced pions when they investigated 
proton-antiproton annihilation reactions close to the threshold (i.e. when 
the annihilation occurs at very low relative velocities, so that the total 
energy is essentially twice the proton rest mass). Photons and pions have 
in common that they are bosons, which means that they thrive on being in 
the same state. The HBT effect can be described as an enhancement of the 
two-particle correlation function that occurs when the two particles are 
identical bosons and have very similar values of their energy-momentum. 

The size of the emission region obtained from these experiments in 
hadronic physics seems to be essentially the same in almost any kind of 
interaction. One obtains a radius of the order of 1 fm, which is a very 
reasonable size. The extraction of this size as well as the finer details are, 
however, still under intense discussion, [93], because it is very difficult 
to determine the relative energy-momentum of the high-energy particles 
to the necessary precision. We first discuss the idea behind the chaotic 
interference pattern which is at the basis of the HBT effect. After that 
we consider the reason why the source size should be similar for the 
above-mentioned annihilation reaction at rest (which then is a 'low-energy 
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reaction') and in a truly high-energy hadronic reaction when the decay 
products move apart with large velocities. 

According to the way we have described the final-state particle produc­
tion in the Lund model the particles emerge over a large (longitudinal) 
space-time region, which increases with the energy. Nevertheless it turns 
out that it is only the local proper times for the production vertices which 
playa role in the correlation measurement. All the proper times are essen­
tially the same for the production vertices in the Lund model and it is this 
value that will determine the HBT effect. It may very well be the same 
size in the Goldhaber annihilation measurements also. 

We will discuss the implications of the Lund string model for the 
phenomenon. We will in particular show that the matrix element At, 
which we derived in Chapter 11, provides a precise prediction, [22], for 
the HBT effect in an e+ e- annihilation event. This prediction is in good 
agreement with the data but there is nevertheless one problem left. In the 
string model for the HBT effect presented in [22] it is necessary to neglect 
the fact that a large amount of the pions are decay products of resonances. 
From ordinary quantum mechanical considerations one expects that the 
wave functions of the produced pions are affected if the pion stems from 
such a decay. It is not possible to explain the observed HBT effect if one 
removes the pions which stem from long-lived resonances or modify their 
wave functions in accordance with the expectations from the resonance 
wave functions. It was, however, pointed out by Bowler, [34], that the 
main problem relates to the Lund model rate for 1]' -mesons. If that rate 
is decreased then the predicted HBT effect from [22] is restored to almost 
the same size even if decay pions are included, i.e. it is essentially in 
agreement with experiment. 

The HBT effect is, as mentioned, also seen in other reactions beside e+ e­
annihilation events. For the case of DIS, deep inelastic scattering, there is 
also a single string in the Lund model scenario; cf. Chapter 20. Therefore 
all the considerations in our discussion of e+ e- annihilation reactions are 
also relevant to this case. However, for hadro-production and for large 
gluon activities in general it is not evident how to treat the HBT effect 
within a model of the Lund type. We will not, therefore, in this book com­
ment upon this topic for hadronic reactions, due to the lack of a sufficiently 
structured model with which to investigate the effect in these reactions. 

The second subject in this chapter is the polarisation properties which 
are observed in high-energy processes. The momentum distributions of the 
final-state hadrons are to a large extent governed by longitudinal phase­
space size and therefore polarisation properties offer a tool for gaining 
insight into the 'other dimensions' of the hadronisation process. 

Actually, polarisation effects have always been expected to die away 
at large energies because it has been hoped that for 'asymptopia' there 
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would be only a single production amplitude, which would dominate the 
processes. Under such circumstances there would be no polarisation be­
cause, according to conventional models, such a phenomenon necessitates 
interfering production amplitudes. 

Nevertheless, even at the largest energies available there are strong 
polarisation effects noticeable in inclusive A-particle production. This 
cannot be explained from hard scattering processes as calculated in QCD 
and therefore it should stem from the soft confining interactions. We also 
note that the observed polarisation is not a large-angle phenomenon. It 
seems to saturate already at transverse momenta of the order of 1 Ge V / c. 

It is interesting to note that polarisation will come out naturally in a 
confined production scenario like the Lund model. An intuitive argument 
is that in a confined field there is always a local direction, the force 
direction n, i.e. the direction of the flux of the color electric field. This 
means that, if we have a final-state particle which moves outwards with 
a momentum p not parallel to the direction n, there is a non vanishing 
axial vector, a, obtained from the vector product a = n x p. A general 
experience of physics in any context is that wherever a possibility exists, 
Nature makes use of it. In this case it means that there is the possibility 
of a scalar coupling, in the overall hamiltonian, between the spin vector S 
of the quantum and the axial vector a. (Note that all angular momentum 
vectors have an axial character.) 

We will provide a simple semi-classical model, [9], in which this is a 
very noticeable effect. We will show the difference between a confined 
scenario and the production of e+ e--pairs in an external electromagnetic 
field. We have used this picture before to illustrate various features. 
Polarisation properties are one of the few cases where there are major 
differences between the the dynamics of QED and of QCD. The other 
cases considered in this book are the behaviour of the running coupling 
constant, Chapter 4, and the growth of the phase space in multigluon 
emissions, Chapter 17. 

We will be content to apply the model to the polarisation properties 
of the A-particle in baryon fragmentation. It is possible to provide many 
more predictions using the model but that would mean that we would 
need a more elaborate formalism. 

14.2 The Hanbury-Brown-Twiss effect 

1 The classical argument, coherence and chaos 

The arguments in this subsection are based upon the discussion in [33]. 
We will consider the production of pions from a set of sources localised 
at different positions Xj. Each of them will have some time-dependent 
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wave function fj(tj). Then the total amplitude for emission of a pion with 
energy-momentum (wI,kt) is given by 

Al = Lfj(tj)exp[i(ki . Xj - wItj)] (14.1) 
j 

The joint amplitude for emission of pions with energy-momentum vectors 
(Wt, k t ), t = 1,2, is then evidently given by the double sum 

A12 = Lfj(tj)exp(-ikIxj) Lft(tt)exp(-ik2Xt) (14.2) 
j t 

where we have used four-vector notation in the complex exponentials. 
We note that this corresponds to a totally symmetric amplitude. This is 
necessary because the pions are bosons. 

According to quantum mechanics the emission probability is propor­
tional to the square of the amplitude, P12 IX IAII2' i.e. 

P12 IX L exp(-ikIXj) exp(-ik2Xt) exp(ikIXi) exp(ik2Xk) 
i,j,ki 

(14.3) 

The basic idea in the HBT effect is to assume that the wave functions of 
the sources are wildly fluctuating so that there are only contributions to 
the sums above if 

j = i, t = k or j = k, t = i (14.4) 

This is called the chaotic limit and we then obtain, writing Pj = Ifjl2 for 
the source densities and exchanging the sums for integrals, 

PI2 ~ J dXjdxtpjpt[1 + exp(iq~x)] 
We have here introduced the notation 

q = k1-k2, ~x = -Xj +Xt 

The result is evidently that 

P = R2(O) (1 + IR(q)1 2) 
12 R2(O) 

in terms of the Fourier transform of the sources 

R(q) = J dxexp(iqx)p(x) 

(14.5) 

(14.6) 

(14.7) 

(14.8) 

If we calculate the one-particle yield in the same chaotic limit we obtain 

PI = '2;, exp(-ikIXj)exp(ik1Xi)fj(tj)f;(td ~ J dxp(x) = R(O) (14.9) 
IJ 
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and we note that R(O) is a real, positive number. We conclude that the 
normalised two-particle correlation function in this case will be 

C~BT = P12 = 1 + 1~(q)12 (14.10) 
P1 P2 

where ~ is the normalised Fourier transform of the source densities, 

~(q) = J p(x)dx exp(iqx) 
J p(x)dx 

(14.11) 

In this way we measure by means of the two-particle correlations some­
thing very similar to a form factor of the source. We conclude, just as we 
did for form factors, that the Fourier transform is sensitive to (-q2)-values 
larger than the inverse squared length scale of the source. In principle it 
should even be possible to deduce the detailed shape of the source by 
performing the inverse Fourier transform. However, there is not only the 
problem that we lack a knowledge of the phases; it is also a sad fact 
that it is difficult to obtain sufficiently precise experimental data to dis­
tinguish between even very different assumptions on the general shape of 
the source. 

The only thing upon which all experiments seem to agree is that there 
is one size-scale, of order 1 fm. There is no noticeable change in the HBT 
effect for larger values of _q2 than those corresponding to this scale. But it 
is not known whether there are in addition larger size-scales in space-time 
(i.e. smaller in energy-momentum space) because to see this we would 
need precise measurements down to very small relative energy-momentum 
vectors q. 

The HBT effect discussed above stems from the squaring of the (sym­
metrised) amplitude in Eq. (14.3) and the neglect of all contributions 
which do not fulfil the conditions in Eq. (14.4). Let us assume that the 
sums in Eq. (14.2) converge to a regular function F: 

A12 ~ J dXjf(xj)exp(-ik1Xj) J dx/ exp(-ik2X/)f(x/) ~ F(kt}F(k2). 

(14.12) 

Using the same arguments as before we find that the single rate is then 
IF(k)12 and the 'double' rate is IF(kt}1 2IF(k2)1 2. This means that in this 
case we simply obtain the result 

Ccoh - 1 12 - (14.13) 

without the second, chaotic, term which occurs in Eq. (14.10)! This second 
limit is called the totally coherent limit. The term 'coherent' has been 
introduced because this is the result if we use the coherent states in a 
field theory coupled to external sources (this case is considered in Chapter 
3). There the probability for emission of one or two quanta with given 
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energy-momenta depends only upon the square of the Fourier transform 
of the external current density. This corresponds to the source density 
discussed above. There are no chaotic phases in this case. 

In Chapter 6 we discussed a simple model for particle production, [39]. 
In that model the final-state particles stem from the application of an 
external current to the Schwinger model; then this particular coherent 
state is obtained as a description of the reaction of the quantised dipole 
density field. This led to early predictions that there should be no HBT 
effect in a simple particle-production process such as e+ e- annihilation. 
The fact that there is and that it can be explained within the Lund model 
is an explicit proof that there are basic dynamical differences between the 
Schwinger model with an external source and the Lund model. 

There has been intense theoretical discussion of whether the sources 
in high-energy particle physics are partially chaotic, meaning that we 
might have a scenario which is in between the chaotic HBT and the 
coherent-state results. We will not develop this discussion here; we refer 
the interested reader to the reviews [93]. 

Before we turn to the Lund model interpretation we will comment 
upon the effects arising when the production regions are in large relative 
motion, which they evidently are in the Lund model as well as in any 
other relativistically covariant multi particle production scenario. 

2 The effect of moving sources on the H BT effect 

The discussion of the HBT effect given above is sufficient for its application 
in astronomy where there are, very probably, many photon emission 
sources with (relative) chaotic phases. But they are all at rest or at least 
moving slowly with respect to each other. This is not the case for high­
energy multi particle production. 

In the Lund model we have learned that the particle production struc­
ture is that, in the mean, all particles are produced after a certain proper 
time in the local rest frame. Thus the particle production points are scat­
tered around a hyperbola in space-time t2 - x 2 = T2. The full particle 
production region has a large longitudinal extension, L '" )S/T<, for the 
production sources, although each vertex is governed by T. 

There is, however, also a strong correlation between the particle pro­
duction points x '" Y(V)T and the momentum p '" mvy(v), where we 
use the usual notation for velocity v and the Lorentz contraction fac­
tor y-l = ,Jl - v2. This means that particles from distant parts of the 
production region will typically exhibit large momentum differences. Con­
sequently the probability of finding particles from opposite ends of a 
two-jet event with momenta less than 1/ L (which is necessary to obtain 
significant interference effects) should be negligible. Therefore the length 
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scale measured by the HBT effect in this case is not L; it is instead the 
distance apart of production points for which the momentum distributions of 
the produced particles will still overlap. 

In order to get an estimate of the length scale inside which a particular 
source will deliver its final-state particles let us assume that we have a 
decay distribution which is completely isotropic in the rest frame of the 
source. We define the rapidity with respect to some axis. We will neglect 
the rest masses of the decay products, so that a particle produced along a 
direction at an angle () to the rapidity axis will have the rapidity 

y = ~ log (! ~ ~~) = log cot ~ (14.14) 

where we have used Pt = E cos (). Expressed in terms of this (pseudo)­
rapidity variable we find the isotropic angular distribution 

sin () d(}dcf> dcf>dy 1 
cosh2 y 

(14.15) 

The angle cf> is the azimuthal angle around the rapidity axis. Thus in 
this case a typical particle source will produce particles inside a rapidity 
region with a width around 0.7 rapidity units. We conclude that the 
particle distributions from sources moving with a rapidity difference .1y 
will overlap reasonably well as long as .1y ~ 1. 

Therefore this exercise shows that the HBT effect actually must cor­
respond to the measurement of a source size of the order of the local 
proper time scale, i.e. 1" ~ L. In particular the distributions should hardly 
look more elongated in the longitudinal than in the transverse direction 
with respect to the main axis and the measured distributions should be 
independent of the cms energies involved. 

3 The interference effect in the Lund model 

In Fig. 14.1 we exhibit again the breakup of the Lund string into many 
final-state yoyo-hadrons, which stem from the combination of q- and q­
particles from adjacent vertices. In the same figure we show (by a broken 
line) the production of the very same final state but in this case the two 
particles, denoted 1 and 2, have been interchanged. 

If these two particles are identical bosons then the amplitudes corre­
sponding to the two possibilies shown in Fig. 14.1 will interfere according 
to quantum mechanics. We have up to now considered only the proba­
bilities, and not the amplitudes, for the production processes in the Lund 
model. But, in connection with the discussion in Chapter 11 of the Wilson 
loop-integral analogy to the production process, we did provide a tentative 
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Fig. 14.1. The breakup situation when two identical bosons, 1 and 2, are produced 
in the Lund model together with an intermediate state I and a set of hadrons 
outside the regions between the points A and B. The distance between the centres 
of the yoyo-hadrons is shown by the dotted arrows. 

matrix element of the following form: 

A = exp(i~A), ~ = 1/2K + ib/2 (14.16) 

The area A is as usual the space-time region (in energy-momentum space 
units) swept out before the string breaks. Note that throughout we use the 
lightcone-metric area just as we did in the derivation of the Lund model 
fragmentation functions. This means that it is a factor of two larger than 
the 'true' area and we have corrected for this with the factor 1/2 in the 
real part of the parameter ~. 

We note in particular that the areas are not the same in the two cases. 
Thus for the configuration shown by solid lines in Fig. 14.1 we have 

an area A12 in the matrix element A 12 and for the one that includes 
the broken lines we have an area A21 in the matrix element A2l. The 
production of the state with two identical bosons 1 and 2 must then be 
described by the symmetrised matrix element 

A = A12 +A2l (14.17) 

From this we conclude that the probability will contain the factor 

with 

IAI2 = IA1212 + IA2112 + 2Re A~2A21 
= [exp(-bAn) + exp(-bA2dl (1 +.if) (14.18) 

.if = cOS(.1A/K) 
cosh(bM/2) 

(14.19) 
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These formulas are proved by straightforward algebra from the area law 
in Eq. (14.17). 

The result is evidently that we may obtain the final state either through 
the channel '12' or through the channel '21'. But the interference between 
the two situations will result in a multiplicative enhancement factor corre­
sponding to the term 1 + ye, which depends upon the area difference ~A 
between the two space-time breakups. This area difference will depend not 
only upon the two particles 1 and 2 but also upon the state produced in 
between, which we have denoted by I in the figure. We note that the area 
difference exactly vanishes if the energy momentum vectors P1 and P2 are 
equal but grows rapidly from zero with the mass of the state I. 

Before we provide formulas for ~A we note that if two identical charged 
pions are produced then it is necessary to have the state I in between 
in order to compensate the quantum numbers. Thus if 1,2 are positively 
charged pions then it is necessary to compensate by a state of nega­
tive charge, and vice versa if they are negatively charged pions. If two 
neutral pions are produced, however, then there is no such requirement. Con­
sequently in an ideal world where it would be just as possible to make 
measurements on neutral pions as on charged ones we would obtain by 
straightforward means a smaller area for the neutral pions in general, 
and the model could thus be easily checked. Up to now this has not 
been possible because it is very difficult to disentangle a signal from two 
neutral pions with sufficient precision. They each decay predominantly to 
a two-photon state, and it is very difficult to pick out four photons with 
sufficient precision in multi particle surroundings. 

We will provide two different formulas for the area difference ~A. The 
first one corresponds to an energy-momentum description: 

(14.20) 

in easily understood notation. This is the true area, i.e. without the use 
of the lightcone metric and relevant to the result in Eq. (14.19). We note 
that it will vanish when the energy-momentum vectors of the bosons are 
equal and that it will grow quickly with the intermediate-system mass. 

Another form that is interesting is obtained by rewriting ~A as 

(14.21) 

and it is easy to construct the space and time differences bx, M which will 
fulfil Eq. (14.21): 

S:t + P1 + P2 
Ku = PI 

2 

s: E E1 +E2 
KuX = I + 2 

(14.22) 
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These are the space-time difference vectors between the centres of the 
two-particle yoyos during the cycle when, according to the Lund model 
interpretation, they are produced. These points are indicated in the figure 
and we note that although they do not coincide in the two cases their 
difference vector is, of course, the same. 

With this interpretation of the area difference the result for the correla­
tion term :Yt' in Eq. (14.19) is in a very natural way related to the chaotic 
correlation r!4 which we obtained in Eq. (14.11); the phase difference 
between the two 'production points' occurs weighted by a denominator. 

We can also easily understand that this phase difference is, in the Lund 
string model, related to the fact that there must in general be something 
else produced in between the pair. This intermediate state, called I above, 
is needed in order to conserve the quantum numbers in the production 
process. In this interpretation the HBT effect measures the region inside 
which the quantum numbers of the production process are compensated. 

4 The introduction of transverse momentum 

Before we compare the model to the experimental data it is necessary to 
account for transverse momentum generation and for the fact that many 
particles are not directly produced but come from the decay of resonances. 

By means of the tunnelling mechanism described by WKB methods in 
Chapter 11 (cf. also Chapter 12), we should in the Lund model introduce 
the real factors 

exp[-n,ui)/(2K)] (14.23) 

in the matrix element at each production vertex. The quark-mass factors 
will be the same. But it is necessary to generate different transverse 
momenta for the two cases at the two vertices adjoining the state I, in 
order to obtain the same states. In order to see this we note that the 
transverse momentum kj generated at the vertex j can be expressed in 
terms of the transverse particle momenta p~ as 

(14.24) 

The sum runs over all particles from one end of the string to the production 
point of the given q or q. When the two particles are exchanged and there 
is a nonvanishing transverse momentum vector difference, P~l - P~2 =1= 0, 
then this will result in changes in the transverse momentum generated at 
the q and the q. 

This means that the denominator term in :Yt' from Eq. (14.19) will 
change as follows: 

cosh(bdA/2) ~ cosh(bdA/2 + b~) (14.25) 
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(jl. = nM2: k2) 
2K 
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and ~(2: k2)) means the necessary changes in the sum. Note that the 
numerator stems entirely from the imaginary phases. 

5 The resonance decay problems 

A much more involved problem is the treatment of the particles which 
stem from the decay of directly produced resonances. We will briefly 
discuss what one should expect from a phenomenological treatment of 
the resonances in terms of Breit-Wigner form factors. 

A decaying state with mass m must have in its own rest frame a wave 
function tp satisfying 

tp '" exp( -imt - tr /2) so that Itpl2 '" exp( -rt) (14.26) 

if we are to obtain the well-known exponential decay law with lifetime 
l/r. This means that such a state behaves as if it has a complex mass 
m - ir /2, which in the limit r ~ 0 corresponds to Feynman's prescription 
for the propagator, as described in Chapter 3. 

Accordingly, one describes the propagation of such a state as a solution 
of the Klein-Gordon (or any other relativistically covariant) equation with 
this mass value inserted. We start by assuming that the resonance will be 
produced at the space-time point XR == (tR, R) with a certain production 
amplitude f(XR). We further assume, for simplicity, that it will decay to a 
two-particle state with energy-momentum vectors (Wj, k j ), j = 1,2, at the 
space-time point Xl == (tl, rt). 

There will be a decay amplitude for this, which we obtain by a coherent 
sum over all space-time points for the wave functions. For simplicity we 
assume that the decay products are described by plane wave solutions. 
The amplitude for the propagation and decay is then 

M = J dxA(x), 

A(x) = f(XR)gR(t, r) exp[-i(klXl + k2Xt}] 
(14.27) 

Here X = Xl-XR == (t,r) and the (radially symmetric) propagation solution 
to the Klein-Gordon equation for the resonance is 

(14.28) 

According to the mass assumption above we have the following relation 
between the (complex) momentum kR and the energy WR of the decaying 
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resonance: 

k1 = (1)1- (m - ir /2)2 

The t-integral yields energy conservation, 

(14.29) 

(14.30) 

and the angular integral over dO., in the space differential d3r = r2drdo., 
will yield for the decay-product plane waves 

J do.exp[-i(k1 +k2)· r] = J dcpd8sin8exp(-ilkl +k2Ircos8) 

Ikl :nk2lr sin(lk l + k2lr) (14.31) 

Finally the integral over r, now combined with Eq. (14.31), will be pro­
portional to 

(1)1- (m - ir /2)2 - (k1 + k2)2 
1 

Mr2 - (m - ir /2)2 
(14.32) 

This is the well-known Breit-Wigner form factor, which relates the squared 
mass of the final two-particle state, Mr2 = (kl + k2)2, to the complex mass 
of the decaying resonance. We have used the relations in Eqs. (14.29) and 
(14.30) in the last two lines and have left out a set of constant factors 
along the way, together with the remaining production amplitude factor 
!(XR) exp[-i(k1 + k2)XR]. 

There is evidently a close relationship between the Breit-Wigner dis­
tribution and the Feynman propagator in energy-momentum space. This 
means that the distribution in mass for the final-state particles will be 
proportional to IMI2 and thus to 

1 
(14.33) 

(Mr2 - m2 + r2/4)2 + m2r2 

When we consider the correlation between a pion stemming from this 
kind of decay and one stemming from direct production it is necessary 
to symmetrise the wave functions etc. Bowler, [35], has done this for us 
and for the details we refer to his treatment of both this and a number of 
other final-state corrections to the RBT effect. 

The result of such considerations is that if we have a 'spectator state' 
from the resonance decay, which with Bowler's notation we will call 3, 
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together with two interfering bosons 1 and 2 then if the width of the 
resonance r in the formula above fulfils 

r < IM13 - M231 (14.34) 

the interference effects will vanish. There is consequently no HBT enhance­
ment effect for the decay products from sufficiently long-lived resonances. 
The question is then what we mean by 'long-lived'. To ascertain this, we 
investigated three different situations in [22], where the original Lund 
interpretation occurs. 

1 Only charged or neutral pions are produced within the Lund model 
scenario. This is evidently not in accordance with the experimental 
observations for e+ e- annihilation reactions but it does actually 
provide a reasonably good description of many features of the final 
states. 

2 There is the usual mixture in the Lund model of stable and un­
stable particles, including strange particles and baryons. The matrix 
elements are in each case evaluated for the stable final particles, 
ignoring the fact that some of them come from resonances. 

3 The decay products of a resonance with four-vector energy­
momentum k, mass m and width r are allowed to contribute to 
the HBT effect only if kq ~ mr. Here q is the the four-momentum 
difference vector. 

In [22] we compared the data from the TPC collaboration at SLAC-PEP 
to three different cases obtained by a Monte Carlo simulation of the Lund 
model predictions, with a weighting of each event by the factor 1 + .Yf in 
Eq. (14.19). It was found, firstly, that cases 1 and 2 above coincided with 
each other from all practical points of view and also with the data. It 
turns out that the results are essentially only sensitive to the numerator in 
.Yf, i.e. there is a quick falloff in the cosine function for K :::::::: 0.2-0.3 GeV2, 
which we have been using in the Lund model. The hyperbolic cosine in 
the denominator only takes over after the cosine function has gone down 
to zero. The reason for this is that the b-parameter in the Lund model is 
essentially smaller than the scale provided by K. 

Case 3 is, however, very far from the data and the predicted HBT effect 
is very small. There are, according to the Particle Data Group tables, a 
set of long-lived resonances which may affect the results. Bowler, [34], 
has shown that the major problem is actually the rate of produced 1'/'­
mesons in the Lund model. Remember that in Chapter 12 we have already 
presented some problems related to the rate of the 1'/'-particles in the Lund 
model. 
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Bowler found that around 40% of the like-sign pion pairs which come 
out with Q-values (Q2 = _q2) below 0.2 GeV stem from 11' -decays. Further, 
the pions from other decays of long-lived resonances do not in general 
populate this region at all. This means that at the q-value range, where 
it matters, the long-lived 11' -decay products really playa very large role. 
Bowler then questions the Lund rate of 11' -production and as we mentioned 
in Chapter 12 the model predictions may well be wrong. Bowler finds that 
if there were a strong suppression of 11' -particles in the production process 
and if instead the observed pions were directly produced then almost the 
same HBT effect as for the cases 1, 2 above is also predicted in case 3. 

14.3 The polarisation effects in the Lund model 

1 The dynamical idea 

We will start with a semi-classical explanation for the existence of a large 
polarisation effect in the Lund model. We consider the production of a 
qq-pair at a vertex and assume that the particles each have mass m and 
are tunnelling out with compensating transverse momenta ±kt . 

In order to conserve the energy they will appear on the mass shell at the 

relative distance 21 = 2mt/K, where mt = Jm2 + k;, as we have discussed 
several times before. In this way both the energy and the momentum are 
conserved. But the angular momentum is not conserved. 

From Fig. 14.2 we immediately conclude that the orbital angular mo­
mentum of the pair state is equal to 

L = 2ktl = 2ktmt (14.35) 
K 

in the direction along a unit vector determined by the vector product 
1 x k t ; the direction of the force field, I, is then defined to go from the 
produced q to the q, q having the transverse momentum k t . 

The size of L can by the usual tunnelling formulas be estimated from 
Eq. (14.35) to be very close to unity for an average transverse momentum 
size. Therefore the effect cannot be small for this average situation. It 
is also reasonable to assume that the force field, unless there are local 
excitations, should contain no angular momentum. So, the only way in 
which this increase in the orbital angular momentum can be compensated 
is if the combined spin of the produced pair S equals 1 (they are spin 1/2 
particles) and if the transverse component of S is oppositely directed to 
the vector L. 

This means in spectroscopical notation that such pairs are produced 
in a state with the assignment 3 Po, meaning that a triplet spin state 
S = 1 combines with an orbital angular momentum state L = 1 to give 
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Fig. 14.2. A qq-pair is produced with oppositely directed transverse momenta at 
a typical distance for a force field with finite energy density K. The vector L points 
transversely outwards while the compensating spin vectors s[, S2 point inwards. 

a state with total angular momentum J = O. It turns out that owing to 
the intrinsic parity of the qq-pair (which results in pseudoscalar spin 0 
mesons) this state exactly corresponds to the quantum numbers of the 
vacuum (L = 1 states have negative parity). 

The model also contains, however, predictions for the relative spin 
direction from a knowledge of the force field direction and the transverse 
momentum of the q or q with respect to the field. We will later show the 
consequences in connection with A-polarisation in a baryon fragmentation 
regIOn. 

2 The corresponding situation in QED 

It is of some interest to note that there will be a very different result for 
the production of an e+ e- -pair in an external electric field. 

To see this we assume that we have exactly the same production situation 
in QED as the one described above; let us also for the sake of argument 
assume that the pair will be polarised in the same way as above. Then in 
QED this polarisation will not be conserved. 

The reason is that when the charges separate in the external field with 
momenta transverse to the field direction, see Fig. 14.3, then each of the 
charged particles will be accelerated along the electric field. But they will 
also cross the electric field lines, which means basically that there will 
be a torque working on the spin of the particles. Therefore the field will 
quickly take back the possible spin and kill the polarisation effects. 

In order to discuss this effect in detail we consider the equation of 
motion for a spin vector in the particle's rest frame. In this frame the 
field, which was a constant electric field in the frame where the particle 
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-e~ 

Fig. 14.3. The motions of an oppositely charged ±e pair in an external field if. 

was produced, is not purely electric. (The following discussion partly uses 
arguments from Jackson's book.) 

The effect was noticeable for the fields we exhibited in a moving frame 
in connection with the method of virtual quanta in Chapter 2. There we 
found that a magnetic field was induced: 

f!lJ = -v x tK (14.36) 

and this is true in general ignoring correction terms of order v2. Here also 
in the rest frame of the electron there is an induced magnetic field of this 
size. 

A particle with spin s also has a magnetic moment I' proportional to 
the spin vector: 

ge 
1'= -s 

2m 
(14.37) 

with the g-factor (as normal for a Dirac particle) equal to 2. (We will in 
the next section find the Thomas-precession correction to this result.) 

Therefore there is an equation of motion for the spin 

ds 
dt = -I' x f!lJ (14.38) 

which corresponds to an extra term in the hamiltonian 

H' = -I' . f!lJ = I' . (v x tK) (14.39) 

This means that in order to minimise the energy, the magnetic moment 
and therefore also the spin should be directed oppositely to v x tK. 

This is exactly the opposite result to that obtained from the simple model 
described above. There we required that the spin should be oppositely 
directed to the 'produced' orbital angular momentum, which is directed 
along the direction I x k oc tK x v. 
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(a) (b) 

Fig. 14.4. The motion of a particle attached to a string (a) before and (b) after 
a boost to the rest system of the string piece adjoining the endpoint. 

In the Lund model, however, there will be no such effect in a confined 
string situation. If we go back to the (admittedly classical) picture of the 
transverse motion of a particle attached to a string in Chapter 12 then we 
may utilise a frame in which the adjoining string piece is at rest, see Fig. 
14.4. 

This means that we are boosting in the transverse direction of the string 
piece, along the angle n/4 in Fig. 14.4(a), with velocity v = cos(n/4) = 

1/ -Ii. In this frame we will find that the endpoint particle is simply 
moving outwards along a straight string, i.e. there is always only a color 
electric field acting on the particle. Therefore in a confined scenario of the 
Lund model type we do not have the torque on the spin discussed above. 

This is actually the reason why we did not present calculations of how 
spin 1/2 particles would tunnel out of a confining force field. For particles 
with spin it is not sufficient to choose a potential that describes a purely 
electrostatic external field if we want to account for the relation between 
the force field and the particle in a confining situation. It is necessary to 
define a more general potential in such a way that in the rest frame of the 
particle the field is electrostatic. 

3 The Thomas-precession effect and a different model 

The result in Eq. (14.39) is actually identical to the so-called spin-orbit 
coupling in spectroscopy. For that case we write the following formula for 
the electric field in an atom as 

rdV 
e$=--­

r dr 
(14.40) 

in terms of a spherically symmetric potential V(r). This means that the 
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spin-dependent term in the hamiltonian is 

--.Ls . (r x mY)! dV = --.Ls . L (! dV) 
2m2 r dr 2m2 r dr 

(14.41 ) 

The only problem is that the g-factor according to all experimental ob­
servations should equal 1 and not 2 as suggested by Uhlenbeck and 
Goudsmit. The puzzle was solved by Thomas, who pointed out that there 
is a subtle relativistic effect when a spinning particle is accelerated. The 
effect comes very nicely out of the relativistically covariant description of 
a spinning particle in the Dirac equation. 

We will not derive the Thomas effect in detail because we would then 
need an extensive formalism for (3 + l)-dimensional Lorentz transforma­
tions. It is done in Jackson's book and we refer readers interested in the 
details to this. It is, however, a purely kinematical effect. The spinning 
particle may, in its own rest frame, have any spin vector direction. For the 
observer who is accelerated with respect to this rest frame there will be a 
bias in the direction of the coordinate system in the rest frame relative to 
that in the observer's frame. 

Suppose that the observer adjusts his coordinate axes to coincide with 
those in the particle's rest frame at a time, t, when the particle has a 
certain velocity v(t). Then after a moment dt the particle will have the 
velocity v(t + dt) = v(t) + dv. 

Therefore when the observer compares the axes after the time increment 
dt he will have to make a Lorentz boost along the new direction. As we 
have said in Chapter 2, Lorentz boosts in different directions do not 
commute. In other words L(v)L(dv) =1= L(v + dv), where L is the boost 
operator, unless v and dv are parallel. 

Consequently, the coordinate axis, and also the spin direction in the rest 
frame, will seem for the external observer to be rotating at a rate given 
by the Thomas angular velocity: 

y2 dv 
QT = --- X v 

1 + y dt 
(14.42) 

In the nonrelativistic approximation y = 1, which is relevant for an 
electron in an atom (an atomic electron moves with an average velocity 
equal to ('J. c:::: 1/137 ~ 1) the acceleration will be given by the force in Eq. 
(14.40) and therefore the angular velocity will be 

Q T = -1 L (! dV) (14.43) 
2m2 r dr 

which will give an effective hamiltonian term equal to 

HT = QT' S = -1 s. L (! dV) 
2m2 r dr 

(14.44) 
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This is of the same type as the spin-orbit coupling and together they will 
change the effective g-factor to g - 1, i.e. to the observed value. 

In this way it is possible to obtain a spin effect that stems from the 
acceleration of the particle in a direction not parallel to its momentum 
vector k. Thus if we imagine that after it has been produced the particle is 
accelerated along the force field direction I then there should be a Thomas 
precession effect with an effective hamiltonian 

H~ = hs . (l x k) (14.45) 

Here h is a positive-definite coupling constant equal to the force. 
Now we do have a favorable situation for the particle to choose its spin 

in the direction opposite to the vector I x k = I X kt, which is exactly in 
accordance with the prediction of the simple Lund polarisation model. 
In this case it would be the final-state interaction, i.e. the acceleration of 
the particle into the the final hadronic state, which would produce the 
polarisation effect, rather than the pair production mechanism, as in the 
Lund model explanation. 

It may seem like magic, because there is really no force on the spin 
itself. It is instead an observational bias that produces the effect. It has 
nevertheless been suggested as a possible model to explain polarisation 
effects in hadronic production processes, [50]. 

4 The observable consequences 

It is possible to make a large number of predictions from the simple model 
we discussed in subsection 1. We will be content, however, to discuss the 
results for A-particle polarisation in a baryon fragmentation region. The 
A-particle is, in some sense, one of the very few unqualified gifts which 
Nature has bestowed upon high-energy physicists, at least those interested 
in polarisation physics. Almost every other tool for observation contains 
very many complications. The reasons why the A is so nice are two-fold. 

Firstly the A-particle decays via weak interactions to a nucleon and 
a pion. Weak interactions do not conserve parity. Consequently the A, 
through its decay, exhibits an asymmetry in the distribution of the angle 
between the nucleon and the pion which is directly related to its spin 
direction. And this asymmetry is large! 

Secondly, the structure of a A-particle is rather simple. It can be de­
scribed essentially as a state composed of a diquark (ud)o, the index ° 
denoting that the pair has spin and isospin equal to 0, and an s-quark. 
From this structure we conclude that it is the spin of the s-quark which 
determines the spin of the A-particle. 

Thus the observation of A-polarisation reveals the direction of the s­
quark's polarisation. If a A-particle is observed with a large fractional 
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energy-momentum in the fragmentation region of a proton then it is most 
probably composed of a (ud)o diquark stemming from the original proton 
and a produced s-quark. If we imagine that the s-quark has been pro­
duced according to the Lund model prescription backwards along a string 
adjoining the (ud)o diquark (cf. the discussion of baryon fragmentation 
in Chapter 20) then the model of subsection 1 can be applied. It is only 
necessary to relate the transverse momentum of the produced s-quark to 
the transverse momentum of the observed A. 

In the original paper, [9], we made two assumptions. The first was that 
the polarisation f!}J of the produced s-quark will increase with the orbital 
angular momentum L of the ss-pair and we chose the simple relation 

f!}J = _L_ 
L+f3 

(14.46) 

with the parameter f3 ,...", 1-2. We further assumed that both the original 
diquark (ud)o and the produced s-quark had gaussian distributions of 
their transverse momenta, with widths {lqq and {lq, respectively. For the 
s-quark this can be justified from the tunnelling mechanism and for the 
diquark from the Fermi motion in the original baryon state. 

This assumption means that the correlation between the momentum of 
the final-state A-particle, Pt, and that of the s-quark, kt, will be 

( Pt ) {l~ 
kt . -I 1 = 2 + 2 Ipt 1 Pt {lq {lqq 

(14.47) 

The resulting polarisation for the A-particle then agrees very well with the 
results of the ISR-data, see [9] and [58]. 

There must be corrections to the results for smaller values of the 
fragmentation variable z, i.e. the fraction of the original baryon energy­
momentum carried by the A-particle. There are a set of possible channels 
that produce a A-particle in a baryon fragmentation region, according to 
the Lund model, cf. Chapter 20. It is then possible to predict the behaviour 
of the polarisation also for smaller values of the ratio z (or the Feynman 
variable XF) in the fragmentation region of the proton and also to use the 
same mechanism for other hyperons, i.e. strange baryons. 

The resulting predictions have been repeatedly confirmed. It is interest­
ing that the polarisation effects are also found in states of a diffractive 
nature, [106]. Whether the dynamical mechanism for producing polarisa­
tion is the one proposed in the Lund model, i.e. the produced states come 
out with polarisation, or whether it is an effect of final-state Thomas 
precession is a question that we must leave open until more data on 
resonance hyperon polarisation become available. 
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15 
The Lund gluon model, its 

kinematics and decay properties 

15.1 Introduction 

In this chapter we consider the way in which gluons are introduced into 
the Lund string fragmentation model, [7], [18], [104]. They are treated as 
internal excitations on the massless relativistic string (the MRS) similar to 
a sudden 'hammer hit' on an ordinary classical string. Thus they will be 
initially well localised in space-time. But we will find that they quickly 
disperse their energy-momentum to the surrounding string. This property 
means that the gluon excitation disappears and reappears periodically as a 
localised energy-momentum-carrying entity during the string cycle. 

We will start as usual with a classical mechanics scenario and study 
some simple modes of motion of the MRS in order to get acquainted with 
the notion of an internal excitation. We start with the mode which has 
acquired the poetical name of 'the dance of the butterfly'. It certainly does 
exhibit the grace and the beauty that goes with this name. After a brief 
snapshot description of the appearance of this mode in space coordinates 
we proceed to a description in space-time. This will lead us to the general 
equations of motion for the MRS and to an understanding of the way the 
string is built up in terms of moving wave fronts. 

After that we consider more complex modes, although there is no reason 
to go into too many details. The intention is simply to provide a sufficient 
understanding of the basics in this kind of string motion in order to make 
it possible to understand the way a string which has aquired a bend will 
fragment. 

One property which is both useful and rather easily understood is the 
fact that the space-time surface spanned by the string is a minimal surface. 
We will spend some time considering this notion. We will also stress 
the notion of infrared stability, which is closely related to the minimal 
surface properties. This means that a small disturbance, such as a small or 
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collinear gluon excitation, does not change the string surface more than 
in a correspondingly small and local way. 

After a brief description of the way fragmentation is handled (the whole 
process is a direct generalisation of the way a 'straight' string decays) we 
will turn to the consequences. We consider the correspondence in the 
bent string to the mean hyperbola decay, which was typical for the simple 
straight qq-string in Chapter 9. We will find a noticeable similarity between 
the (1 + I)-dimensional scenario and the multidimensional twistings and 
bends of the general string state. 

In particular it is possible to generalise the rapidity variable for the sim­
ple straight string to a new variable which we have called A in [48]. After 
we have introduced the cross section for gluon emission in Chapters 16 
and 17 we will show how to calculate in an analytic form the properties of 
the A-distribution and related variables. These distributions are governed 
by irregularities related to the so-called anomalous dimensions of QCD. 

Within this pictorial scenario of gluon emission in the Lund model it 
is easy to understand both the increase in the multiplicity and the local 
properties of transverse flows. We will continue with a few remarks on 
heavy quarkonia decays. States such as the J /'P and 1 can, owing to their 
quantum numbers, decay only into three (or more) gluon final states. Such 
states are described in the Lund model by means of closed strings, the 
gluon excitations pulling out the string. Therefore there are differences 
between the decay of such a quarkonia state and that of a corresponding 
state with almost the same mass but outside the resonance (referred to 
as 'in the continuum'). We will explain the reason why there are more 
particles produced at the resonance, with its closed string state, than in 
the continuum with an open-ended string ending on a qq-state. 

15.2 The dance of the butterfly 

1 Snapshots of the motion 

In this section we will use some of the results from earlier investigations 
of string motion (cf. Chapter 6), in particular local energy-momentum 
conservation due to causality (cf. also Chapter 12). We consider the 
situation depicted in Fig. 15.1, where at the start the two endpoint particles 
q and q both have momentum kl.. along the same direction transverse to 
the connecting (straight) string (length 21;;::: 2kl../K). As before we describe 
the ensuing motion in terms of a few snapshots in time. 

A After a time (jt both endpoints have moved outwards in a straight 
line, in the same way as for the motion described in Chapter 12 
(in that case only one endpoint moved transversely). There are two 
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string segments, starting out with velocities v = cos(n/4) = 1/ -/2, as 
indicated in Fig. 15.1. These have energies 2Kbt, transverse momenta 
Kbt upwards and compensating longitudinal momenta ±Kbt. 

The endpoints have each lost Kbt in energy and transverse momenta 
and the remaining straight string is also 2bt shorter. In this way we 
account for all the available energy-momentum just as in Chapter 
12. This part of the motion will continue until all the original energy 
and transverse momenta of the q and q have been used up. 

B After that the q and Zj will start to move towards each other, each 
gaining energy and (oppositely directed) momentum at a rate of 
K. The two connecting string segments continue inwards as two 
fronts, each with energy 2kJ.. and transverse momentum kJ.., and with 
longitudinal momenta ±kJ.. respectively. 

During this phase they serve as 'transporters' of energy-momentum 
to the two endpoints. More precisely they pick up energy from the 
remaining straight string piece, thereby gaining energy at the lower 
end and losing it to the endpoint particles at the upper end. This 
part of the motion continues until the fronts meet at a time t = 1 
and it again coincides with the results of Chapter 12. 

The next part of the motion is, however, both surprising and beautiful. 

C After a time bt the meeting point of the fronts has, for purely 
geometrical reasons, moved upwards by a distance bt and each front 
is now bt-/2 shorter. Therefore each front has lost energy 2Kbt, 
transverse momentum Kbt and longitudinal momentum ±Kbt. The 
two endpoint particles have gained energies Kbt and longitudinal 
momenta ±Kbt (i.e. the joint longitudinal momentum loss vanishes). 

The remaining energy and transverse momentum 2Kbt are gathered at 
the meeting point of the fronts. This point has moved upwards with 
the velocity of light (i.e. the same velocity as the endpoints) and is 
evidently gaining energy-momentum at a rate 2K! This part of the 
motion will continue until the two endpoints q, Zj and the internal 
excitation, called g, meet at a transverse distance kJ../K from the 
starting position of the system. 

D After another time period bt, the q and Zj have passed each other 
and are now at a distance 2bt and moving outwards. The g continues 
upwards and there are two new string segments connecting the three 
particles. Each segment moves with velocity v = 1/ -/2, as indicated 
in Fig. 15.1, and therefore has energy 2Kbt, transverse momentum 
Kbt and longitudinal momentum ±Kbt. 
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Fig. 15.1. The butterfly-dance mode of the MRS with the velocity v of the string 
segments and the different situations described in the text exhibited. The quark 
(antiquark) is denoted as an open (solid) circle and the gluon when it appears as 
grey. The arrows denote the directions of motion of the particles and the string 
segment fronts and the orbits of the quark and antiquark are shown as dotted. 

The q and q have each lost the energy Kf>t and the longitudinal 
momentum component Kf>t. The remaining energy and momenta in 
the moving string segments stem from the internal g-excitation, which 
has lost 2Kf>t both in energy and transverse momentum (it is useful for 
the reader to calculate the amount of energy-momentum in the fronts 
and thereby the amount which must stem from the g-excitation). 

The internal excitation, the g, is evidently connected to the string in the 
same way as the q and the q, except that the string tension acts with a 
force 2K on the g. This can be understood intuitively from the fact that 
there are two connecting segments to the g and only one to each of the 
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q and q; we will see this property in more detail later. The g-excitation 
encountered in this way evidently has particle properties, i.e. it carries 
energy-momentum in a local way and in the Lund model it is used as a 
model for a gluon, just as the energy-momentum-carrying endpoints are 
used as models for a quark and an antiquark. 

The motion described under A-C above takes a time 1 + k.llK and 
corresponds to a quarter of the full cycle of the butterfly dance. The 
motion following this is depicted in Fig. 15.1 for the next quarter-cycle 
also. It can easily be extrapolated from what we already know. After half 
a cycle we are back in the starting situation except that the q and q have 
changed places. It takes another half period before they are back in their 
original positions. 

We note that the total energy E is 2KI + 2k.l and the total momentum 
P is 2k.l and is transversely directed. The total period of motion before 
we are back in the starting position is therefore, as usual, 2EIK and 
we also note that the system has moved a distance 2P IK during this 
period. 

The g-particle is evidently only present as a point particle during 4k.llK 
of the full period. During the remaining time, 41, it has been transformed 
into two inward- or outward-moving fronts on the string. This is, of course, 
also the way any excitation on an ordinary rubber band will perform (try 
it on your kitchen table, which hopefully will have little friction, with a 
real rubber band !). 

In order to exhibit the Lorentz covariance of this picture we describe 
in Fig. 15.2 how the motion will appear in a different frame, in this case 
the ems of the system. It is again perfectly feasible to trace the motion 
using the same simple rules of local energy-momentum conservation as 
we have used repeatedly. The reader is encouraged to carry through the 
calculations in order to see the details. 

2 The space-time picture 

We will next provide a picture of the Lund gluon model in space-time. We 
use the notion of a light ray to describe a lightlike direction in space-time, 
e.g. the direction of the energy-momentum of one of the partons. We will 
also 'use lightcone distance to refer to the distance such a massless parton 
will move before it changes direction. 

In Fig. 15.3 we show at the top the situation at the time of meeting 
of the three particles. This corresponds to a quarter-period after the 
start, in the description of Fig. 15.1. The subsequent motion is then 
considered in the ems and is therefore a space-time version of Fig. 15.2. 
The two endpoints move outwards along their lightcones and the string 
at first consists of two segments moving between the light rays of qg 
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Fig. 15.2. The butterfly mode in the cms, using the same conditions and notation 
as in Fig. 15.1. The actual orbits of the quark (open circles), the antiquark (solid 
circles) and the gluon (grey circles), whenever it appears, are shown in the last 
combined picture. 

and gq, respectively. In this way the string is spanned via the g's light 
ray. 

When the gluon has disappeared, the two segment fronts continue and 
there is a straight (although, in this frame, moving) string part connecting 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


15.2 The dance of the butterfly 275 

- k g 

q 

Fig. 15.3. The butterfly mode in space-time. The sets of parallel solid lines show 
the string at different times, the energy-momentum-carrying excitations move 
along the outer solid lines and the bends along the broken lines. 

the fronts (see Fig. 15.2). Note that the bends between the flat part and the 
moving fronts of the string move along light rays parallel to the original 
directions of the q or 71. 

Halfway through this (half-)period the string is totally straight. The two 
endpoints continue along the original direction of the g and then again 
two new string wave fronts are produced, which this time move inwards. 
The bends between the fronts and the remaining straight string again 
move along the lightcone directions determined by the original light rays 
of the q and 71. When the two fronts meet, the gluon reappears and the 
three particles approach each other, meet and separate again. During the 
motion the string evidently spans a surface in space-time and we will next 
consider some of the properties of this region. 

We firstly note that all its characteristics are determined by the three 
lightcone distances contained in the three original excitations. In particular 
the right-hand, i.e. q-side, boundary line is obtained by adding in turn the 
energy-momenta kq, kg and kq of the particles q, g and q (divided by 
K, of course, but for the moment we will put K = 1). Remember that 
the g loses twice the amount of energy-momentum per unit time to the 
adjoining string compared to the q and 71. Therefore the originallightcone 
distance indicated in Fig. 15.3 by g actually corresponds to half its energy­
momentum, kg. The lightcone distances that the q and 71 move, after using 
up their original energy-momentum, correspond to the true size of g's 
energy-momentum. 

Thus the first conclusion is that the boundary line, which corresponds 
to the motion of the q, is given by kq + kg + kq, while the corresponding 
boundary line for the 71 is kq + kg + kq. We will soon find that there is a 
direct generalisation of this property to more complex string motions. In 
particular, everything q does is done in the opposite order by 71. 

The corresponding conclusion for the g is that we may describe it either 
in terms of the motion of the right front's bend (i.e. that closer to q) or 
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the left front's bend; cf. the figure. The paths are kg /2 + kq + kq + kg /2 or 
kg/2 + kq + kq + kg/2 respectively; these are the same space-time orbits as 
for the q and q except that they are displaced in space-time. It is again 
possible to generalise this result. 

To that end we define a four-vector-valued function A( 0, called the 
directrix, with the following properties (eq, eg, eq correspond to the energies 
of the three particles) 

I If 0 < ~ :::; eq, then A(O = kq(~/eq). 

II If eq < ~ :::; eq + eg, then A(O = kq + kg(~ - eq)/eg. 

III If eq +eg < ~ :::; eq +eg +eq, then A(~) = kq +kg +kq(~ -eq -eg)/eq. 

IV A(~) = -A(-n 

V A(2E +~) = A(~) + 2(kq + kg + kq), with E = eq + eg + eq. 

The orbit of the q, i.e. what we have referred to as the right-hand 
boundary line, is then A(t) and the corresponding orbit for the q is 
[A(t + E) + A(t - E)]/2 (this should be checked by the reader). It is less 
easy to convince oneself that the orbit of the right-hand bend discussed 
above is given by [A(t + eq) + A(t - eq)]/2 and that of the corresponding 
left-hand bend is [A(t + E - eq) + A(t - (E - eq)]/2. But it is worth doing 
because this is the general behaviour of any point on the string. We 
learned at the very beginning that the string does not conserve its length 
(nor does any rubber band on your kitchen table!). Therefore the points 
on the string cannot be characterised in terms of their space position only. 
But it is possible to characterise a point fully by means of the amount 
of energy possessed by the string to its right (i.e. towards the q-side) or 
equivalently to its left and we will now proceed to give a description of 
general string motion using this approach. 

The result of this exercise also explains why the motion is periodically 
simple and in particular why a combined translation 2E/K in time and an 
accompanying 2P /K in space always brings the string system back to the 
same situation. 

15.3 The general description of string motion 

1 The equations and their solutions 

As we saw above, a point on a string will be characterised by means of 
the amount of energy available between the point and the q-endpoint. We 
call this parameter (J and we write X((J, t) for the space position of the 
point and eq(t) for the q-particle energy at time t. 
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A formula for a is given by the integral along the string of the energy 

l X(T,t) 

a = Kdly(v1.) + eq(t) (15.1) 
Xq(t) 

where y(v1.) as usual is 1/ Jl- vi. 
The transverse velocity is denoted v 1. and the string tension T. The 

tension is everywhere directed along the string tangent oX/oa and it 
should, when the string piece considered is at rest, have the size K. From 
this it is evident that we must have 

oX v2 oX = T (15.2) at = V1., '~oa 

There will be two extra conditions stemming from our choice of parametri­
sation, and from the fact that the string has no longitudinal degrees of 
freedom so that the velocity and the tension must be orthogonal. From a 
variation for fixed t of Eq. (15.1) we obtain 

da = KldXI (15.3) 

Jl- vi 
This result contains an evident connection between the length of the 
tension vector ITI and the velocity. We have actually encountered and 
discussed this condition before. It can be expressed as in Chapter 6 as the 
result of time dilation. In this way we obtain the two conditions 

T2 
T·v1. =0, 2 +vi = 1 (15.4) 

K 

Next we note that the momentum carried by a small energy 'grain' da is 
dp = dav1. (remember that dp/de = v for an on-shell particle). Therefore 
the change in momentum with time for this energy grain is given by 

d(dp) a2x a2x 
----;[t = T(a + da) - T(a) => da ot2 = daK2 oa2 (15.5) 

Thus we obtain (after division by da) the usual wave equation for the 
motion of the points on a string (i.e. in the limit when the energy­
momentum grains referred to above become infinitesimal). We therefore 
conclude that the general solution must be 

X(a, t) = ! [B(t + a /K) + C(t - a /K)] (15.6) 

where Band C are two arbitrary vector-valued functions. This solution 
corresponds to two moving fronts and we will now consider suitable 
boundary conditions to determine them. These conditions are simple in 
this case because we note that for an open string with endpoints the tension 
of the string must vanish at the endpoints. Therefore for a = ° and a = E, 
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E being the total string system energy, we must have 

K20X = 0 o(J 

Expressed in terms of B, C this means 

)](t) = C(t), )](t + ElK) = C(t - ElK) 

(15.7) 

(15.8) 

where the dots indicate derivatives. The two equations can be readily 
integrated and we may write 

B = C, B(t + 2EIK) = B(t) + 2PIK (15.9) 

Therefore the general solution can be expressed in terms of a single 
function B: 

X«(J, t) = HB(t + (J IK) + B(t - (J IK)] (15.10) 

with the requirement that B should be periodic, with a constant translation 
2P I K over the period 2E I K. In particular we note that the q-endpoint 
moves along the function X(O, t) = B(t) and the q along X(E, t) = [B(t + 
ElK) + B(t - EIK)]/2. 

The conditions in Eq. (15.4) mean that 

)]2 = 1 (15.11) 

i.e. the endpoints always move with the velocity of light. 
We have in this way obtained a complete description of any string with 

endpoints. In particular we find that the results for the simple qgq-state 
described in the earlier section is true for all points on the string. The 
directrix function A defined there evidently coincides with the four-vector 
(~,B(~)). (The result is easily generalisable to a string with many gluons 
and this is a useful exercise. We wi11later discuss an example with two 
gluons.) The condition IV on the directrix A is, however, peculiar to a 
string which passes through a single space-time point, i.e. the point where 
the three particles start out. 

We will end this section with a few considerations on the energy­
momentum content of a string region. We note the relation used above 
for the energy grains, dp = d(Jv.1. From this we may by introducing our 
solution calculate the total momentum flowing across a spacelike surface 
in the region ABCD, depicted in space-time in Fig. 15.4. 

The region is limited by the two sets of curves t - (J and t + (J equal 
to constants (K = 1 again for simplicity). The parameter values are for A 
(t, (Jll, for B (t, (J2) and for the pair CD the 'earlier' and 'later' crossing 
points. 

Then we obtain by integrating out the energy-momentum content in 
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D 
t + 0" = const 

t - 0" = const 

A B 

c 

Fig. 15.4. The points A and B are at a spacelike distance (we choose equal times) 
and there is a region spanned by them and the points C (earlier) and D (later), 
which is the causal dependence region. 

between A and B at the fixed time t, 

rB ax 
PAB = JA daat" 

= ! [X(t + (2) + X(t - ad - X(t - (2) - X(t + ad] 
= XD -xc (15.12) 

Thus the difference vector between two points on the string surface is 
directly given by the energy-momentum that flows inside the causal depen­
dence region. This result was freely used in the (1 + I)-dimensional model, 
where the lightcone directions coincided with the parameter curves t ± a 
(a useful exercise is to find the directrix for the description of a straight 
qq-string). Equation (15.12) means that this result is also true for a general 
string surface if we use the causal dependence region. 

It is in the same way possible to calculate the energy-momentum that 
will flow across a timelike curve between the points C, D (note that these 
points have the same value of a): 

J: dtT = XB -XA (15.13) 

This is the result first pointed out by Artru, [25], cf. Chapter 9: the 
momentum transfer between a group of particles moving to the left with 
respect to a particular breakup vertex and one moving to the right is given 
by the variable r. This variable also corresponds directly to the proper 
time, in this case between C and D. 
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Fig. 15.5. The solid lines show how the q-side grains move, thereby translating 
the original energy-momentum kq of the q leftwards across the space-time surface. 

Fig. 15.6. The two sets of g-grains moving apart, thereby translating half of the 
original energy-momentum kg in each direction across the space-time surface. 

2 The space-time surface of a qgq-state 

We now return to the butterfly-state motion to consider the space-time 
surface in the light of what we learned from the general behaviour of the 
MRS in the last subsection. The two wave fronts described by the directrix 
can be thought of as a (continuous) stream of energy grains moving to 
the left (from the q-side) and to the right (from the q-side). They move 
throughout with the velocity of light and can be thought of as having 
been emitted by the excitation particles. 

The conditions in Eq. (15.7) means that the grains coming in towards the 
left bounce out towards the right and vice versa. Note, however, that the 
grains often stay at the endpoint (and the g-excitation) positions for some 
time. We show in Figs. 15.5, 15.6 and 15.7 the way the energy-momentum 
vectors 'march' across the surface, thereby spannning it. 

If we follow the q-side boundary line the first part can be thought 
of as corresponding to emission of the kq-grains and the next part as 
corresponding to absorption of (half) the kg-grains (i.e. those sent out by 
the g in that direction). The part after that corresponds to re-emission of 
these kg-grains and is followed by absorption of the kq-grains by the q. 

Thus we find that the reason why the string does not keep its size is 
that grains may be gathered up at certain space-time positions during the 
cycle. These positions correspond to the excitation particles either at the 
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Fig. 15.7. The q-side grains moving across the space-time surface thereby trans­
lating the original energy-momentum kq of the q. 

endpoints or in the centre and they have the property to absorb or emit 
grains at a constant rate in space-time. 

The reason that the g interacts at twice the rate of the q or the Zj is that 
in this case there are grains coming from or going towards both sides. A 
bend corresponds to the situation when the grains come in and go out 
again at the same rate. 

In the same way we could describe the emergence of the straight string 
piece connecting the two fronts as a combination of the kq-grains coming 
from the right and the kq--grains coming from the left, while the right (left) 
wave front region corresponds to the combination of half the kg-grains 
with the kq-grains (kq--grains). 

Each region therefore corresponds to a lightcone diamond spanned by 
two lightcone directions, each with a length corresponding to one of the 
characteristic original particle energy-momenta (half for the g, however, 
each time). 

From the results of this discussion it is easy to calculate the area of the 
surface for the half-period discussed. We find that kqkq- + kgkq + kgkq- = 
(kq + kg + kq-)2/2 = M 2/2. This is again in accordance with our earlier 
result that the space-time surface area for the full period is given by the 
squared system mass. 

At this point we would like to make a few historical remarks. At the 
basis of all advanced dynamics situations there can be formulated an 
action principle. Thus, according to Hamilton's principle, the motion of a 
system from time t1 to t2 is such that the line integral of the Lagrangian 
L, 

I t2 

I = dtL(x(t), x(t)) 
tl 

(15.14) 

has an extremum along the path x(t). Here L is expressed in terms of 
(possibly many) coordinates x and velocities x. 

This statement is closely related to the behaviour of geodesics on 
surfaces defined by a differential geometry and a metric. Thus a free 
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relativistic point particle (mass m) will move in such a way that the 
(invariant) length along the path is minimal and one can choose Ldt = 
-mJ(dt)2 - (dx)2 = -mdt')1 - v2 as the Lagrangian. The inclusion of 
electromagnetic fields introduces a geometry in phase space and modifies 
the particle motion to a new geodesic. 

String dynamics can be formulated in a similar way, [62], by requiring 
that a surface area should be minimal. This can be expressed in very general 
forms (and in the reviews on the subject, [62], you will find very learned 
discussions). For the situation at hand we may formulate this surface area 
as a two-dimensional integral with integration element 

dL = -Kdldtyt-;f = -Kdtd(J I~I )1- (~~) 2 

= -Kdtd(J ( aX)2 (aX)2 _ (ax aX)2 
a(J at a(J at 

(15.15) 

In the last line we have extended X into a four-vector X = (t, X). 
Use of Euler's variational calculus on such a two-dimensional integral 

leads to the wave equation considered in Eq. (15.5). The main point is, 
however, that the string surface always is a minimal surface. That is the 
reason why its behaviour is directly describable by means of the boundary 
curve, i.e. the directrix. Every young person who ever twisted a wire into 
some closed shape and dipped it into soapy water has seen the beauty of 
the shimmering thin surface emerging and probably also noted that this 
minimal surface is directly related to the bends and the twists on the wire. 
These features correspond in the MRS to the elementary excitations on 
the string. This illustrates why we can describe the string surface in terms 
of only the endpoint qq- and the internal g-excitation paths. 

15.4 Multigluon states and some complications 

1 On the color-flow connections 

We will not study the most general multigluon scenario that is possible 
within the Lund model but will be content to consider a state with two 
gluons having a general appearance similar to the earlier one-gluon case 
(Fig. 15.8). 

We immediately encounter the problem that there are two ways of 
drawing the Lund string between the excitations in this case. These ways 
are shown in Fig. 15.8. The two cases correspond to different color­
flow directions around the gluon corners. Classically they are mutually 
exclusive but it is a complex question whether quantum mechanics will 
allow interference between the two color-flow states. 
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g g g g 

q q q q 

(a) (b) 

Fig. 15.8. The initial situation for a symmetrical two-gluon state with the 
momentum vectors of the four partons indicated. The broken and dotted lines 
show the string for the two possible color flows in the situation. 

We will come back to the problem in Chapter 17 when we discuss 
multigluon bremsstrahlung emission. We note that the question is basically 
whether it is sufficient to know the charges in order to obtain the fields. 
This is always the case for abelian fields like those of electromagnetism. 
Besides very small quantum corrections due to photon-photon scattering 
it is always possible to describe the emerging electromagnetic fields as a 
superposition of the fields due to the separate charges. 

One basic assumption in the Lund model is that the color electric fields 
do have a meaning per se, because all the final-state particles stem from 
the breakup of these fields. In a totally perturbative QCD scenario only 
the charges, i.e. the q, q and the g's, appear in the final state and one 
is, in general, summing over all their connecting color indices. Then the 
color-flow connection needed for the Lund model string fragmentation 
is not obvious. It turns out that both of the color-flow configurations 
described above will occur at the matrix element level as distinct contri­
butions (cf. [71]). At the cross section level (i.e. after squaring the matrix 
elements) there will be interference between the color-flow configurations, 
however. 

The interference terms are in general smaller by a factor of 1/ N; 
(with Nc the number of colors) compared with the terms correspond­
ing to definite color-flow directions. Therefore one may hope that they 
should not be very noticeable for the observables in an actual exper­
iment. From the point of principle they are, however, of great inter­
est. There are some possible cases for which these corrections can be 
studied, [103], although there is at present no convincing experimen­
tal proof of their existence. The problem is that there are n! possible 
color flows obtainable in connection with the general n-gluon state. Al­
though, as we will see in the following chapters, the coherence properties 
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of gluon radiation will strongly suppress most of these configurations 
there are nevertheless too many possible color-flow configurations left 
to pinpoint the differences simply from the hadrons observed in a final 
state. 

The question, raised in this subsection, whether the field configurations 
in QeD are part of the state description is generally described in quantum 
field theory as the problem of possible super-selection quantum numbers. 
From the way the theory is formulated, in terms of the QeD Lagrangian, 
cf. e.g. [52], there are no clues as to whether such quantum numbers exist. 
Only the charges occur, in the perturbative treatments of QeD. Super­
selection quantum numbers are therefore not observable unless one sums 
all the perturbative contributions. 

2 A two-gluon state 

Leaving aside this question we proceed to study one of the color-flows in 
the two-gluon state shown in Fig. 15.8. This state is the most 'natural' one 
in the sense that the string does not contain sharp bends. It is also the one 
with the largest probability of occurring owing to the above-mentioned 
coherence properties of gluon emission. 

In Fig. 15.9 we show the space-time behaviour of this string state. It 
is easily understood as soon as we provide the directrix, which, this time, 
corresponds to the ordered curve between kq,kgl,kg2,kq. It is obviously 
possible to expand the definition of the directrix in subsection 2 of section 
15.2 to any number of color-connected gluons along the same lines. 

We note again, in particular, how the grains transport the vectors of 
the elementary excitations diagonally across the surface. The initial region 
between the two gluons is spanned by kgd2 and kg2/2 with the grains of 
the first coming from the left and those of the second from the right. This 
piece of surface appears four times during this half-cycle of the string 
motion, first between gi and g2, next between the q and one bend, then 
between another bend and the q and finally in the rebuilding of the two 
gluon excitations. 

It is also of interest to compare the situation for a single gluon in Fig. 
15.3 with the one described by Fig. 15.9: note that on the surface of the 
butterfly-dance mode the single gluon 'ridge' along the lightcone has split 
up into a diamond between the two gluons. Evidently if the two gluons are 
close together then this diamond will approach the original single gluon 
ridge. In this case the two bends on the wave fronts denoted bi and b2 in 
the figure will merge and re-form a single gluon. 

This means that the interpretation of the surface in the Lund model is 
irifrared stable, i.e. whether two collinear gluons are described as a single 
entity or as two distinct parts the surface will look the same. This property 
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Fig. 15.9. The space-time surface spanned by a symmetrical two-gluon state. 

is of the utmost importance for the success of the Lund model. The same 
thing is the case if one, or both, of the gluons is collinear with the 
q and/or the q. Again some parts of the surface will become thinner 
until they finally coincide with the lightcone motion of the q and/or the 
q. 

If the gluon is soft and central, i.e. it contains little energy, then it will 
quickly become two wave fronts. In this case the wave fronts are very 
tiny disturbances on a basically straight string. This is again an expression 
of the infrared stability of the Lund string fragmentation. A soft gluon 
does not influence the fragmentation process; the final state will look very 
much as if the gluon never had been there! 

In making the comparison between the two figures it is interesting that 
the appearance of more gluons in a certain sense 'smooths off' the string 
surface. Evidently a general string surface can be described in terms of 
lots of soft and collinear gluons crawling along 'eating' and 'spitting out' 
the energy grains to which we have repeatedly referred. 
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Fig. 15.10. The butterfly-dance mode after a boost such that the qg-segment of 
the string is at rest. The quark is shown as an open circle, the antiquark as a 
solid circle, the gluon grey and the directions of motion are marked with arrows. 

15.5 The breakup of a gluonic Lund string 

1 The possible problems 

The general rules for the breakup should be the same as for the simple 
(1 + I)-dimensional qq-state we have discussed extensively before (Chapters 
7-10). There are, however, complications when the string surface is no 
longer completely flat and we will now discuss some of them. In order to 
orient ourselves towards the problem we will start with the butterfly-dance 
mode again. This time we perform a boost transversely to the segment qg 
with a velocity v = 1/ J2 (cf. the situation discussed in connection with 
Fig. 15.1). 

In Fig. 15.10 we show the appearance of the qgq-state after this boost. 
The q-partic1e is now moving outwards along a straight string at rest and 
the g is going in the other direction. At the q-end there is no reason 
to expect any difference from the (1 + I)-dimensional model. The other 
segment between the g and q is of course moving away in a different 
direction. In the figure we show by a dotted line the path of the q in this 
frame. It is useful to carry through the calculations necessary to prove 
that the motion indicated in Fig. 15.10 really describes the situation! 

We therefore assume that this part of the string segment will break up 
in its own rest frame, as before, and the same evidently goes for the region 
around the q (although that rest system is different). The difficulty occurs 
only in traversing the gluon corner from the straight string segment on 
the one side to the segment on the other (note that the segments are in 
general moving apart in different directions !). 

There have been different suggestions in different models of how to 
handle a gluon corner in fragmentation. It is possible, for instance, to 
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assume that the gluon is split up into a qq-pair according to one or another 
rule. Then one would be able to handle the breakup by considering the two 
new strings obtained. In the Lund model we will keep to a connected-string 
situation, however. 

Evidently, some difficulties may arise owing to the fact that the gluon 
in the Lund model is not always a pointlike particle: according to our 
findings, it dissolves into two wave fronts moving apart with a straight 
segment in between the two bends 'left over' from the g. It turns out that 
there will be problems with respect to the time sequences of the breakups. 
The main problem is whether it is possible to produce a scheme that has 
the same fragmentation results if we start the process along the straight 
segment on one side of the gluon corner if we start it on the other side and 
fragment in the opposite direction. This turns out to be impossible if we 
allow the string states to move independently in space-time. It is only for 
the simple (1 + i)-dimensional model that the breakup of a string always 
produces two dynamical systems that are identical apart from their size. 

To see the difficulty assume that we break the string around one of the 
wave front bends. Suppose we produce a ql ill-pair in the string segment 
ending on the q == qo. Then we obtain a straight segment starting on qo 
and ending on ill which behaves like an independent string state (and may 
be fragmented further in the usual Lund way). Besides the momentum 
transfer at the breakup this part will also continue to move as before, 
i.e. its space-time surface is (part of) the original string surface. The 
'leftover' state with ql at the end and the wave front bend approaching 
also forms an independent string system but this system will no longer 
move in space-time as before when it was connected to qo. 

The new state will trace out a different space-time surface, which is not 
part of the original one. It is rather easy to convince oneself that if we 
trace it backwards in time then the g-excitation (from which the wave 
front bend stems) will be different (or even non-existent!). Therefore we 
obtain by this breakup two systems and one of them is not dynamically 
equivalent to a part of the original system. 

If we instead consider a string breakup on the other side of the wave 
front bend, producing a q2il2-pair, then neither the system composed of 
il2, the wave front bend and the straight segment to qo nor the remaining 
system ending on q2 will behave in a simple way. They will trace out in 
space-time string surfaces without any simple resemblance to the original 
one; see for example [104]. What is even worse is that the behaviour of 
the subsystems depends upon the order in which we produce the qlill- or 
the q2il2-breakups. The two production points are always at a spacelike 
distance (this is of course always the case for the production vertices along 
a Lund string !). We are, however, used to being able to introduce e.g. a 
proper time ordering with respect to the starting vertex. But even this 
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"'> I.: 

Fig.15.11. The coordinates of some points on the string surface of the butterfly­
dance mode. 

proper time ordering may be different due to the fact that the produced 
string systems will move differently according to whether we break the 
string first at the ql ql-vertex or at the q2q2-vertex. 

The conclusion of Sjostrand's paper [104] is that it is necessary to 
implement the string breakup as a process on the original string surface. 
This means that we consider the string surface to be given as a 'frozen' 
geometrical object. Under these circumstances it is perfectly feasible to 
implement the symmetrical Lund model fragmentation process. 

2 The gluon fragmentation model of Sjostrand 

We will make the following basic assumption . 

• A string piece, if it fulfils the mass-shell condition, can be pro­
jected onto a hadronic state with the same probability irrespective 
of whether it contains at the semi-classical level internal excitations, 
bends etc. 

Sjostrand [104] has produced one version of a possible gluon fragmen­
tation scheme based upon this assumption. It is incorporated into the 
Monte Carlo program JETSET, [105]. One of his findings in [104] is that 
there are only small differences between various possible schemes from 
the point of view of observables. 

In order to describe his scheme we note that each point on the string 
surface can be given a 'proper time' with respect to the starting point of 
the original particles. In order to understand this we consider again the 
surface of the butterfly-dance mode (see Fig. 15.11). 

The regions between the q and the g, and between the g and the q, are 
of the same kind as we met in the (1 + 1 )-dimensional model, i.e they are 
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simply two lightcone regions. Consider an arbitrary point in the figure 
such as A and note that it can be described by means of two coordinates: 

(15.16) 

Therefore the squared proper time is given by r A = A2 = 2~1~2kqkg = 
~1~2(kq +kg)2 = ~16M~,g. Its relation to an area can be inferred from the 
figure (we have again used dimensions such that K = 1). The same goes 
for all parts of the qg and gq regions. 

A more complex point is C, also indicated in the figure. It can be 
described as follows: 

(15.17) 

where ~4 = 1/2. As for A we may identify r C = C2 and express it, this 
time, in terms of three coordinates ~j and the squared masses between the 
original partons. This is again an area and it is useful to construct it on 
the figure! There is no difficulty in convincing oneself that this procedure 
can be extended to any point on the surface. 

It is also possible to define steps similar to the production steps in the 
(1 + i)-dimensional model. If we imagine ourselves at the point A and 
would like to pick up a particular energy-momentum from the string by 
a step to, e.g. the point B, then if B is in the same segment as A there is 
again no difference from the (1 + i)-dimensional case. 

If B and A are in different string regions (for B == C we have such a 
case in the figure; C is on the flat string region between the two outward­
moving fronts) then it is again possible to define a difference vector PAC 

between A and C in terms of the original parton energy-momenta: 

(15.18) 

(Note that P2 is determined by the starting position A and that there is 
a relation between PI, ~3 and A's position, ~l = PI + ~3, and one further 
condition, P3 = ~5). 

The requirement that PAC should be on the mass shell then provides 
a condition among the coordinates P j. The mass square can again be 
described in terms of certain areas on the surface. The main point is, 
however, that if we know the position of A, the size of r C and the squared 
mass pic then the position of C is also determined if it is on the string 
surface. (Convince yourself of that!) 

The way JETSET implements the fragmentation is then step by step: 

11 With a knowledge of the original flavor (or antiflavor) a new qq-pair 
is chosen with the probabilities described before. 

12 A meson with mass m is produced and a value of the fragmentation 
variable z is chosen from the symmetric fragmentation function. 
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Fig. 15.12. The space-time development of a qgq-state; the original directions of 
the partons are shown as broken lines, the string positions at different times are 
shown as solid lines and the momentum vectors of the emerging yoyo-hadrons 
are shown by the thinner arrows. 

13 The next r c = r f is calculated from the earlier one, r A = r j , by 
r f = (1 - z )(C + m2 / z). This relation is exact in any of the 'simple' 
regions defined by two lightcone directions. 

J4 The new breakup point is chosen as the point which has the value 
rf and the step vector pic = m2. This is a unique prescription and 
determines the point C. 

We have left out the transverse momentum generation, which is done in 
the same way as before, i.e. with a gaussian distribution. There are some 
complications about the directions that should count as transverse to the 
string direction in the relevant region, cf. [104]). The final mass, m, is then 
the transverse mass. 

Some further technical problems are discussed in Sjostrand's work, 
[104], but there is no need to delve into them here. We will instead turn 
to the experimentally observable consequences of the Lund gluon model. 

15.6 The final-state particles in the breakup of a qgq-state 

1 General properties and the string effect 

In Fig. 15.12 we illustrate the appearance of the final-state breakup in 
space-time for a one-gluon state. The three original excitations are moving 
out along the directions shown in the figure. The string is spanned via 
the g from q to q and a set of small final-state yoyo strings is depicted 
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(for simplicity, at the moment of their emergence as independent entities) 
together with their space sizes and their momentum vectors. 

The most noticeable thing is that most of the final-state yoyo particles 
move out along the three original parton directions with varying energies. 
The reason for this is that a moving string is Lorentz-contracted, as we 
have seen before. Therefore the size of one of the yoyo string pieces that 
moves quickly along e.g. the q-direction may appear very much smaller 
than one of the yoyo pieces produced at the centre. Nevertheless in its 
own rest system it is, of course, the same size. There will then be many 
more yoyo-hadrons from the seemingly small string pieces close to the 
trajectories of the three partons. 

Quantitatively we may make the following estimates. Suppose that we 
consider a Lorentz frame in which the gluon goes out at an angle n/2 with 
respect to the q-direction. Then the longitudinal size I (i.e. the size along 
the q-direction) of a hadron with mass m and energy E is proportional 
to m/ E. Such a string piece will contain an amount of gluon momentum 
kg oc I, i.e. oc 1/ cosh y, with the rapidity Y along the q-direction being 
calculated in this frame. Therefore we conclude that a gluonic disturbance 
is in general only noticeable within a small rapidity region (of order 
£5y'" 1) around the gluon direction (remember that angle and rapidity are 
connected). It will fall off as exp(-Iy - Ygl} for larger rapidity differences. 

There are some corrections to this, stemming from (almost) collinear 
gluon emission along the original gluon direction. Such emissions will tend 
to broaden the angular region affected around a hard parton but most of 
the parton energy still remains within a tiny angle even after a gluonic 
cascade and fragmentation; see the discussion in the following chapters. 

Thus there will be three jets of particles basically along the three original 
directions (although there are some interesting differences between the jet 
directions and the original directions, to which we return). 

From this picture we also conclude that the slower particles at the 
centre in general emerge earlier in time than the faster ones. This effect 
has been noted earlier and discussed in Chapter 7 in connection with the 
notion of the formation time. 

The next experimentally observable result is that there will be a few 
particles produced in the angular sectors between the q and the g and be­
tween the g and the q but there are none produced between the q and the 
q because there is no string spanned over this sector. This is the nowa­
days well-known string effect, which was predicted (see [18]) before it was 
observed by the JADE group at PETRA. 

There are several problems in disentangling this effect in an experiment, 
however. There are firstly the transverse momentum effects from the 
gaussian zero-point fluctuations. This means that the particles, which 
in the mean will emerge along two hyperbolas in momentum space, as 
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q 

q 

Fig. 15.13. The momentum-space picture of the final-state particles, which in the 
mean emerge along two hyperbolas. Due to transverse momentum fluctuations 
during the fragmentation the particles are diffused over the shaded regions. 

shown in Fig. 15.13, are in reality diffused over the shaded areas. The 
typical distance of the hyperbola from the origin is of the order of 300 
MeV Ie, which is also the size of the transverse momentum fluctuations. 

The second problem is to know which of the three jets is the gluon jet. 
In general the gluon jets contain less energy than the q or q jets do, but 
there are large variations according to the QCD emission probabilities. 
Nowadays this problem has diminished owing to the very large statistics 
produced in the LEP experiments. In these experiments it is even possible 
to tag one or both of the q and q jets by observing semi-Ieptonic heavy 
quark decays. 

We may conclude that the string effect which was already quite no­
ticeable in the JADE data nowadays provides strong confirmation of the 
existence of color-flow asymmetries in connection with gluon emission. 
There is, within perturbative QCD [27] also, such an effect, which is re­
lated to the coherence properties of gluon bremsstrahlung (cf. Chapters 
16, 17). 

It is interesting to note that if one only considers particles which have 
a large transverse momentum out of the production plane (the qgq-state 
evidently defines a single plane in momentum space) then the string effect 
is even larger. The same applies if one considers only heavy particles, such 
as kaons and baryons. The reason, within the string scenario, is that the 
production of large (transverse) masses will use up larger pieces of the 
string and therefore such particles will feel more of a push from the string 
motion. 
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2 The jet-axes problem 

A general problem in e+ e- annihilation experiments is to determine the 
'true' jet-axes' directions. In this case, as compared with e.g. hadronic inter­
actions or inelastic lepto-production, there is no obvious initial direction 
along which the main dynamics proceeds. 

The initial annihilation current of the e+ e--pair is in the ems directed in 
the plane transverse to the momentum direction of the pair, if we neglect 
the rest masses. This was discussed for the current matrix elements in 
Chapter 4. The same also goes for the current of the qq-pair produced in 
the annihilation, with respect to their momentum directions. 

Therefore there is a correlation between the initial e+ e--direction and 
the qq-direction, corresponding to the current overlap Ije . jq l2 ex (1 + 
cos2 0), 0 being the angle between the two directions. This is a rather soft 
correlation, varying only between 1 and 2. 

In order to analyse the final state in an event it is therefore necessary 
to define some directions by means of the observed particles. Several such 
methods are currently in use for doing jet analysis but we will not go into 
many details. We would like to point out, however, that the description 
of the events in terms of directions defined from the events themselves 
almost necessarily leads to some bias. 

One rather obvious possibility is to consider a tensor I rx/3 constructed 
from the final-state momentum vectors Pj = 2:rx Pjrxerx of the N observed 
particles in an event: 

N 

Irx/3 = ~)PJ(jIX/3 - PjrxPj/3) 
j=l 

(15.19) 

This tensor plays a role similar to the inertia tensor in the theory of solid 
bodies. Taken as a matrix it is possible to diagonalise it and to construct 
the eigenvalues ..1rx as well as the (unit) eigenvectors erx , IX = 1,2,3. From 
its construction we conclude that there will be a smallest eigenvalue, 
conventionally ..13, and one defines the corresponding eigenvector e3 as the 
sphericity axis and the sphericity S as 

S = 3..13 = min [32:f=1(e x pj)2] 
2: ..1j e 22:f=1 PJ 

(15.20) 

where the minimum corresponds to e = e3. In this way one finds the axis 
along which the sum of the (squared) transverse momenta is minimal. 

There is another way, already mentioned in Chapter 13, to find the 
direction along which the sum of the longitudinal momenta is maximal, the 
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thrust axis DT such that the thrust T is maximal: 

[2 2:f=l 9(n· pj)n· pj] T=max --~~7,N~~--~ 
n 2:j=llpjl 

(15.21) 

For events in which the observable momentum is conserved (meaning that 
no particle has evaded the detectors) we can change the thrust definition 
to 

T [ 2:f=l Ipj . nl] = max 
n 2:f=llpjl 

(15.22) 

There are no perfect detectors so the first definition is often the safer one. 
It is evident that from an analytical point of view the sphericity measure 

is more regular. But at the same time it will give a quadratic weight to 
the momenta. Therefore a single particle with a large momentum will 
in general provide a larger contribution than a group of particles which 
together have this momentum. 

This is particularly inconvenient if we consider an event before or after 
the decay of some of the particles. The thrust definition is less sensitive 
to these features. However, although thrust is not easy to work with 
analytically, it is very simple in general to generate a computer routine 
to find out where the thrust axis is for the observed particles in a given 
event. A general feature is that the thrust axis connects the two groups 
of particles which together have the largest (and oppositely directed) 
momenta. Therefore thrust directly serves as a 'handle' on the way the 
event looks. 

Both the sphericity and the thrust variables provide a means to assess 
quantitatively the amount of gluon emission. For a large-energy single 
qq-event the thrust T ~ 1 and the sphericity S ~ o. They will deviate 
noticeably from these values for events containing one or more hard gluons 
because in that case a large amount of energy is moving transversely. 

The string effect in the Lund model fragmentation actually produces 
some (minor) distortions in the particle distributions due to the way thrust 
and sphericity are defined. Suppose that there is a gluon emitted at a finite 
angle with respect to either the q- or the q-direction and suppose that the 
mass of the two partons is not small. From this configuration we expect 
that some particles will be produced in the angular region between the q 
(q) and the g. 

The thrust and sphericity axes will both be tilted towards the most 
energetic of the q or q and the g but the particles in between will 
also influence the determination of the axes. In particular any jet-finding 
algorithm [2] would tend to create jets such that there is a slightly smaller 
angle between the observed directions of the qg- and gq-jets than between 
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Fig. 15.14. A collinear configuration of a qgq-state, and the ensuing final-state 
hadrons, described in momentum space. 

the original parton directions, in order to accommodate the extra particles 
in between. The field of jet-searching algorithms is, however, still under 
intense development and we refer to the discussions in e.g. [2] for those 
readers with a technical interest in them. 

3 Infrared stability 

We have already referred to this notion. In the next chapter we will 
show that the cross sections for gluon emission are divergent for soft and 
collinear emissions. Therefore the number of gluons is not a well-defined 
notion but the effect of the gluon emission is observable. It is an essential 
point that if soft or collinear gluons are emitted in a bremsstrahlung 
process, it is their combined activity that will play a role for the frag­
mentation. We have already seen that the surface of the MRS is infrared 
stable, in the way the concept is employed in the Lund model. A soft or 
collinear gluon only has small and, in general, local effects. 

In Fig. 15.14 we exhibit the result in momentum space for the fragmen­
tation of a qgq-state in the case where the gluon is close in angle to the 
q. Again, the shaded area is the one inside which the final-state particles 
emerge. It is then noticeable that, as the mass of the gq-pair diminishes 
towards the mass of the final-state hadrons, no hadrons are produced in 
between the two partons. Instead final-state particles may occur having a 
larger energy than any of the partons! 

If we instead consider the emission of a 'soft' gluon in the centre of the 
event, i.e. a gluonic disturbance containing small cms energy then there 
are only very small effects even in the neighborhood of the gluon rapidity. 
In Fig. 15.15 we show again the shaded area in momentum space where 
the final-state particles emerge for such a soft gluon emission. The gluon 
is only noticeable as a small localised transverse momentum 'bump' in the 
distribution. 
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q 

Fig. 15.15. A soft gluon emission and the ensuing final-state particles in mo­
mentum space. 

As a general rule of thumb, the effect of a gluon excitation is hardly 
noticeable when the transverse momentum of the gluon or the gq- or 
gq-pair's mass is smaller than 2 GeV. Actually there is a moving interface 
between the fragmentation and the gluon emission processes according to 
the Lund model. One can stop the emission of gluons basically anywhere 
between a cutoff at kJ.. = 7 GeV down to a few hundred MeV and still 
obtain the same distribution of final-state hadrons. One needs different 
fragmentation parameters, however, and we will present an interesting 
systematics for this phenomenon in Chapter 17. 

4 The decay of heavy quarkonia 

One of the true revolutions in high-energy physics occurred when the 
very long-lived resonance state, the J /'1', was found in October 1975. It 
was amazing to disentangle a state which is so massive. The J /'¥-mass 
is around 3.1 GeV, i.e. about four times the p- and w- masses and three 
times the proton and neutron masses. A more important fact was that the 
J /'1' is so long lived. This meant that there must be new physics involved. 

After the first few months of frantic discussions and investigations the 
high-energy physics world settled for the fact that there was a c-flavor 
quark and that the J /'1' was a bound state, of vector character, of a 
ce-pair. The other vector mesons, the p, wand </>, are all built from the 
light quarks and all decay rather quickly; it is only necessary to produce 
one or two new light qq-pair(s) to make them decay into a mixture of 
light pseudoscalar meson states. 

We note that flavor is a conserved quantity in QCD-initiated reactions. 
For the J /'1' (and also in connection with the later-discovered Y, a bound 
state of a bb-pair with mass around 9.5 GeV) the corresponding mesons, 
the D-states and the B-states, contain the c (c) and b (b) together with 
a light Zj (q). It turns out, however, that even the lightest DD (BB) 
has too large a rest mass to allow the decay J /'1' ~ DD (Y ~ BE). 
It is then necessary either that one of the c (b) or c (b) decays semi­
leptonically (which we will not treat in this book; owing to the small 
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Fig. 15.16. A state in which two gluons separate, spanning two string regions 
each carrying a mass s/4 = (W /2)2, compared with a single string spanned by a 
qq-state of mass s = W 2. 

coupling constants these are rather suppressed reactions) or that there is 
an interaction channel allowing for the annihilation of the heavy flavor 
and antiflavor into multigluon states. 

This latter alternative requires the c and c (b and b) to meet, i.e. the decay 
is governed by the wave function at the origin of the relative coordinates, 
111'(0)12, which serves as a form factor suppressing the decay. The possible 
decay channels are governed by the internal quantum numbers of the J /'¥ 
or the Y. The simplest such state is a three-gluon state (but multigluon 
states would also be allowed). 

In this case a closed string will emerge spanned by the three gluon cor­
ners. We have not treated this situation in the general description of string 
motion above, mainly because we do not need the details in a general 
description. 

It is rather easy to imagine how the closed string is stretched and the 
only feature of interest for this discussion is that it has no endpoints. We 
have seen before that the existence of a string endpoint means necessarily 
that there is also a fragmentation region governed by the flavor at the 
endpoint. In practice this means a lower yield of final-state particles within 
1-2 units in rapidity. For a closed string (which is the same all over) 
these suppressions are not available and this is particularly noticeable for 
baryon-antibaryon production. The gluon is flavorless. There is also the 
fact, to be further discussed in the next section, that the appearance of 
gluons increases the phase space for particle production. 

As a minimum size for the increase in phase space we may imagine 
that one of the three gluons is very soft, so that we obtain a situation in 
which two gluons move out in opposite directions, as in Fig. 15.16. In the 
figure we also show a state with the same mass s = W 2, but containing 
only a qq-pair. We note that if the total rapidity for the qq-state is 
(AY)q = log(s/sq), then the total rapidity within which we can produce 
particles will be (AY)g = 210g(s/4sg ) in the gg-state. 
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The reason is that each gluon will have two adjoining string pieces and 
that the mass in each one must be W /2. If there are three hard gluons 
on the string the corresponding rapidity range will be even larger but it 
turns out that one of the gluons is in general rather soft in the process 
under consideration so that the approximation is well justified. 

Therefore there will be a larger multiplicity for all hadrons in the case 
of a closed three-gluon string, although this of course depends upon the 
two scales Sq and Sg which govern the fragmentation. If we set Sq = Sg = 2 
Ge V2 we obtain for Y 

(~Y)q ~ 3.8, (~Y)g ~ 4.8 (15.23) 

This implies that there should be around 1.3 times as many mesons on the 
Y -resonance with the three-gluon decay as in the continuum surrounding 
it (which seems to be a reasonable approximation). But there will be a 
noticeable enhancement of baryons as compared with an open string. 

According to the simple baryon-antibaryon production model discussed 
in Chapter 13 there is a region of around 1.5 units in rapidity, close to the 
endpoints, which is lost for baryon-antibaryon production. For the gluon 
string there is no 'flavor direction' and consequently this suppression is 
not available. Therefore the enhancement of baryons should in this case 
be very noticeable for a gg-state with the same mass as a qq-state in the 
continuum. From the numbers above we would expect that the ratio of 
the number of baryons would be 

(BB)y ~ 4.8 = 2.1 
(BB)cont 3.8 - 1.5 

(15.24) 

The estimates presented above are not far off the experimental results 
from ARGUS, although we have certainly used a very simple model! 

15.7 A measure of multigluon activity, the generalised phase-space 
rapidity 

Based upon the ideas presented in [48] we will in this section introduce 
a useful new variable, the total generalised rapidity A. We will be content 
to consider a single hard gluon emission and extend the definition of A to 
multigluon situations in section 17.4. 

We have already seen that the appearance of gluonic excitations in a 
string state produces certain regions, close to a hard gluon emission region, 
where more particles will emerge. Therefore for such events there will no 
longer be an essentially constant rapidity plateau, which was characteristic 
for the simple (1 + 1)-dimensional qq-model. (This result is independent 
of the axes chosen to define the rapidity variable). 
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Fig. 15.17. The particles are produced along hyperbolas corresponding to fixed 
values of the squared proper time r. 

It is useful to introduce some variable which follows the production 
region, as does the ordinary rapidity for a straight qq-string. We would 
like such a variable to have the following properties. 

• The measure A should be well defined for each event. 

• The mean value of A should be proportional to the corresponding 
mean value of the multiplicity of the events. 

• The distribution in multiplicity for events with a given value of A 
should be almost Poissonian (although slightly narrower, as we found 
for the Lund model properties in Chapter 11). 

We can rather easily obtain such a variable if we generalise the mean 
hyperbola decay picture we used in Chapter 9. There we found that the 
breakup vertices of the string are on the average distributed along a 
curve with a constant value of r, the squared proper time. In energy­
momentum-space language the squared proper time corresponds to the 
squared momentum transfer between the particles produced to the left 
and to the right of the production vertex. From this dual relationship 
(cf. Figs. 9.4 and 9.5) the hyperbola decay corresponds to ladder diagram 
chains for which the momentum transfers are all the same. 

If we consider a typical breakup, such as the one shown in Fig. 15.12, in 
space-time we obtain a picture like that in Fig. 15.17. We again notice the 
two hyperbolas in the regions between the q and the g and between the g 
and the q together with a few particles produced near the gluon corner. 

In order to describe the situation we introduce the following notation. 
The total energy-momentum of the event is Ptot with s = Pt~t and the 
three energy-momenta of the partons are kj, where 

3 

L kj = Ptot , Sij = 2kikj = (ki + kj )2, s = S12 + s23 + S13 (15.25) 
j=l 
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(indices 1 and 3 represent the q and q, respectively, and index 2 represents 
the g). 

Thus we obtain a generalisation of the total rapidity range from the case 
where the event is of the qq-type to the case where it is of the qgq-type: 

~y = 210g(y!S/Wq) = log(s/sq) 

(~Y)gen == ), = 10g(S12/Wg Wq) + log(s23/Wg Wq) 

= ~Y + log(S12S23/SSg) 

(15.26) 

The two terms in the definition of A are the lengths of the two hyperbolas 
in the qg- and the gq-sectors. 

We now assume that there are regions close to the q- and q- ends, 
respectively, that correspond to fragmentation regions, in which there is a 
lower density of particles. Thus we 'lose' log Wq = (1/2)logsq in each q­
and q-region. Similarly we assume that on both sides of the gluon corner 
there is a corresponding loss governed by log Wg = (1/2) log Sg. 

We may then conclude that the rapidity region has increased owing to 
the emission of the gluon, and that the quantity 

log(S12S23/SSg) == log(k]jsg) (15.27) 

is a measure of the increase. We will next show that the quantity kl.. 
occurring in Eq. (15.27) in fact corresponds to the transverse momentum 
of the gluon. 

To see this we consider the event again in a frame where the q and q 
separate in opposite directions with energies el and e3, respectively. The 
g will move away transversely with energy e2. Then we obtain by direct 
calculation that 

S12 = (el + e2)2 - er - e~ = 2ele2 

S23 = (e2 + e3)2 - e~ - e~ = 2e2e3 

S13 = (el + e3)2 - (el - e3)2 = 4ele3 
2 

k2 = S12S23 = e2 '" e2 
l.. S 1 + (e2/2)(1/el + 1/e3) - 2 

(15.28) 

the approximation being valid unless the g's energy is of the same order 
as the energies of the q and q. Another way to obtain the result is to 
note that there is a direction in the cms (approximating the directions of 
the q and q) along which ki, as defined above, is identical to the gluon's 
transverse momentum. We will show this in Chapter 17 after we have 
introduced a few more kinematical notions. 

The result for the phase-space extension is clear. What happens is that 
the single hyperbola for the flat string is exchanged for two hyperbolas, the 
connecting point being 'pulled out' by the gluon corner. The tip formed in 
this way corresponds to an extension of phase space (not only for emission 
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of final-state hadrons but also for further gluon emission, cf. Chapter 17), 
whose size is determined by the transverse momentum of the gluon. 

The size of the extension is calculated in terms of a scale Sg characteristic 
of the particle production around the gluon corner. In the same way the 
original hyperbola is measured by means of a scale Sq characteristic for 
production at the q- and 71- endpoints of the string. In the section on 
i-decay we used the estimates Sg = Sq = 2 GeV2. 

In section 17.4 we will consider the necessary steps for a generalisation 
of the A-measure to multigluon situations. We note, however, that the 
present definition is only useful when the squared masses between the 
partons exceed the scales Sq andlor Sg and we will therefore in section 
18.7 extend the definition to an infrared-stable A-measure. 

At the same time we will be able to introduce a 'local' value of the 
A-measure. Up to now A as it is defined evidently corresponds to the total 
available region for particle production (and, as we will later also find, 
for gluon emission in perturbative QCD). Therefore it is similar to ~y, 
the total available rapidity region for the decay of a straight qq-string. 
Using the directrix function (generalised to multiparton situations) it is 
possible to introduce a value A(a) that varies from e.g. A(a = 0) = 0 to 
A(a = ElK) = A (for the variable a see Eq. (15.10), just as the ems-rapidity 
y varies from (-1/2)~y to (+1/2)~y. 
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16 
Gluon emission via the 
bremsstrahlung process 

16.1 Introduction 

Bremsstrahlung emission is an inherent property of all gauge field theories. 
It can be understood even within classical mechanics, at least for the soft 
part of the spectrum. Suppose that we consider a charge surrounded by its 
Coulomb field, which necessarily is extended in space outside the charge. 
Then suppose that there is a sudden change in the state of motion of the 
charge itself. The result will be that the outlying field will need some time 
to readjust to the new situation. 

Therefore there will be, as in all other situations of sudden change 
in physics, a brief interlude of compressions and extensions in the field 
before it comes back to a stable state. The ensuing radiation field, to be 
described below, is a bremsstrahlung field. Its properties depend upon the 
way in which the charge distribution is changed. For a single charge with 
a sudden momentum transfer, or for the situation when a charge and 
anticharge suddenly emerge, the bremsstrahlung is essentially of a dipole 
character. This approximation means that the current contains a direction, 
the dipole axis, but the size of the interaction region is neglected. We will 
consider a 'classical' current with these properties. 

Some warning is needed against taking the classical picture too far. We 
have shown in Chapter 2 how the method of virtual quanta describes 
the Coulomb field of a fast-moving charge. In particular we have shown 
that the virtual field quanta have a distribution in rapidity and transverse 
momentum. In this chapter we will meet this again, as the bremsstrahlung 
distribution. 

If we make a measurement on the field that really interacts with one 
of the quanta then the field will change. This will in turn (i.e. causally) 
also affect the current-charge itself. Therefore the bremsstrahlung process 
is difficult to visualise in a classical scenario, i.e. it is not possible to say 
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whether the field quanta exist before a measurement is made on them or 
whether they come to existence because of the measurement. We will in 
this chapter consider the bremsstrahlung process in some detail. We derive 
the cross section from first principles and express it in different ways in 
order to stress different properties. 

Dipole bremsstrahlung contains coherence conditions, i.e. inside some 
regions the waves stemming from the different parts of the current will 
interfere constructively and in other destructively. In order to take coher­
ence into account it is necessary to carefully preserve gauge invariance. 
If the interference diagrams are all taken into account then it is pos­
sible to use any gauge to evaluate the result. It turns out that in the 
emission of coherent dipole bremsstrahlung there is a close connection 
between the regions with positive interference and the regions allowed 
by energy-momentum conservation. As in many other cases the laws of 
nature ensure consistency. In this case one is evidently not allowed to emit 
more radiation energy than the energy carried by the charge! 

These conditions imply that bremsstrahlung emission may only occur 
inside a chacteristic emission region, which can be expressed in terms of 
the transverse momenta and rapidities of the emitted quanta. In order 
that the conditions should be valid in any Lorentz frame these vari­
ables are most conveniently expressed in terms of Lorentz invariants. The 
bremsstrahlung spectrum from unpolarised charges must be independent 
of the azimuthal angle around the dipole axis in the rest frame. Together 
with the requirements on rapidity and transverse momentum this require­
ment translates into certain allowed conar emission regions in a moving 
frame. As long as one considers the emission from the full dipole these 
regions are easily traced. 

The total bremsstrahlung from the dipole is in many models, e.g. HER­
WIG [94] and JETSET [105], subdivided into contributions from the 
individual charges. This is, of course, an allowed operation as long as one 
avoids double counting, i.e. the total coherence conditions are invoked. We 
will derive a condition referred to as the strong angular ordering condition, 
[59], in this connection. 

We will also indicate that a too-literal application of strong angular 
ordering means that some, usually soft, emission will be displaced in phase 
space. Clever model builders, like the authors of the two Monte Carlo 
models mentioned above, have taken some precautions in this respect. 

16.2 The matrix element for dipole emission 

We will use a semi-classical picture and assume that the electromagnetic 
current j is suddenly changed, e.g. by an external agent. As a simple model 
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for such a current distribution we assume the shape 

j(x, t) = gv(t)<5(x - x(t)), 
dx 

v(t) = dt (t) (16.1 ) 

We also assume that v(t) suddenly changes at t = 0 from v( -<5) = L to 
v(+<5) = v+ so that we are in effect considering the case where a charged 
particle (charge g) moves in a pointlike way along some straight line x(t) 
(with velocity v(t) = dx/dt) and suddenly during a very short time interval 
-<5 < t < +<5 changes to another straight-line orbit. 

The number of quanta, i.e. photons, emitted with energy-momentum 
vector k is as usual given by Fermi's Golden Rule. By means of the 
methods we have used several times before we obtain, cf. Eq. (3.104) 

w IAI2 Vd3k dk 2 2 
dny = ~ I1t = 2V w (2n)3 = (2n)3 <5(k )IAI (16.2) 

The transition matrix element A is given by 

A = J dtd3xj(x, t) . A(x, t) (16.3) 

The vector potential A describes a free photon with polarisation vector e, 
i.e. it corresponds to a transverse wave 

A = eexp(ikx), k = (w,wo), e' 0 = 0 (16.4) 

Note that the normalisation factor 1/ ,J2V w already has been used in 
connection with Eq. (16.2). We will sometimes write the polarisation e as 
a four-vector. 

Under these assumptions we can immediately obtain a result for A, by 
means of an integration over time: 

A = J dtgv . e exp[iw(t - n . x(t))] 

J gV'e 
= . (1 ) id[w(t - n . x(t))] exp[iw(t - n' x(t))] 

lW - n' v 

J . dX . = dtlgTt(t) exp[lw(t - n . x(t))] (16.5) 

where we have neglected a surface term in the integral corresponding to 
times well before or well after the emission and have written 

X(t) = e . v(t) (16.6) 
w(l - n' v(t)) 

In the second line ofEq. (16.5) we have changed the integration variable in 
an obvious way. The dipole approximation corresponds to the assumption 
that the quantity X changes much faster than the exponential in the last 
line of Eq. (16.5) so that we may take the exponential phase factor outside 
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Fig. 16.1. The emission of bremsstrahlung either before or after the encounter 
with an external-momentum-transfer producing agent at time t = O. 

p y k 

r 
r+k p+k 

+ 

(a) (b) 

Fig. 16.2. The production of a pair at t = 0 and the ensuing bremsstrahlung 
from each of the charges. 

the integral and write 

.A = exp(i<I>)[X( +b) - X( -b)] (16.7) 

We will from now on ignore the unobservable phase factor exp(i<I». The 
two terms in Eq. (16.7) can be written, incorporating the assumptions on 
v, as 

X(±b) == X± = gk~:;' p(±) = (E±, E± v(±)) (16.8) 

In order to obtain this formula we have multiplied by the energies E_ and 
E+ of the current particle before and after the emission in the numerators 
and denominators of the two terms, respectively. 

The result is rather easy to interpret in terms of Feynman graphs (see 
Figs. 16.1 and 16.2). In Fig. 16.1(a) we see a particle coming in on-shell 
with energy-momentum p_, suddenly changing during the encounter with 
the external agent to a virtual particle with momentum pi = p+ + k, and 
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with propagator proportional to 

1 1 
(p+ + k)2 - m2 2p+k 

(16.9) 

and finally emitting the photon. In Fig. 16.1 (b) the particle emits the 
photon before it meets the external agent, thereby becoming virtual with 
propagator proportional to 

1 -1 
(p_ - k)2 - m2 2p_k 

(16.10) 

Similarly we may interpret Figs. 16.2 as an emission from a produced pair 
with charges ±g and with energy-momenta P±, 

(16.11) 

The appearance of the numerator gEp, i.e. a coupling between the particle 
momentum times the charge and the polarisation vector of the radiated 
photon, corresponds to the QED current-vector-potential interaction in 
Eq (16.3). The four-vector potential A is determined up to a gradient (cf. 
Chapter 2) owing to the freedom to perform local gauge transformations. 
Thus we may make the change (for an arbitrary A) 

e ~ E+A(k)k (16.12) 

It is essential to have a difference between X+ and X- because then 
each term will obtain the same contribution A(k), which vanishes in 
the difference. Thus in order that th~ matrix element Jt should be gauge­
invariant the contributions must occur with a relative minus sign. 

We have evidently obtained the same gauge-invariant result whether we 
imagine a sudden change in the equations of motion of a single particle 
with charge g, or the equally sudden production of a pair of particles 
with charges ±g. In both cases the Coulomb field changes, in the first 
by rebuilding and in the second by starting up. We will come back to 
this picture again in Chapter 20. For now we note that the result that 
the matrix elements of the two processes are the same is a general one in 
relativistic quantum field theory, corresponding to the property of crossing 
symmetry for the S-matrix. 

A final remark at this point is that it is often dangerous to make 
too-literal interpretations of Feynman graph techniques. According to the 
discussion in Chapter 3 the Feynman propagator is completely satisfactory 
with respect to the requirements of Lorentz covariance, causality and the 
quantum conditions put up by the Heisenberg indeterminacy relations. In 
that case, however, the interpretations are well defined. 
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+v -v 

/ 

W/... 

(a) (b) 

Fig. 16.3. The two different situations when bremsstrahlung y's are emitted either 
(a) from a single charge bouncing back (the Breit frame) or (b) in connection 
with the production of a pair in the ems. 

16.3 The dipole cross section 

1 The dependence on energy and rapidity 

We will provide several forms for the cross section in Eq.(16.2) in order to 
stress different properties of the process. We will start with a description 
in terms of the photon's energy wand rapidity y: 

Y= ~log(:~~:) = ~log(~~~::~) =logcot(O/2) (16.13) 

where 0 is the angle between the dipole (3-)axis and the photon direction 
n. We will for now work in a Lorentz frame in which the two particle 
momenta, p(±), are along the 3-axis, equal in size and oppositely directed. 

This means that when there is a sudden momentum transfer to bring 
the incoming state particle with p(+) to the final state p(_) this momentum 
transfer must be directed oppositely to the particle's momentum so that it 
comes in and bounces back again (in the Breit frame). For the case when a 
pair, (p(+), p(_)), is produced the two particles move in opposite directions 
along the 3-axis (see Fig. 16.3). The rapidities of the two particles will be 
called ±Yo. 

We next choose two independent directions to describe the polarisation 
vector E. For simplicity we choose one of them to be in the plane of n 
and the 3-axis and the other out of this plane. Therefore we will only 
obtain a contribution to the matrix element from the one in the plane. 
That contribution is given by 

1 
E· v(+) = ±tanhyo-h- (16.14) 

- cos Y 

where we have used the formula 

sinO = 2 sin(O/2)cos(O/2) 
sin2( 0 /2) + cos2( 0 /2) 

1 
coshy 

(16.15) 
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(An exercise for the reader: prove that one may chose the two polarisation 
directions in any orthogonal way and still obtain the same result!). 

For the denominators in the matrix element we obtain directly 

w(1 - n· v(±)) = w(1 =+= tanh Yo tanhy) (16.16) 

using a similar trick to express cos e in terms of the rapidity variable y. 
Putting it together we obtain the result of summing over the polarisation 
directions: 

IAI2 = 2 cosh 2yo cosh2 y 
w2 cosh(y + Yo) cosh(y - Yo) 

(16.17) 

The size of a phase-space element is 

dk~(k2) = ~wdwd</> sin ede (16.18) 

where </> is the azimuthal angle (over which we can evidently integrate 
to give 2n) and where the e-dependence easily transforms to a rapidity 
dependence: 

sin ede = dY2 (16.19) 
cosh y 

Therefore the number of y's per unit energy and unit rapidity is 

dn = ( g2 ) dw dy cosh(yo + Yo) 
Y 4n2 w cosh(y + Yo) cosh(y - Yo) (16.20) 

The somewhat fancy way we have used to write the arguments in 
the hyperbolic sine and cosine functions is made in order to exhibit the 
Lorentz invariance of the formula: it only depends upon the rapidity 
differences Yo - (-yo) and y - (±Yo). Therefore it is the same in any 
Lorentz frame obtained by boosting along the dipole axis. 

A closer examination of the rapidity-dependent factor also reveals that 
it is basically a constant for rapidities 

Iyl < IYol (16.21) 

and that it falls off exponentially fast outside this region. Therefore the 
spectrum is, to a good approximation 

dn = (20!) dw dy (16.22) 
Y n w 

where the requirement in Eq. (16.21) must be incorporated. We have 
here as usual introduced the fine structure constant O! = g2 /4n under 
the assumption that we are dealing with electrons and positrons. We will 
shortly come back to the difference when we consider color-charged q­
and q-particles. 
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If we rewrite the energy dependence in terms of a transverse momentum 
dependence for fixed rapidity, 

kl. == cosine = ~ 
coshy 

(16.23) 

we obtain the formula found in connection with the method of virtual 
quanta in Chapter 2: 

(16.24) 

(we may of course also make the change dy ~ dx/x in the same way). 
Consequently, the bremsstrahlung spectrum arising from a change in the 

current distribution is equivalent to the flux of virtual quanta which can 
be used to describe the electromagnetic field around a fast-moving charge. 
Quantum mechanics does not tell you before you measure what you may 
find in your detector! 

2 The invariant cross section for dipole emission 

If we neglect the particle masses we may write for the two denominators 
in Eq. (16.8), using the conventional notation and so calling the positive 
charged particle's energy-momentum p(+) == P1, that of the negative charge 
p(-) == P3 and that of the emitted photon k == P2: 

p(+)k == S~2, p(_)k == S~3 (16.25) 

where we have introduced the squared masses of the particle pairs. 
Squaring the matrix element and summing over the polarisation direc­

tions we obtain for the polarisation sum (cf. Eq. (4.40)) 

k·kl L €j€l = (5jl - ~2 
polarisation 

(16.26) 

There will then be three terms in the squared matrix element. The first 
one can be written as (using y"k2 == co) 

4 [(pt}2 - (P1 . k)2/k2] 1 4E1 
-----"------,.------=- = -- + --st2 co2 COS12 

(16.27) 

The second term is the same but with the obvious exchange of index 
1 ~ 3. The third becomes 

2 8P1P3 4E1 4E3 -+-----­
co2 S12S23 COS12 COS23 

(16.28) 
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so that the total result is 

polarisation 

lu#I2 = 4S13 

S12S23 
(16.29) 

For the phase-space factors we obtain, by fixing the two squared masses 
S12 and S23, 

J 2 n 
dkE>(k )E>(2kpl - sn)E>(2kp3 - S23) = -2 

S13 
(16.30) 

Then the total y-multiplicity is given by 

d _ (~) dS12 ds23 ny -
n S12S23 

(16.31) 

Although the result in Eq. (16.31) is derived by semi-classical methods 
it agrees in detail with the results of a complete quantum mechanical 
calculation for soft y-radiation. But when it comes to hard bremsstrahlung, 
i.e. when S13 ~ S12 andlor S23, there are corrections. The formula used 
for the current, cf. Eq. (16.1), in the calculation of the matrix element 
does not account for the fact that the electrons and positrons are spin 
1/2 particles. There are then, just as in connection with the Rutherford 
scattering matrix elements in section 5.5, also contributions from the spin 
structure. Further, the treatment of the phase space in Eq. (16.2) leading 
to Eq. (16.31) is also too simple. As subsequently we will need a formula 
also for the hard radiation we will briefly exhibit the steps necessary to 
obtain a more precise formula. 

Firstly, the current in Eq. (16.1) should be changed as follows: 

~ pE>(x - x(t)) ~ ~ (p + li x V)E>(x - x(t)) (16.32) 

(we have for simplicity written v == dx(t)/dt = pIE) with li describing the 
spin (cf. section 4.4) of the fermions. It is an axial vector, which means 
that the term li x V corresponds to a proper vector, as is p, and therefore 
it is an 'allowed' contribution to the current in a parity conserving theory. 
Further for a massless fermion the helicity can only take on two values 
(±1/2) corresponding to spin 'along' and 'opposite to' the direction of 
motion and we must sum over the two values in the final squared matrix 
element if we have unpolarised fermions. 

It is evident that this extra contribution will change the result in Eq. 
(16.8) into 

x = _€ _. -=(p_+_ili_X_k_) 
pk 

(16.33) 

(with appropriate indices). When we square the matrix element using this 
expression for the X -factors we obtain extra terms as compared to Eq. 
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(16.29), which, after summing over the photon polarisations according to 
Eq. (16.26), will be 

!?& (+) = (u(±) X k)2 
1 - (p(±)k)2 

!?&2 = -2 [u(+) x k] . [u(_) x k] 
(p(+)k )(p(_)k) 

(the remaining interference terms, as e.g. those proportional to 

p(±) . [u(±) x k] 

(16.34) 

vanish because p(±) x u(±) = 0 as we mentioned above). The result in 
Eq. (16.34) should then be summed over the possible values of u(+); only 
the two quantities Lspins !?&1(±) ~ k]j[P(±)k]2 are nonvanishing (~ith ki 
defined in Eq. (16.39) below). Therefore the result in Eq. (16.29) is changed 
as follows: 

4S13 4S13 2S12 2S23 
--~--+-+- (16.35) 
S12 S23 S12 S23 SS23 SS12 

For soft radiation the last two terms are negligible compared to the first 
term. 

Secondly, the phase-space factor in Eq. (16.2) should be exchanged 
for the three-particle phase space we obtained in Eq. (4.14) (with the 
modification that we have defined this phase space with a factor (2n)3 
too large according to Eq. (4.4)). Putting it all together (with the right 
numerical factors) and introducing the squared pair-masses in terms of 
the xrvariables: 

2E· 
X - } 

j - JS' (16.36) 

For example, we have for S12 

S12 = (PI + k)2 = (Ptot - P3)2 = S - 2PtotP3 = s(1- X3) (16.37) 

We obtain after straightforward algebra (note that 2(1- X2) + (1- xt}2 + 
(1 - X3)2 = xi + x~) 

(16.38) 

The introduction of the fermion spin means that we exchange 1 for 
(xi + x~)/2 but the new factor is in general close to unity because of the 
two pole factors in Eq. (16.38). In section 17.7, when we consider collinear 
bremsstrahlung, we will discuss the results of this modification. 

We end this subsection with a few comments. We firstly note that, while 
the spin (for massless particles) is along (or opposite to) the direction of 
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motion, the polarisation of the current, i.e. the added cross-product in Eq. 
(16.33), is transverse to this direction. This is the same behaviour as for 
the electromagnetic fields. 

A vector product a x b is not a true vector but instead describes the 
components of an antisymmetric tensor (which has the same transforma­
tion properties with respect to rotations as a vector but is different with 
respect to space reflections). There is a single 3-tensor ejlm = ±1, depend­
ing upon whether the permutation jIm among the numbers 123 is even 
or odd (e.g. 231 is even and 213 is odd); the axial vector (a x b)j can be 
written as ejlmalbm with a sum over repeated indices. Actually this latter 
quantity can also be described as the Jl = 0 (the 'time') component of the 
antisymmetric 4-tensor e JlV(J},., which is defined in the same way in terms 
of the four indices 0123. It is interesting to note that the relationship to 
the electromagnetic fields can in this way be taken even further because 
the polarisation term of the current is then eOjlm(J/ V m. The polarisation 
of the electromagnetic field is conventionally taken along the electric field 
~j; this is likewise the OJ-component of the field tensor. 

The use of an axial vector to describe the polarisation also means some 
loss of gauge and Lorentz invariance (although these symmetries may be 
restored by a more elaborate formalism). But while the current term based 
upon the true vector (p,E) ex (dx(t)/dt, l)b(x - x(t) may easily be seen to 
fulfil a Lorentz-invariant current conservation requirement, Vj + a jo/ at = 
0, the added axial vector term obeys only space-current conservation 
Vj = 0 as well as the corresponding invariance under 'transverse' gauge 
transforms e . j == (e + ikA) . j. Nevertheless we may use the shape of the 
current we have introduced above to derive the tensors (Tl + T2)Jlv ex 
Lspins (01 jJl lkl,k2) (kl,k21 jv 10), which we discussed in section 4.4. (What 
are the necessary normalisation factors?) 

3 The invariant transverse momentum, the rapidity and phase space 

It is useful to introduce the invariant transverse momentum and rapidity 
for the photon, 

2 S12 S23_ 
k J.. = -- = s(l - xd(l - X3) 

s 

y = ! log (1 - Xl) 
2 1- X3 

(16.39) 

in terms of which we may obtain the inclusive photon multiplicity distri­
bution from Eq. (16.31), 

(16.40) 
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- log W 10gW 

Fig. 16.4. The phase space for photon emission in terms of the logarithmic 
variables K and y described in the text. 

i.e. the same result as in Eq. (16.24). This time it is, however, expressed in 
terms of invariants. 

The total phase space is, in terms of the invariants kl. and y (we will 
from now on only use the variables in that sense so we drop the word 
invariant), 

s ~ S12 + S23 = 2kl...JS cosh y 

which can be conveniently approximated by 

Iyl ::;; (L - K)/2 

(16.41) 

(16.42) 

with K = log(k]jso) and L == K(ki = s). Here So is some scale which is 
not determined by our present considerations. We note that the phase 
space has in this way changed to the interior of a triangle (Fig. 16.4). The 
meaning of the cross section is evidently now that there is a density of 
photons given by rxln inside the triangular phase space because the cross 
section is dny = rxdKdy I n. 

We will use this picture extensively in the following. The energy­
momentum conservation requirement in Eqs. (16.41) and (16.42) is ev­
idently very similar to the results from the coherence calculations in Eq. 
(16.21). In that case we found that radiation is only allowed inside a 
certain (pseudo )rapidity region determined by the rapidity of the emitters. 

The result in Eq. (16.41) is valid for massless emitters. For massive ones, 
there should be a region, close to the rapidity endpoints for the massless 
case, where there is suppression for photon emission. Although we will 
not consider this situation we note that dipole emission is only allowed 
within an angular cone which is characteristic for the dipole. 

It is worthwhile to note that the kl. -variable in Eq. (16.39), although 
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defined in a rather abstract way, is nevertheless a reasonable measure 
of the 'true' transverse momentum of the photon with respect to some 
dynamical axis. This is in particular so if the photon is soft. We will now 
show that there is always a direction e such that the transverse component 
of the ems momentum of the y with respect to e is equal to kl... If the angle 
between the y's momentum direction and e is e we obtain the requirement 

Ei sin2 e = ki = s(l - xt}(l - X3) 

Using the relation in Eq. (16.36) to express X2 we obtain 

2 e 4(1 - xt}(l - X3) 
tan = -----'------,-----'---'---~-----'--

(Xl - X3)2 

(16.43) 

(16.44 ) 

This means that e.g. when the electron and positron afterwards have the 
same energies then the direction of e is at an angle n/2 to the y's direction 
and the whole y-momentum is transverse to e. Note, however, that in 
order to conserve momentum the charged emitters will afterwards also 
move at an angle to the e-axis (for the recoil problems in the emissions, 
cf. section 17.8). 

We have in Chapter 4 described the changes necessary when we go from 
QED to QCD. The number of color configurations which contribute for 
a color-(3, 3) dipole is Nc -1/ Nc with Nc = 3 the number of colors. There 
is also the unfortunate definition of the QCD charge to take into account 
so that we should change rxQED to (Nc - 1/ Nc)rxs/2; all in all this leads to 

(16.45) 

16.4 The antenna pattern of dipole emission 

In this section we will describe the physics corresponding to the strong 
angular ordering condition [59]. We assume that the dipole is boosted 
transversely to its axis as described by Figs. 16.5(b) and (c). This means 
that the angle between the directions of motion of the charges is no longer 
n as in the rest frame but 2tp, with v = cos tp as the relative velocity of 
the frames. 

From Eqs. (16.2) and (16.29) we may obtain an angular emission pattern, 
which is called the antenna pattern in [27]. When this is expressed in 
angular variables (or rather in the scalar products betwen unit vectors) we 
obtain, using e.g. S12 = 2E1k(1- n1 . n2), the following angular dependence 
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(a) (b) (c) 

Fig. 16.5. (a) The angular emittance cones around the partons i and j and the 
region 0 with no emission according to the strong angular condition. (b) A gluon 
with a certain kt is emitted at an angle nl2 - () from a dipole in its ems. (c) The 
system is boosted to a frame with velocity v = cos 1p, for the notation see the text. 

on the gluon direction (note dkb+(k2) = kdk sin e ded¢ /2): 

a13 
Wl,3(O) =­

ala2 
aij = 1 - 0i . OJ, ai2 == ai, i = 1,3 (16.46) 

The angular distribution W1,3 contains a dependence both on the relative 
angle between the two emitters 1 and 3, to be called e13 , and on the polar 
and azimuthal angles e and ¢ of the emitted g, see Fig. 16.5(a). It can be 
written as a sum of two terms: 

(16.47) 

We can calculate the polar angle e with respect to either the i-direction or 
the j-direction; an index on e will indicate which one we are using. For 
the expression Ui,j we note that if we fix ei and eij the only azimuthal 
angular dependence is that of the second term in the bracket. 

The numerator of the second term is 2[sin2(eij/2) - sin2(ed2)]. This 
provides a positive or negative contribution depending upon whether ei 

is smaller or larger than eij. It is useful for the reader to check for 
himself/herself that the partitioning is done in such a way that this 
numerator will have no pole in Ui,j if e j = O. 

The expression for Ui,j is therefore only large when the emitted g is 
close in angle to the parton i. The same is evidently also valid for the 
corresponding term Uj,i with respect to the parton j. 
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One may integrate Ui,j over all values of ¢ and obtain 

(16.48) 

This means that the average emission from the term Ui,j is the same as if 
there had only been emission from the parton i inside a cone such that the 
following angular relation in the E)-distribution is fulfilled: 

e·· > e· IJ - I (16.49) 

Thus the two terms in Ui,j turn out to give equal and opposite contributions 
outside this 'mother' cone. This makes it possible to interpret the dipole 
emission formula as terms of independent emission from either the i- or 
the j-parton. 

We will now investigate the way in which such an angular condition 
works. We consider Fig. 16.5 and first concentrate on the condition for 
emission from the parton i. The condition in Eq. (16.49) then means that 
i can emit inside the upper angular cone around the direction i. Similarly 
j can emit inside the lower angular cone around j. 

Therefore both can emit in the region between them and neither can 
emit in the region indexed O. Due to the partitioning above we also know 
that the amount which is lost inside the region 0 is gained in between the 
partons. Thus a literal use of the angular condition means that some, in 
general soft, gluon radiation is 'misplaced' in phase space. 

In order to inform ourselves about the size of this problem we will 
make the following calculation. We assume that in its rest frame a dipole 
emits a gluon at an angle nj2-e to the dipole axis; see Fig. 16.5(b). Then 
in a coordinate system in which the dipole moves with velocity v = cos lp 
transverse to its axis and at an azimuthal angle n with respect to the 
gluon, (see Fig. 16.5(c)) all those gluons with e ~ emax, where 

e cos lp - cos 3lp 
cos max = ----'----'--

1 - cos lp cos 3lp 
(16.50) 

will be forbidden by the strong angular condition. 
This means that when v -+ 1 then emax -+ 0.64 while emax = 0 for 

v = 0.5. The strong angular condition is an inclusive statement in the sense 
that if all possible gluon emissions are allowed then the errors compensate. 
In a Monte Carlo simulation of single events the errors can be appreciable 
event for event, however. 

A clever model builder can to some extent compensate for the error. 
In particular the most popular Monte Carlo models on the market, 
JETSET [105], HERWIG [94] and ARIADNE [92] implement the full 
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dipole matrix element in the first emission (in different ways). While 
in ARIADNE emission continues according to the dipole formula, in 
the other programs the conar conditions are applied later on in the 
cascades. If the conar conditions are neglected, however, then there will 
be considerable double-counting and far too many gluons emitted. 
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17 
Multigluon emission, the 
dipole cascade model and 

other coherent cascade models 

17.1 Introduction 

In the last chapter we considered the bremsstrahlung cross section for 
dipole radiation. This cross section is valid even for multiple QED brems­
strahlung. But there is a major difference between an abelian and a 
nonabelian gauge field theory in connection with multiquantum radiation. 

For an abelian gauge theory, like QED, the emitted quanta are charge­
less. Therefore the current is the same before and after the radiation 
(besides the recoils, which pose particular problems in all theories). 

For QCD, the emission of (the color-8 charged) bremsstrahlung gluons 
may actually be disastrous. The original current in e.g. an e+ e- anni­
hilation event consists of a color-3 and a color-3 charge (the original 
qq-pair), forming the primary dipole. But after the emission of a gluon the 
current consists of a state with color-(3, 8,3) charges moving in different 
directions. It is a great simplification that the three charges to a very good 
approximation can be tretaed as two independent dipoles [27]. 

We will start by presenting this result and then continue the discussion 
in terms of the Lund dipole cascade model, the DCM [75]. In this model 
the production of new gluons stems at every step from the formation of 
dipoles by pairs of previously emitted partons, and the process leads to 
new and smaller dipoles. The coherence conditions can in a simple way 
be realised in the DCM. The process is implemented in a Monte Carlo 
program, ARIADNE [92]. Within the DCM it is also easy to clarify the 
way the directrix of the final-state string emerges. We will show that the 
coherence conditions of multigluon emission in this model tend to bend 
the directrix in a characteristic way towards an ever smoother curve. 

After that we will turn to the description of models in which the 
subsequent gluon radiation is related to a single one of the already 
existing partons. It is then necessary to partition the dipole cross section 

318 
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in a consistent way into the contributions from the two charges at the 
endpoints. It is necessary to take coherence into account by means of the 
strong angular ordering condition derived in Chapter 16. 

We will also be more precise with respect to the polarisation correlations. 
We will exhibit the so-called splitting functions, which correspond to 
approximations to the dipole emission formulas valid when the radiated 
gluon is collinear to one of the charges. 

We briefly describe the procedures in two Monte Carlo models of this 
kind, HERWIG, [94], and JETSET, [105]. At the same time we consider 
some features of the Webber fragmentation model. We will also discuss the 
gluon splitting process. In particular we exhibit the results of a competition 
between different stochastic processes, in this case gluon emission, g ~ gg, 
and gluon splitting, g ~ qq. 

We do not know the higher-order perturbative results for the cross 
sections. Therefore there is a problem in connection with how to partition 
the recoils in the emissions. We will show that within the DCM the results 
are stable and consistent. 

There is actually a particularly nice relationship between the DCM and 
the Lund fragmentation model. It turns out that the dipoles of the DCM 
occur just in the regions where the Lund model would span a string. 
Consequently all 'new' gluon emissions, with ensuing activity, occur where 
the Lund model already provides for particle production. 

In other words the DCM (and models containing a correct treatment 
of the coherence conditions) provide for gluon production in accordance 
with the string effect, discussed in Chapter 15. The softer gluon radiation 
(softer because the corresponding dipole masses in general are smaller) in 
the string regions only serves to provide smaller gluon excitations on an 
already existing string. 

The result is that there is a moving interface between the radiation of 
more and softer gluons and the fragmentation process of the Lund model. 
We will exhibit this property and discuss the consequences in some detail. 

The reason that the Lund model results and the results of the Webber­
Marchesini model [94] agree so well, despite the large conceptual differ­
ences in the models, is that both models implement the bremsstrahlung 
coherence conditions. In other words both models contain (in a statistical 
sense) activity inside the same regions of phase space. 

17.2 The consequences of the second-order matrix element 

The main difference between QED emission of photons and QCD emission 
of gluons is the final-state current distribution. In the QED case the y's 
are chargeless and apart from the recoil problems the original current 
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is still the same. In QCD, however, we start with a color-33 dipole and 
afterwards end up with a (3,8, 3)-charge situation. 

There is, however, one simplification. We started out with a color singlet 
composed of the 3- and 33-charges and it is evident that the three charges 
(3,8,3) must also together form a color singlet. Therefore in particular the 
combined qg-charge must compensate the q-charge and similarly the com­
bined gq-charge must compensate the q-charge. Such a charge situation 
may have implied the occurrence of higher multipole charge distributions. 
However, up to a small correction we only obtain two new dipole emitters. 
We will now treat the radiation of one more gluon along these lines. 

The cross section for the process e+e- -+ qglg2q has been calculated 
in great detail and the full expression, [56], is very long and rather 
complicated. If we assume that the cms energies of the particles are 
strongly ordered, i.e. E2 ~ El ~ Eq, Eq then it is much simplified. The 
total angular distribution is then a product of two expressions, [27], where 
we make use of the antenna pattern distribution W defined in Eq. (16.46). 
The factor Nc is the number of colors and is proportional to 

[ Wq,q(n2)] 
Wq,q(nt} x Wq,1(n2) + Wl,q(n2) - N~ (17.1) 

Therefore in this limit we can regard the process as if 

• there is a first emission of gl from the original qq-dipole, 

• then there is a second emission of g2 either from the qgl-dipole or 
from the glq-dipole. The two dipoles in this way work independently. 

• the third term in the brackets is small and may be neglected 

The dipole cascade model 

In this model, [75], the pattern exhibited in Eq. (17.1) is taken all the way. 
Thus, the radiation of two gluons produces three dipoles and then these 
new dipoles are allowed again to decay independently. At each step there 
is a new gluon emitted and the corresponding dipole is then subdivided 
into two. After n gluon emissions there are then n + 1 dipoles. 

The cross sections used in the Monte Carlo simulation program ARI­
ADNE [92], which implements the model, are 

dn _ _ _ 20cs (xI + X~)dXldx3 
qq-->qgq - 3n (1 - xt}(1 - X3) 

d _ 30cs (xi + X~)dXldx3 
nqg-->qgg - 4n (1 - xt}(1 - X3) (17.2) 

d _ 30cs (xi + xj)dX ldx3 
ngg-->ggg - 4n (1 - xt}(1 - X3) 
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We will come back later to the powers in the polarisation sum in the 
numerators. Note that if a g is the emitter then there is a power 3 for the 
corresponding variable. For a q- or q-emitter there is a power 2. 

The color factors in the cross sections are also different. There is no 
suppression if a gluon splits up into two gluons. If a q and a q in a pair 
are the emitters there is (cf. Chapter 4) one chance in nine of obtaining a 
color singlet combination. Therefore only 8/9 of the color combinations 
are gluons, which is just the ratio between the color factors in Eq. (17.2). 

We will from now on use the variables kl., y defined in Eq. (16.39) of 
Chapter 16. In particular the stochastic process of multigluon radiation 
in ARIADNE uses the transverse momentum variable kl. as the ordering 
variable. We will start by clarifying the meaning of this notion. 

17.3 An aside on ordering and the Sudakov form factors 

A stochastic process is always defined by means of a direction. In order 
not to double-count the contributions they must be organised according 
to some system, so that we have the first step, the second etc. In the Lund 
fragmentation model the process is e.g. ordered along the lightcone(s) 
(the equivalence of the orderings actually provides a unique process, cf. 
Chapters 7-9). For multigluon emission processes the model builders use 
different ordering variables but the choices are in general made so as to 
account for the coherence conditions of the radiation. 

If the available phase-space cells are subdivided and numbered accord­
ing to the prescribed ordering variable, each with a given probability ak 
that an event should happen, then the very first event is defined by the 
requirement that it happens in the cell j with probability p(1)(j), where 

j-l 

p(1)(j) = aj II (1 - ak) 
k=l 

(17.3) 

The product corresponds to the requirement that nothing has happened 
in the first j - 1 cells. 

In the limit when the subdivision of phase space becomes more and 
more fine-grained and the number of cells grows correspondingly we 
obtain 

dP(A) = dng(A) exp (-in dng) (17.4) 

This is the probability that no emission has occurred in the region Q and 
one emission occurs at the boundary point A. The exponential factor in 
Eq. (17.4) is usually referred to as a Sudakov factor [107]. It is of course 
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also the factor occurring in decay formulas generally (cf. the description 
of the Artru-Menessier-Bowler model in Chapter 8 for a different context). 

We have in this way made use of general probability concepts. The 
properties of the Sudakov factor are governed by the density dng • It may 
happen that dng is not a local quantity independent of the prehistory, 
i.e. the path from the starting point to A. Then the integral must be 
correspondingly 'path-ordered'. In the DCM where the gluon emissions 
are kl.. -ordered the integral is over the values of kl.. ~ kl..A and dng is given 
by the relevant formula in Eq. (17.2). As we will see later on there are 
also other ways to order a QCD perturbative parton cascade, still keeping 
to the coherence conditions. The coherence conditions in QED photon 
emission are simpler. One may generally choose any ordering in the phase 
space which is defined by the properties of the charged current. 

Actually it was for multiple photon emissions in QED that Sudakov 
first constructed the form factor. His arguments were, however, not based 
upon probabilities. He pointed out that if we consider the emission of a 
fixed (exclusive) multiphoton state then there are many Feynman diagrams 
contributing to the matrix element. In particular at every new order in the 
coupling constant there are virtual corrections, corresponding to emission 
and reabsorption of photons in the available phase space. He was able 
to calculate the leading contributions from this series, i.e. those with 
the largest energy dependence, and it turned out that the resulting sum 
'exponentiated' into just the form factor in Eq. (17.4). 

In this way the probability of emitting nothing is directly in perturbative 
field theory related to the 'virtual corrections' from emitting and absorbing 
anything else besides the exclusive state. The 'real' emission density dng is 
then the same as the virtual emission-reabsorption density! 

This result is also reasonable from Eq. (17.4). We may imagine that 
there is a small region Ml in Q around the boundary point A. If we 
allow for emission of anything inside t5Q but neglect to observe the results 
then we go over to an inclusive distribution: we observe that there is 
nothing in Q - t5Q, there is something at the boundary point and there 
may be anything in t5Q. The probability for this is given by Eq. (17.4) 
with Q ~ Q - t5Q. Therefore summing up contributions in a region means 
that the region vanishes from the Sudakov factor! 

We will meet this situation again in a somewhat different context in 
connection with deep inelastic scattering (DIS) in Chapters 19-20. We 
would then like to subdivide the total radiation in a state into two sets. 
One of these corresponds to the production of a state with a well-defined 
set of gluons, usually referred to as the initial-state bremsstrahlung (ISB). 
In the linked dipole chain model these gluons correspond to a set of 
connected dipoles. The other set, the final-state bremsstrahlung, (FSB) 
corresponds to the available radiation from these dipoles. Then we may 
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sum up the FSB contributions to the Sudakov factor when we calculate 
the contribution from the ISB to the cross section. 

But for every exclusive state there is, of course, a Sudakov factor for 
that particular FSB emission from the ISB dipoles. Taking all the states 
into consideration, however, they do sum up to a factor 1 in the cross 
section. 

17.4 The generalisation of the A-measure to muItigluon situations 

In section 15.7 we have introduced a generalised rapidity variable called A 
that has the same properties for an event containing a hard gluon emission 
as the ordinary rapidity variable has for two-jet events, i.e. those events 
that correspond to the fragmentation of a straight qq-string. 

Based upon the properties of multigluon emission as it is described 
above in the dipole cascade model we will now generalise the definition 
of the A-measure to multigluon emission. There are two major properties 
of the cascade and the fragmentation processes that we need. 

Firstly we note that according to the perturbative dipole cascade model 
each dipole may during the cascade be subdivided into two new dipoles 
by the emission of a gluon. While the original dipole moves as a straight 
string segment between the two light rays of the endpoint partons the two 
'new' dipoles will move apart as string segments spanned between each of 
the original endpoints and the gluon. In this way the dipoles correspond 
to color-field links between the corners defined by the partons. The new 
dipoles will move apart so that the fields are stretched over the gluon light 
ray (we use the same notions as in the description of the string surface 
in space-time in Chapter 15). An example is given by Fig. 15.9 in which 
a state containing a q, two g's and a q (they will be indexed 1,2,3,4, 
respectively) is shown as it develops in space-time. 

Secondly, after the emission of the two gluons there are three lightcone 
regions spanned between the ql and the g2, between the g2 and the g3 
and between the g3 and the q4. Inside each lightcone region there will be 
a typical hyperbola decay during the fragmentation process as we have 
described before (see Chapters 9 and 15). Thus the final-state particles 
are on the average produced along a hyperbola with a fixed proper time 
with respect to the origin. There may also be a few particles produced 
around the gluon corners, i.e inside the gluon fragmentation regions (see 
Fig. 17.1). 

It is then evident how to generalise the A-measure. The result in Eq. 
(15.26) that the total available region for particle emission is changed 
from the straight, string fragmentation result .::\y = log(s/so) to A = 
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Fig. 17.1. The situation after the appearance of a second gluon. Note the two 
'tips' dragging out hyperbolas around the gluon corners, which each contain a 
number of particles proportional to the value of log ki for the gluon in question. 

log(s/so) + 10g(kJ)so), will be further changed to 

A = log(S12/S0) + log(s23/so) + log(s34/S) ( 17.5) 

i.e. into the hyperbolic size of each of the three lightcone sections. In Eq. 
(17.5) we have used the same scale variable So whether it is a gluon or a 
quark fragmentation region (cf. the discussion in subsection 15.6.4). 

According to the dipole cascade model we may consider the size of A 
as emerging in a step-by-step process in which we first have the original 
dipole qq (total energy-momentum Ptod changing into e.g. q1g;q4 (with 
energy-momenta k1, k;, k4) and finally into q1g2g3q4 (with energy-momenta 
11,12,13,14). (The primed variables are introduced to indicate that in the last 
emission, which in this case according to the dipole cascade model corre­
sponds to emitting the g3 from the dipole g;q4' there will be recoil changes 
in the emitters' energy-momenta). Energy-momentum conservation implies 

Ptot = k1 + k; + k4 = 11 + h + 13 + 14 (17.6) 

and the independence of the emission according to the dipole cascade 
model implies that k1 = 11. Therefore k; + k4 = 12 + 13 + 14. Consequently 
the first gluon is emitted at an invariant kl2 = s~2s24/ s and the second 
at an invariant kl3 = S23S34/ S234 where S234 == s24 in easily understood 
notation. 

The result in Eq. (17.5) can then be reformulated in the following way: 

3 

A c:::: log s + log(S12S234/ s) + log(s23s34/ S234) == log s + I)og kl j (17.7) 
j=2 

where we have approximated S12 by s~2' thereby neglecting the recoil of 
the gluon emitter 2 in the second emission. 
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Equations (17.5) and (17.7) can evidently be generalised into multigluon 
situations and are well defined as long as all the squared masses Si,i+l of 
two color-connected gluons are larger than the scale so. We will later 
extend the definition in an infrared-stable way. 

Finally it is also obvious that the measure A defined above corresponds 
to the total generalised rapidity region available for final-state hadron 
emission, i.e. it could have been called ~A in the same way as we introduced 
~y = log(s/so) for the two-jet events. When we extend the definition of A in 
section 18.7 it is possible to define a local value A((j) where (j parametrises 
the points along the directrix of the state (cf. the general description of 
string motion in terms of the directrix in Chapter 15). Every point along 
the hyperbolas spanned between the color-connected gluons will then have 
a well-defined value of A((j) between A(O) = 0 and A(E/K) = A. 

17.5 The phase-space triangles of DCM 

We will next discuss the available phase space. The subdivision of the very 
first dipole by the radiation of a gluon with kll and Y1 will in accordance 
with Eqs. (16.39) lead to a splitting of the original mass-square s into the 
two dipole mass-squares 

S12 = k.l1)SexPY1, S23 = k.ll)Sexp(-yr} (17.8) 

Thus, in the phase space approximately described by the triangular region 
in Fig. 16.4 there is one point shown in Fig. 17.2 corresponding to the 
(kl.l' yr}-variables of the first emission. The region above this point, i.e. 
the triangle above the hatched line, does not contain any gluons. If this is 
the first emission the region n in Eq. (17.4) is just this triangle according 
to the ordering in ARIADNE. 

We next construct the phase space for the 2nd emission. The logarithm 
of the squared masses in Eq. (17.8) can be described in size according to 
Fig. 17.2. Thus 

L12 == IOg(S12/S0) = (K1 + L)/2 + Y1 

L23 == 10g(s23/so) = (Kl + L)/2 - Yl 
(17.9) 

where we have introduced the variables from Eq. (16.42). In the figure, 
starting from the emission point, we have drawn out a triangular fold, 
which sticks out of the earlier triangle. The length of each triangular side 
of the fold baseline is Kt!2 and the triangular height is of course K1. 
Therefore the distances from the lower left and lower right corners of the 
original triangle along its baseline to the tip of the fold are 

L K1 L K1 
"2 + Y1 + 2 = L12, L23 = "2 - Y1 + 2 (17.10) 
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Fig. 17.2. The production of two new dipoles, by the emission of a gluon with 
k.ll. Yl described in the logarithmic phase-space variables K, y. The (logarithmic) 
size of the dipoles is indicated along the baseline and out to the tips of the added 
triangular fold. 

respectively. The folded triangle is the increase in phase space in QCD for 
further gluon emissions, given the variables of the first emission. It was 
introduced as the generalised rapidity variable A. in Chapter 15. The length 
of the baseline (including the triangular fold) is evidently A. = L + 1'1, i.e. 
that obtained in Eq. (15.27). 

At this place we make the following further comment: 

• if we use another scaling variable Sl instead of So in the definition 
of " then each triangular construction is lengthened or shortened by 
the factor log(st/so}. Each dipole size is changed and therefore the 
sum of the two dipole lengths is changed correspondingly. 

In particular if we use the scale Sl = kit then the baseline changes to the 
size L - 1'1. This is the rapidity region available for the first radiation. In 
Chapter 18 and also in Chapter 20 we will consider "I as the (logarithmic) 
'virtuality' of the dipole and then L - "I is the size of the dipole just before 
it decays. 

The phase-space triangle (before the second emission) has been changed 
into two cutoff triangles, corresponding to the two new dipoles and one 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


17.5 The phase-space triangles of DCM 327 

-log W 

(a) (b) 

Fig. 17.3. The second emission in the cascade corresponds to one more projecting 
fold. The two cases corresponding to (a) and (b) are discussed in the text. 

empty part (note that the next emission must be below 1'1), as follows. We 
have 

1 one triangle above K1 in which there are no gluons; 

2 one left (cutoff) triangle corresponding to the new dipole qg with 
mass S12 (to see this triangle imagine that you bring the fold towards 
the right in Fig. 17.2 into the old triangle); 

3 one (also cutoff) triangle corresponding to the new dipole gq with 
mass S23 (bring the fold towards the left in Fig. 17.2 into the old 
triangle). 

We may now repeat the whole process, moving downwards towards 
smaller K in each of the two triangles, until somewhere we find the next 
emission, (K2, Y2). This new radiation may then occur in anyone of the 
two independent dipoles. 

In Fig. 17.3(a) we have divided the dipole S12 and added a new fold 
which at the baseline has the (double-sided) size K2. In Fig. 17.3(b) the 
corresponding division occurs in the folded triangle stemming from the 
first emission. This construction warrants further comments. In principle 
we could say that the situation described in Fig. 17.3(b) corresponds to 
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the emission of a gluon 'collinear' to the first gluon. We would then define 
a collinear gluon as one having a y-difference variable measured to the 
end of the dipole smaller than the originall<:I/2 = log(kn / Jso). 

But for independent dipoles such a statement would be rather arbitrary. 
A little reflection tells us that the crucial variable for 'collinearity' is the 
difference between the emission point and the point closest to it along the 
edge of the triangular fold. 

We will find in Chapter 18 that there is actually a scale at the endpoint 
of the dipoles. Closer to the endpoint than this scale we in general get 
into trouble, because of the kinematics of the recoils, in defining the 
real direction of the partons after any emission. This scale is to a good 
approximation independent of the earlier emissions. 

The same construction can now be used when we continue towards 
smaller and smaller K-values and correspondingly smaller dipole masses. 
Every radiation of a new gluon corresponds to a new fold in the triangle. 
We will return to this picture in the next chapter. There are two further 
comments on the construction of the triangular phase space with its many 
folds. 

Firstly in Chapter 15 we have shown the string space-time surface when 
there are several gluons radiated. The measure A was then described as 
the length of a set of hyperbolas spanned between the gluon peaks. These 
hyperbolas correspond in the phase-space triangle to the straight lines 
between the peaks of the projecting triangles and the folds themselves 
correspond to the gluons. 

Secondly the variables used in the triangular phase space are the invari­
ants kJ.., y. It may be dangerous to associate these variables with the 'true' 
transverse momenta and rapidities with respect to a physical axis in the 
event. The invariant variables have a meaning in each dipole's rest frame. 
This means that the size and the place of the phase-space folds depend 
upon the earlier emissions. 

17.6 The description of mnltigluon emission as a process on the directrix 

1 jrhe process 

We will in this section demonstrate the way the directrix is gradually 
changing during the radiation cascade of gluons. The directrix is in 
Chapter 15 defined as the connected curve obtained when the parton 
energy-momentum vectors are laid out in color order. 

We will only consider the space parts of the directrix in this section and 
only the first half-cycle of the curve. The second half is the same but with 
the parton energy-momenta laid out in the opposite order, according to 
the prescriptions for the directrix of a string starting at a single point. 
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Fig. 17.4. The qq-state directrix and the triangular directrix after the first gluon 
emission. 

The directrix corresponding to the original qq-state is in the cms just a 
double line, each part having length W /2 with W the cms energy of the 
state (see Fig. 17.4). The first gluon emission changes the double line into 
a triangle with the sides corresponding in turn to the q-momentum, kq, 
the emitted g-momentum, kgl' and the q-momentum after the emission, 
kq. 

This configuration is also shown in Fig. 17.4. The momentum recoils 
are in this example quite noticeable. In particular they are represented by 
the angles between the consecutive vectors. The strong angular condition 
will require that any new emission must provide a smaller angle than the 
one characteristic of the emitting dipole. We now assume that the second 
gluon is emitted from the dipole between the q and the gl, see Fig. 17.5. 

The directrix is then changed from a triangle to a quadrilateral curve. 
The strong angular condition corresponds to the coherence requirements 
on the radiation. The condition will in this case require the second gluon, 
gz, to cut off the corner between the q- and the gl-momentum vectors. 
We note that these two will recoil (the perimeter of the polygon still 
corresponds to W!) and the result will evidently lead to a shape with less 
violent bends. 

It is of some interest at this point to consider the other possible color­
ordering, i.e. the one which would occur if the same gz had been emitted 
from the dipole between the gl and the q. The corresponding directrix is 
shown by the heavy broken line in Fig. 17.5. The most noticeable thing is 
that this color-order produces a directrix which contains sharper corners. 
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Fig. 17.5. The second gluon emission in the dipole between the q and the gl 
changes the directrix into a quadrilateral. 

Fig. 17.6. A smooth directrix curve stemming from multigluon emission. 

This possibility is not necessarily excluded, because we are working in 
a three-dimensional space during this emission and the angles are more 
complex than in a plane. The configuration is, however, in general strongly 
suppressed as compared to the one with smoother corners. 

The characteristic conar angles for the three dipoles are also shown 
in Fig. 17.5 and they are in general smaller than those obtained after 
the first emission. It does not take much imagination to understand that 
in every new step the strong angular condition will drive some of the new 
angles towards smaller values, i.e. the directrix curve becomes more and more 
smoothly bent as shown in the example in Fig. 17.6. In this case we have 
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gone over to a continuous curve but it can be considered as emerging 
from continually smaller gluon emissions as we will show below. 

2 A self-similar string directrix 

One immediate question is the general structure of the directrix curves 
we obtain in a cascade containing the coherence conditions of QeD 
bremsstrahlung. In order to answer this we must be able to make compar­
isons between different parts of the directrix curves. Such parts correspond 
to sets of color-connected gluons. The relevant question is whether a group 
of gluons in one part of the state will look 'similar' to another group some­
where else. To understand the problem we will in particular focus on the 
regions between the points indicated in Fig. 17.6. 

At first sight the two parts AB and CD evidently do not have the same 
appearance. According to the definition of the directrix the distance along 
the curve between A and B corresponds to the energy and the vector 
AB == P AB corresponds to the momentum of that part of the directrix. 
Therefore it is perfectly feasible to go to the rest frame of the region AB 
and consider the result. 

This is the only relevant way to compare different parts of the directrix. 
In a theory which is Lorentz-covariant we are not interested in differences 
corresponding to the use of different Lorentz frames nor differences due 
to rotations of the state within the frames. We will now exhibit some 
rather puzzling and interesting features of the particular curve drawn in 
Fig. 17.6, [47]. 

We can do the same procedure for CD as we have performed for AB. 
The interesting thing is that the two parts will look exactly alike in their 
rest frames! Not only that: the original curve is chosen in such a way that 
the curve itself, the parts AB, CD and any connected part of the curve 
have the same shape if we consider each in its own rest frame. All parts 
are self-similar. This means that apart from a scale factor and a possible 
rotation in space they can all be described in the same way: 

Ao(~) = R(2~ - 3~2 + 2e) 

Al(~) = R(-~ + 3~2 - 2e) 

A2(~) = R.j3(-~ + ~2) 
A3(~) = 0 

(17.11) 

Here, the space part is chosen in the 12-plane and is required to pass 
through the origin for ~ = 0 and (R,O) for ~ = 1. The parameter R 
corresponds to the mass of the state and is the only available parameter 
for the curve. 

The curve in Eq. (17.11) is unique (besides an arbitrary Lorentz trans-
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formation) and has the particular property that 
.. 2 2 
A(~dA(~2) = 6R (~l - ~2) ( 17.12) 

The reader may convince himself/herself that the results described above 
are correct by choosing different connected parts, calculating the corre­
sponding boost parameters and considering the emerging function in the 
rest frame! 

The completely self-similar curve in Eq. (17.11) is a limiting case of 
the following situation. Suppose that we emit a set of gluons in such a 
way that there is one gluon in the centre at the rapidity y = 0 and then 
symmetrically placed gluons at ±n(~y) for n = 1, ... , N, all with the same 
transverse momentum kl.. Both the rapidity and the transverse momenta 
are 'real' variables in the sense that they are measured with respect to a 
particular axis in the Lorentz frame we are considering. 

The color connection will be the obvious one, i.e. from the outermost 
parton at N~y to (N -1)~y etc., ending on the gluon at -N~y. We will 
assume that the two at the endpoints are the q and the q for an open 
string. 

This means that the nth gluon (we will allow n to take both positive 
and negative values) will have energy and momentum equal to 

en = kt cosh(n~y) 

kln = kt 

k2n = kt sinh(n~y) 

(17.13) 

We are obviously not describing the state in the cms. Nevertheless, this 
particular state will on a local level look exactly the same (almost) every­
where because the mass of a neighboring group of gluons is always 

Mi = 2k;[cosh(~y) - 1] 

Mj = 2Mi + 2k;[cosh(2~y) - 1] 
(17.14) 

etc. with the lower index corresponding to the number of neighbors 
counted. 

The total energy of the state is easy to sum up: 

E = kt sinh[~y(2N + 1)/2] 
sinh(~y/2) 

(17.15) 

and correspondingly the momentum is Pl = (2N + 1 )kt along the I-axis. 
We may then boost the state by the velocity Pt! E to the cms. 

We now consider the case when N ---+ 00 and ~y ---+ 0 in such a way that 
the product N ~y ---+ /3. Then we obtain for the derivative of the directrix 
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function with respect to ~, where ~ = (N - n)/(2N), 

Ao = k~ sinh {1 cosh[(1 - 20{1] - {1 

J sinh2 {1 - {12 

A1 = k~ sinh {1- {1 cosh[(1 - 20{1] 

J sinh2 {1 - {12 

A2 = k~ sinh[(1 - 2~)m 

333 

(17.16) 

We also note that ~, defined in this way, always fulfils 0 S ~ S 1. In this 
way we obtain a set of possible directrix functions containing two shape 
parameters, kt and {1. It is easy to integrate Eqs. (17.16) but we will leave 
that for the interested reader. 

Instead we consider the limit when {1 ~ 0 and kt ~ CIJ so that kt {1 ~ 
RJ3. Then it is easy to prove that the vector in Eq. (17.16) will approach 
the derivative A of Eq. (17.11) at every point ~. 

The states we have introduced in this way seem to be unusual in the 
sense that the gluons all have the same local properties, in particular they 
all have the same value of the transverse momentum variable kt . It is 
instructive to notice that this value of the transverse momentum is not 
equal to the invariant transverse momentum we would use to order the 
emissions in the dipole cascade model. 

Thus we obtain for the invariant transverse momentum (Eqs. (16.39) 
and (17.14)): 

ki = Mi = 2k~ sinh2(L1y /2) 
Ml 1 + 2 cosh2(L1y /2) 

(17.17) 

In order to understand that such a state actually can come out of a cascade 
we note that we may start with a situation where the original q and q are 
in some frame going out with rapidities ±N L1y and the same transverse 
momentum kt1 . This means that the total squared mass of the system is 
s = 2kldcosh(2N L1y) - 1]. Next we emit a gluon with the invariant kn 
at the invariant rapidity y = O. The rapidity condition means that the 
two emerging dipoles are exactly equal. This means that we can find a 
new frame with the q, gl and q moving at rapidities ±N L1y and 0 in that 
frame. We define kn so that all the three partons have the same transverse 
momentum, kt2, in that new frame. 

To determine the variables it is only necessary, due to the symmetry, to 
conserve the total mass: 

s = 2kldcosh(2NL1y) -1] 

= 2k;2[(cosh(2NL1y) -1] + 2[cosh(NL1y) -1)] (17.18) 

This provides an equation that determines kt2 in terms of L1y and ktl. The 
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invariant kJ..l is given by 

k2 _ Sqgl Sglli _ k2 2 sinh2(N ~y /2) 
1.1- S - t22cosh2(N~y/2)+1 

( 17.19) 

and we recognise this for N = 1 from Eq. (17.17). 
In the next step we divide each of the dipoles qgl and glq in the middle 

and again go to a new frame in which the q and q have rapidities ±N ~y, 
the two new gluons have rapidities ±N /2~y and the original gluon still 
goes out at y = 0, all with transverse momenta kt3. Again it is, due to 
symmetry, only necessary to fulfil the total squared mass condition: 

S = 2k;3 {[cosh(2N ~Y3) - 1] + 2[cosh(3N /2~Y3) - 1] 

+3 [cosh(N ~Y2) - 1] + 4 [cosh(N /2~Y2) - 1n (17.20) 

This condition will fix kt3 in terms of the earlier kt-variables. We can 
evidently continue this process every time choosing the ~y-variables to be 
the same at each level and filling in more and more gluons. The kr- and 
the invariant kJ..-variables will quickly decrease because of the number of 
terms in the mass condition. 

The ordinary cascade states contain many more irregularities. It is, 
however, a fact that most of the fluctuations in the cascade states are 
connected to the first two gluon emissions. We will discuss this result, [12], 
in Chapter 18 after we have developed more analytical tools. 

17.7 Single-parton emission compared to the DCM procedure 

1 The splitting formulas 

We start with a partitioning of the dipole radiation formulas, Eq. (17.2), 
into two parts, each corresponding to the contribution from one of the 
charges. In section 16.4 we have derived the strong angular ordering 
condition, which is one way to include the coherence conditions in QCD 
bremsstrahlung. Then the dipole emission region is divided into two parts, 
according to the angle with respect to the existing partons. Although the 
formula in Eq. (16.47) is a good approximation to the cross section for 
soft gluon emission it is necessary, for hard and collinear gluon emissions, 
to account for the contributions from the polarisation correlations in the 
numerator of the cross section. It is therefore necessary to provide more . . 
preCIse expresslOns. 

We assume that the gluon (index 2) is, in connection with the first 
formula in Eq. (17.2) emitted close to the q-particle (index 1). Then the 
squared mass s(1 - X3) = S12 == Q2 is small and Q is usually referred to 
as the virtual mass of the qg-pair. The reason is that intuitively we may 
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consider the process as being in two steps: firstly there is the production of 
an off-shell q (with positive mass Q corresponding to a time like vector); 
secondly this then decays into the on-shell qg-pair, see Fig. 16.2 (note 
the discussion in the corresponding text that such a statement is not 
gauge-independent and that therefore one must be careful). 

Also, X3 - 1, i.e. the q takes energy:::: JS/2. The q and g will together 
take Xl + X2 :::: 1 of the remaining energy JS/2. We may then write the 
bremsstrahlung formula in the first line of Eq. (17.2) as the product of 
a factor corresponding to the production of Q2 and another factor, the 
splitting function g>~(z) for the virtual q to emit the g with g-fraction 
z = X2: 

d _ ~ dQ2 g>q 
ng - 4n Q2 g 

g>q = ~ [1 + (1 - z )2] 
g 3 z 

(17.21) 

The corresponding splitting function for the (virtual) q to emit the on-shell 
q with fraction z = Xl, g>4(z), evidently becomes 

(17.22) 

In order to exhibit the polarisation contributions in the numerator of the 
formulas in Eqs. (17.2) and (17.21), (17.22) we will derive the results from 
the Rutherford scattering formula we obtained in Eq. (5.40). We consider 
the scattering of two (massless) spin 1/2 particles in the cms, described 
initially by the vectors PI,2 = (W /2, ± W /2, O~), with momentum transfer 
q to final states P3,4 = (W /2, ±Pe, ±p~). We will then have the kinematical 
relations (in terms of the scattering angle 8) 

W cos 8 2 W2 sin2 8 
Pc = 2 P~ = 4 

-(0 W(1-cos8) _ ) 
q -, 2 ,p~ 

(17.23) 

If we define the splitting variable z at the vertex PI - qP3 by the lightcone 
fraction qo + qe = Z(pOI + Pet) (note that this means that 

1 - Z = (P03 + P(3)/(pOI + Pet) = (1 + cos 8)/2) 

then we obtain for the variables in Eq. (5.40) 

s = S = w2, pi = z(1 - z)s, Q2 = _q2 = zs (17.24) 

We then obtain from the Rutherford scattering cross section (remember 
that the fine structure constant l/., becomes in QeD Cl/.,s!2, with C a color 
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factor and rxs the coupling): 

d = 2 ( 4nrxs) rxsdQ2 I1Dq 
(J n 3s 4nQ2 u g (17.2S) 

i.e. we obtain the two factors mentioned above corresponding to the 
production of the (virtual) Q2 multiplied by the splitting q --4 q, g. We 
note that in this case we start with an on-shell (massless) q, which splits 
into another massless q and a spacelike gluon propagator Q2 = _q2. Any 
splitting process must bring (at least one of) the final-state particles to a 
smaller (or spacelike) mass and we will come back to this in the treatment 
of deep inelastic scattering in Chapters 19 and 20. 

The first factor in Eq. (17.2S) stems from the azimuthal angular (in)de­
pendence and the second has the intuitive meaning of the interaction 
cross section for two waves with (longitudinal) wavelengths:::::: 1/ JS and 
interaction constant C rxs (or, if we go back to the derivation of the 
Rutherford formula in Eq. (S.40), we find l/s as the 'flux factor' from the 
incoming state). 

We may consider along the same lines the process g --4 qq from Eq. 
(S.41), which in field theoretical language corresponds to the crossing­
symmetric result of Rutherford scattering. It is straightforward to see that 
we obtain the splitting functions f!jJ~ and f!jJ~ as 

( 17.26) 

(note that, although the process must be symmetric, in this case there will 
be no z- or (1 - z)-pole! We have discussed this in connection with the 
properties of the polarisation function in QCD, section 4.S. It stems from 
helicity conservation and we will return to the implications in the next 
subsection). The normalisation is discussed in Eq. (17.3S). 

Along the same lines one can derive, [S], the splitting function for a 
g --4 gg process: 

f!jJg(z) = 3 -- + -- + z(l - z) [l-Z z ] 
g z 1- z 

(17.27) 

It is important to clarify the notion of virtual mass. Consider the decay 
situation described in Fig. 17.7. One particle with energy-momentum vector 
(in lightcone coordinates along its direction of motion) Q = (W+, W-,Ot) 
decays into two, which share the positive lightcone component in the 
fractions z and 1 - z and have transverse momenta ±kt. If we assume 
that the decay products are massless then we obtain immediately for their 
energy-momenta 

(ZW+, z~+' kt) and ((1-Z)W+, (l_k!)W+' -kt) (17.28) 
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Fig. 17.7. The decay of a particle with mass Q into two particles with compen­
sating transverse momenta and fractions z and 1 - z of the lightcone component 
of the mother particle. 

Energy-momentum conservation then means that 

k2 k2 
W_ = _t_ + t 

zW+ (1- z)W+ 
(17.29) 

which implies that 

(17.30) 

If the decay-product mass-squares are known to be Qt, Q~ then k; ----+ 

k; + (1 - z)Qt + zQ~ in Eq. (17.30). 
The relationship in Eq. (17.30) means that the mass parameter Q is 

proportional to the transverse momentum. The proportionality factor 
depends upon the fractional partitioning in energy-momentum. Different 
authors have used different definitions of z and of kt and this changes the 
relationship a bit. But it is anyhow evident that 

• it is possible to calculate this 'virtual mass' of the decaying particle 
from the decay products, whether we know Xl and X3 (in the DCM 
and ARIADNE) or z and kt, or equivalent variables (in the Webber­
Marchesini HERWIG and Sjostrand's JETSET); 

• the relationship between the virtual mass and the transverse momen­
tum means that in general both of them will diminish in a similar 
way as the cascade proceeds downwards and that they can both be 
used as ordering variable. 

We will see in the next subsection that if the stochastic process contains 
two or more competing subprocesses then the choice of ordering variable 
does playa role and may lead to different physical results. 

We end by describing the reasons for choosing the numerator polar­
isation sums in Eq. (17.2) with these particular powers for the q- and 
g-emlSSlOns. 
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There are two features which are necessary to understand in connection 
with these choices, i.e. the power 3 for a gluon and the power 2 for a 
quark (antiquark) emitter: 

• outside the collinear situations the numerator is a slowly varying 
function and there is no clear indication of the way one should 
choose the interpolation between the pole-dominated regions . 

• all formulas should be arranged so that there is no double-counting 
in the cross sections. 

The formulas are derived in such a way that they will fulfil these two 
requirements, i.e. exhibit the right splitting function structure at the pole 
and correspond to a smooth interpolation away from it. To see this assume 
that we have an emission which is collinear to an already emitted gluon. 
This means that we consider the situation when X3 ---+ 1 and so 1- Xl = z, 
i.e. the splitting variable. Then the result for a gluon emission cross section 
in Eq. (17.2) is 

1 + (1 - z)3 

z 
(17.31) 

Together with the corresponding factor from the 
tained by putting z equal to 1 - z we then have 

adjoining dipole (ob-

1+(1-z)3 1+z3 

z +l-z ex [ z 1-z ] -- + -- +z(l-z) 
1-z z 

(17.32) 

which is just the right Altarelli-Parisi splitting function (apart from a color 
factor), cf. Eq. (17.27). 

2 The gluon splitting process 

Up to now we have only been concerned with the emISSIOn of new 
gluons. There is in QeD also the process of gluon splitting, i.e. when a 
gluon decays into a quark-antiquark pair g ---+ qq. This is a rather small 
correction but it is of large interest when the experimentalists are able to 
provide precise data on the appearance of heavy quarks in the centre of 
phase space. We will follow [10] in this description. 

We have already mentioned before that e.g. charm and bottom flavors 
are so heavy that they cannot be produced in a soft fragmentation situ­
ation. They can, however, be produced 'immediately', i.e. as first pairs in 
an e+ e- annihilation event when we have passed the mass threshold 2MQ 
with MQ the heavy quark mass. In that case they will for large energies 
end up in final-state particles with large rapidities. They can, however, also 
be produced from the gluon splitting process and this is the only possible 
source for small rapidities. 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


17.7 Single-parton emission 339 

Just as in connection with the emission of a second gluon in the 
cascade in Eq. (17.1) there has been an explicit formula derived, [56], for 
the process e+e- ~ qQQq, where we use the symbol QQ for a second 
quark-antiquark pair. If we use the indices 1-4 for the particles as they 
are written in the production description then the exact (rather long and 
involved) formula simplifies as follows: 

d4 (J xi + x~ z2 + (1 - z )2 

dXl dX4ds23 dz (1 - xt}(l - X4) S23 
(17.33) 

This approximation is valid when the original pair has ems energy fractions 
Xl and X4 which are not too small and the mass square S23 of the extra 
QQ-pair is not large. Finally the variable z is the lightcone fraction of the 
energy-momentum of the QQ-pair which is carried by the particle indexed 
2 and the expression is of course symmetric between z and 1 - z. 

This expression is factorisable and can be understood as follows: 

• There is a first emission of a gluon (23) from the original qq-pair (at 
the end indexed 14) with the cross section in Eq. (17.2). 

• There is after that a splitting of the gluon into the pair 2 and 3 with 
a cross section 

~ nfrxs dQ2 [z2 + (1- z)2]dz 
4n Q2 

(17.34) 

In Eq. (17.34) we have used the conventional variables, the virtuality Q2 
and the fractional energy-momentum-sharing variable z. We also note the 
appearance of a factor nf for the number of flavors that can be produced. 
The expression 

(17.35) 

is usually referred to as the splitting function for g ~ qq and it occurs in 
that form in the QCD single-parton cascades. 

It is useful to try to compensate for some of the approximations in the 
derivation of Eq. (17.33) by choosing the kinematical variables with care. 
We will not go into details; they can be found in the original paper, [10], 
for ARIADNE and there are corresponding choices for the JETSET and 
the HERWIG Monte Carlo simulation programs. 

There are two interesting features about the gluon splitting process. 

• There is only the virtuality pole in Eq. (17.34). If we compare with 
the splitting formulas we derived above in subsection 1 we note 
that both the processes q ~ qg and g ~ gg also have poles in the 
z-variable. This is the major reason why the gluon splitting process 
is much smaller than the other two. 
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• When we introduce the gluon splitting together with the gluon emis­
sion process there will be competition between the possibilities that 
a particular dipole will emit a new gluon or that one of the already 
produced gluons between two dipoles is split up into a qq-pair. 

In ARIADNE the choice has been to partition the cross section for 
gluon splitting equally between the two dipoles connected to a particular 
gluon (this is the reason why there is a factor of 2 in front in the 
expression in Eq. (17.34)). There is nothing fundamental about this but 
we have checked that it is a good approximation to the precise matrix 
element almost everywhere in the phase space. 

The competition between the two processes means that now the Sudakov 
factor in Eq. (17.4) will contain two (three) contributions for each qg- or 
gZ[- (gg-) dipole, one for the emission of a further gluon and one for the 
splitting up of the gluon(s) at the corners. And now the ordering variable 
becomes interesting. We have already seen that the virtuality, Q2, is related 
to the squared transverse momentum by Eq. (17.30). 

But, due to the occurrence of the denominator z(l- z) in Eq. (17.30), a 
given (large) Q2 can be obtained either from the situation when we have a 
large ki and a value of z ,....., 1/2 or from a small value of ki and a z ,....., 1 
or z ,....., O. Thus if we order in Q2 we would be comparing soft and/or 
collinear gluon emission to hard, i.e. large ki, emission of a QQ-pair. 

The major result of [10] is that if we want to use Q2 as the ordering 
variable (which is done in the JETSET cascade) rather than ki as ordering 
variable (for the precise definition of this variable consider [10]) one 
obtains at least a factor of 2, sometimes 3~5, fewer gluon splitting pairs. 

We are, however, talking about a change from about 5%~8% (k~­

ordering) to about 2% (Q2-ordering) when comparing gluon splitting into 
qq-pairs to gluon emission into 'new' gluons. But it is of large interest as 
it is the only known mechanism that provides heavy flavors in the centre 
of phase space. In the case of gluon splitting into a QQ-pair, then the final 
state is treated in the Lund model as two independent strings, one from a 
'forward' q to the Q and one from the Q to a 'backward' q. This means that 
after a splitting the remaining string mass(es) may be very much reduced, 
implying effectively that further radiation is correspondingly reduced. 

3 Single-parton coherent cascades 

The splitting functions correspond to collinear approximations to the radia­
tion cross sections. They are correct when the emitted parton is sufficiently 
close to the original parton. However they can be more or less good 
approximations when the gluon is further away. The results depend upon 
the definitions of the kinematical variables used. 
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Fig. 17.8. The triangular phase space for gluon emission with arrows showing 
the ways (a) HERWIG and (b) JETSET search it to find the possible parton 
emissions. HERWIG goes sideways in an angle or rapidity variable, all the time 
looking upwards and downwards at all kl. allowed for that rapidity. JETSET 
orders in Q2: the thin solid lines corresponds to fixed Q2, and are investigating 
different values of z (left-hand side) or 1 - z (right-hand side). 

We will in this subsection consider two different ways to implement 
the concept of a single-parton cascade, i.e. when each already emitted 
parton is independently allowed to continue to radiate new partons in a 
branching process. We have shown in Chapter 16 that in the mean, i.e. for 
inclusive distributions, one may, by imposing the strong angular ordering 
condition, obtain correct results at least in the collinear limit. 

It is evident that, whichever model one uses the same phase space is 
around with respect to further emissions. In this book we have used a 
phase-space description relevant to the DCM in terms of a triangle in 
K = logki and y. We show it again in Fig. 17.8 this time in order to 
exhibit the ways in which HERWIG, [94], and JETSET, [105], include the 
phase-space restrictions. 

We have already said that in ARIADNE and the DCM the ordering 
variable is K, i.e. one starts at the largest available k..L and then proceeds 
downwards in the triangle all the time looking, via the Sudakov factor, in 
the allowed rapidity regions for new emissions. 

A HERWIG cascade can be easily traced in the DCM triangle. In 
HERWIG the authors use as ordering variable the angle (J with respect 
to some axis, chosen at random. Remembering the relation between angle 
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and (pseudo ) rapidity, y, 

y = log[cot(8/2)] ~ -log(8/2) (17.36) 

this means that they are not going downwards in phase space, they are in­
stead going sideways in the original triangle, thereby obviously fulfilling the 
strong angular ordering condition for coherence in the QeD bremsstrahlung. 
They further use the variable ~ = E8 '" kl., which in general is a good ap­
proximation to the relation between the energy and transverse momentum 
of the emitted parton. 

The HERWIG authors arrange it in the same way but in the opposite 
direction, i.e. towards the q-end with the obvious exchange 8 ~ 11: - 8. 
Again they continue towards smaller angular variables, i.e. towards larger 
rapidities in that direction. The argument in the splitting functions and 
the running coupling constant is ~. 

Though it is obviously opposite to the arrangement in the DCM, one 
can just as well sample the possible jets by going sideways and looking 
up and down as going downwards and looking right and left. Any time a 
jet is found for some value of (8,~) it is implemented as a fold like those 
drawn out of the original triangle in Chapter 15. Then this jet region, i.e. 
the triangular fold, is searched through in the same way and subtriangles, 
i.e. subjets, are noted and followed up, etc. 

At the end all the emitted partons have been sampled and all the 
precise kinematical variables have been calculated. Although the choice of 
energies and angles does not give us bona fide Lorentz-covariant variables 
the process works very well and seems to give results very close to those of 
the DCM. We will come back shortly to the Webber cluster fragmentation 
model, which is used at the end to provide final-state hadrons. 

Before that we will briefly consider the way the cascade is implemented 
in Sjostrand's JETSET. There the variables Q2 and z are defined by means 
of Lorentz invariants. For the precise choices we refer to the original 
papers, [105]. This means, however, a different way of searching through 
the triangular region. The process corresponds to passing inwards towards 
the centre of the triangle from both sides; one of the sides corresponds 
essentially to using z as the positive lightcone energy-momentum fraction 
and the other to the negative lightcone fraction. From the relationship 
in Eq. (17.30) it is evident that if we identify the triangle variables K '" 

log Q2 + Yz and y '" Yz then using on one side Yz = log(z /2) and on the 
other side Yz = log(1 - z)/2 provides a mapping. 

It is necessary to calculate the available phase space in z for a given Q2 
etc., but all this is done in a very effective way in the Monte Carlo routines. 
Once again the background triangle is searched through and every time a 
parton emission occurs then it is accepted as long as the correct angular 
ordering condition is fulfilled. Then afterwards this new fold is searched 
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through along the same lines to obtain subfolds, which again are searched 
through, etc. 

There is some possible bias in this procedure of checking the angular 
ordering afterwards, [70]. There are, however, to our present knowledge 
no observable consequences of such a bias. It should also be remarked 
that as the final fragmentation is done by means of the Lund model string 
scenario the suggested process is not only infrared stable but the possible 
errors may become hidden. It is known that some earlier, even rather 
gross, violations of the strong angular conditions in the partonic cascade 
can be overcome by imposing string fragmentation. 

4 The Webber cluster decay model for fragmentation 

We will end this section with a discussion of the Webber fragmentation 
model, [110]. The basic idea is to continue the cascade to a certain level 
and then to let all remaining gluons decay into qq-pairs. The final state 
is then sampled to ensure that it will be composed from (color-singlet) 
clusters stemming from a q from one gluon and a q from a color-adjacent 
gluon. 

The way to implement this is to provide the gluons with a fictitious 
mass mg so that below a certain virtuality there is no longer any possibility 
left of emitting more gluons. All the available gluons should then split 
up into lower-mass qq-pairs. In practice it is sometimes necessary to force 
this breakup. In this way there will be a set of clusters, containing the 
energy-momentum of the (color-)adjacently produced q and q. 

This is similar to the Lund model prescription but there is no require­
ment that the clusters should have a fixed mass. Instead there will be, as 
in the Artru-Menessier-Bowler model, a continuous mass spectrum. This 
time there is a lower cutoff but it does happen frequently that some of 
the clusters will attain large masses. 

The next step is to let the clusters decay into two-particle states, con­
serving all quantum numbers and only using phase space and The Particle 
Data Group tables. In practice it is necessary to work hard, just as 
Sjostrand has done in connection with the JETSET fragmentation rou­
tines, to decide upon the branching ratios that are relevant for different 
decay channels. There are three practical problems in this program (even 
after any amount of hard work), WI-W3 as follows. 

WI The large-mass clusters cannot be allowed to decay isotropically 
into two-particle states, because there will then be much too much 
transverse momentum generated. This is solved by using a string­
breaking routine (which works to cut up the clusters longitudinally, 
i.e. along the color-connected gluon directions) so that the large 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


344 Multigluon emission 

masses are brought down below a certain level to where the method 
works. 

The reason to choose a string-breaking routine is that in this way the 
final states are not distorted from the cascade distributions, which fulfil 
the strong angular conditions. The large-mass states typically stem from 
situations in which there are one or more collinear partons going along 
the original q-direction, and likewise a few along the q-direction with little 
gluonic activity in between. These are the states, usually called two-jet 
states, which in the Lund model would be similar to the original (1 + 1)­
dimensional string breakup situation. If all the transverse momentum 
(with respect to some chosen observed axis) stems from the cluster decays 
then it is necessary to 'tune' the cluster sizes in order to be able to 
account for the 'gaussian' fluctuations which are introduced in the Lund 
model. 

W2 The requirement that the clusters should decay into just two final­
state hadrons means that there are hardly any hadrons with a value of 
the fragmentation variable z '" 1. The energy sharing will effectively 
damp large rapidity values for the decay products. 

This is solved by introducing a certain number of single-particle clusters, 
together with a procedure to rearrange the corresponding cluster energies 
'backwards', i.e. towards the neighboring 'ordinary' clusters. 

W3 The straightforward application of a cluster decay to baryon-antiba­
ryon production means that the Band B in a pair stem from the same 
cluster. The property that the observed BB-pairs seem to be dragged 
apart longitudinally, i.e. in the Lund model along the string direction, 
and also the (lack of) correlations in the transverse momentum of the 
pair mean that this cannot be the major source of such production. 

This is solved by allowing some of the gluons to split up into diquark­
antidiquark pairs thereby producing clusters with baryon and antibaryon 
quantum numbers. By a reasonable choice of the number and kinematics 
of such breakups one obtains a good description of the observed baryon 
and antibaryon distributions. But there seems to be a set of similar 
problems as in the Lund model in describing the baryon resonances, in 
particular the baryons with strangeness. 

The final result of the fragmentation routines is in most cases indistin­
guishable from the results of the Lund model and both models certainly 
are well in agreement with most parts of the present experimental data. 
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17.8 Some further commeuts 

1 The recoil and color-interference problems 

In this subsection we will treat some particular problems connected with 
the approximations which are made in the partonic cascades. We will 
be satisfied to investigate these problems within the DCM, where there 
has been an extensive investigation. There are problems of three different 
kinds: 

1 the recoil problems along the cascade; 

2 the relationship between the exact result from the second-order per­
turbative QCD results (which we will henceforth refer to as PQCD2) 
and the cascade results; 

3 the quantum mechanical color-interference effects, which occur in 
the PQCD2, but are neglected in the cascades. 

We start with the recoil problems. There are two kinds of recoil problem. 
There is firstly the loss of energy of the emitters and there is secondly the 
necessary momentum compensation. The energy loss corresponds to the 
obvious requirement that all the fractional cms energies after the emission 
fulfil x j < 1. Further the relative angles between the partons after the 
emission are also defined by the x /s. To see this we note that 

S12 = s(l - X3) = 2E1E2(1 - cos 812) => sin2 (812 ) = 1 - X3 (17.37) 
2 X1X2 

But the relative angles between the original dipole and the final state are 
not defined in this way. We have already mentioned that according to the 
transition matrix element they are given by the overlap of the original and 
final currents. This results in an angular correlation factor 1 + cos2 8 with 
8 the angle between the directions of the initial-state e+ e- annihilation 
current and the produced qq-current. 

The current in a qgq-state is more complex; there is nevertheless a 
preferred direction in the final state, which can be most easily described 
as the axis with a minimum for the transverse momentum combination 
ki1 + ki3 with respect to the dipole axis. This means that the q- and q­
charges try to keep as much as possible to their original directions. 

There is a prescription given by Kleiss, [85], of how to implement this 
correlation in a Monte Carlo generation and we refer to this original 
paper for the details. There is, however, no known prescription for the 
alignment between the final state and the original dipole direction when 
the emitters are gg-, qg- or gq- pairs. 
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Some guidance can be obtained from the PQCD2 results for the last 
two cases. In [103] a comparison is made between the full PQCD2 and 
the Monte Carlo implementation of the DCM in ARIADNE. 

The results are that ARIADNE with the ordering variable k-L works 
very well over the whole phase space even when the transverse momentum 
kn :::::: k-L2, i.e. when the first and the second gluons have almost the same 
hardness. In that paper several different recoil strategies are investigated. 
Owing to the large amount of 'noise' from the multiparton distributions 
in the final state and the subsequent fragmentation into hadrons it is not 
possible to discern the differences between the different recoil schemes. 

In the same paper the color-interference term between different color­
flow situations has also been investigated. We have already mentioned this 
problem (see Chapter 15). It is by no means clear that a theory which only 
contains the production mechanism for the charges, as perturbative QCD 
does, is not neglecting some structure related to the fields themselves. 
The color-interference term turns out to be negative and therefore it is 
not easily introduced into any probabilistic scheme like a Monte Carlo 
simulation program. It is, however, possible to disentangle the effect so 
that the PQCD2 formula can be subdivided into two gauge invariant 
terms: 

(17.38) 

where Bl and B2 are positive and Nc is the number of colors. 
Intuitively B2 corresponds, just as in Eq. (17.1), to the contribution 

from the qq-dipole, which is recoiling with respect to the gluon that is 
firstly emitted. Therefore the term B2 is large when the second gluon is 
oppositely directed to the first, while it is small when the two gluons go 
in the same hemisphere. Nevertheless the color-interference term is only 
of the order of 10% compared to the other contribution. 

The possibility of measuring the existence of such a color-interference 
factor is of obvious interest. In [103] the method is to use ARIADNE to 
generate multigluon events and to stop the generation after the emission 
of two gluons. Then the result is corrected by a weighting factor between 
the full second-order matrix element and the ARIADNE probability, with 
and without taking the color-interference term into account. 

Then the cascade is continued, the final state fragmented into hadrons 
and different configurations investigated. It is found that there is an effect 
of the order of 10% between just the two configurations mentioned above, 
i.e. when there are two jets in the same hemisphere and two jets in opposite 
hemispheres with respect to the thrust axis. For the necessary experimental 
cuts and the necessary statistics to find the effect we refer to the original 
paper. 
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2 A moving interface between the dipole cascade and the Lund 
fragmentation 

347 

We have noted that the dipoles in the dipole cascade model are spanned 
between the gluons in the same way as the segments of a Lund string 
(with the Lund interpretation of a gluon as an internal excitation on the 
string). Therefore in the Lund model further gluon emission in the DCM 
corresponds to excitations on an already existing string segment. 

In accordance with our considerations in Chapter 15 this implies that a 
straight string segment will be bent and a region of the string surface which 
originally was spanned between two lightcone directions will after the new 
emission still be spanned between them but now via a third lightcone 
direction. The new excitation is, however, in general much smaller than 
the earlier ones. We will show that by explicit calculations on the mean 
cascade development in Chapter 18. 

From the investigation of how gluon emissions will affect the directrix, 
section (17.6), we concluded that, for a given directrix, subsequent gluon 
emission tends to smooth out the sharp corners stemming from the first 
few excitations. The pole structure of the emission cross section means 
that most gluons will be collinear or soft as compared with the emitters. 

Therefore these further emissions do not really change the general shape 
very much, although they may correspond to some increase in the total 
generalised phase space, i.e. the A-measure we have introduced before. A 
natural question is to what extent it is possible to differentiate between 
the results of such multigluon emission and the final-state fragmentation 
process. In other words, is there some particular scale where the effects of 
the fragmentation takes over from the the dipole cascade? 

We will use the results of [12] to answer this question. The softer gluons 
turn out to correspond to a noise of the same kind as the fragmentation 
process. They increase the multiplicity and the transverse momentum 
fluctuations. But it is possible to compensate these effects by changing 
the fragmentation parameters in the Lund fragmentation model in such 
a way that all inclusive event observables are the same independently of 
where we stop the cascade. 

This is true at least if we use a cascade stop at kJ..,c with kJ..,c = 7 GeV 
or any number below that (but above AQCD ). In this way we obtain a 
functional dependence on kJ..,c of the main fragmentation parameters, a 
and b in the fragmentation function and (J corresponding to the width in 
the zero-point transverse momentum fluctuations. 

The result is shown in Fig. 17.9 and we conclude that while a and (J 

need small adjustments it is necessary to change b appreciably with kJ..c. 
It is particularly interesting to see that the value of a deduced in this way 
tends to be stable a bit above 0.5, i.e. it is close to the value of the p-Regge 
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Fig. 17.9. The dependence of the parameters a, band (J on the cutoff in k.lc for 
the cascade. 

intercept. This is in accordance with the interpretation we obtained from 
the discussion in Chapter 10. The parameter (J governing the transverse 
momentum fluctuations increases by around 25% from small cutoff values 
to the larger ones. 

We have related the parameter b to the transverse width of the string 
in Chapter 11 and also, via the relation bK '" ocs/12, to the coupling OCs. 

We find that b decreases from around 0.85 at kl..,c = 1 GeV to 0.15 at 
kl..,c = 7 GeV. This is just what we would expect from the interpretation 
that b is proportional to the inverse logarithm of kic, i.e. to the running 
QCD coupling. 

If we continue downwards in the cascade we resolve the string better 
and better in transverse momentum. But this means that the string is less 
and less well resolved in the canonically conjugate space, i.e. in impact 
parameter space. Therefore we should expect that the transverse width of 
the string becomes larger and thus also the value of b. Using the value 
of the running coupling constant derived in Chapter 4 as a function of 
kl..,c we obtain a reasonable agreement with the formula above for K ~ 0.2 
GeV2 although we need a somewhat large value of AQCD '" 0.4-0.5 GeV. 

The main point is that in this way there is a moving interface between 
the fragmentation process and the dipole cascade in the Lund model. The 
model is very stable, in particular infrared stable. 
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18 
The A-measure in the leading-log 

and modified leading-log 
approximations of perturbative QeD 

IS.1 Introduction 

We will in this chapter present the Lund model in a somewhat different 
and also more mathematical manner. We have already described the 
emergence of a string with the q and q at the endpoints and with a set 
of color-connected gluonic excitations in the interior. This corresponds to 
a more or less complex string space-time surface, which via the directrix 
may be traced back to all these original excitations. The string breakup 
is then in Sjostrand's version a process on the surface leading to a set of 
final-state (mostly) yoyo-like small hadron strings. All this is in accordance 
with the Lund model. 

Since we have seen in the previous chapters how the string surface is 
obtained and how the string breaks up along the surface the reader should 
at this point learn how to use Lonnblad's program ARIADNE, which 
provides a kinematically precise implementation of the dipole cascade 
model, and then compare with the results of Webber's HERWIG or 
Sjostrand's JETSET Monte Carlo simulation programs. In each case the 
reader will be able to produce an ensemble of partonic cascade excitations, 
corresponding to the chosen treatment of the way the color force field will 
be stretched. 

After that either JETSET's or HERWIG's routines can be used (but 
when doing experimental analysis the reader is advised to use all available 
methods) to obtain the final-state fragmentation distributions stemming 
from the chosen ensemble. It is instructive to find for oneself that these 
seemingly very different approaches will in the end lead to very similar 
predictions for most inclusive distributions. It is a challenge to find par­
ticular differences which are amenable to experimental analysis and also 
to be able to trace these differences to the dynamical input in the models. 

A rather different approach is also possible. Many people, in particular 
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theorists, want something more than just a Monte Carlo 'black box'. It is 
the intention of this chapter to show that it is possible to calculate many 
observables in analytical approximations. 

Although it is very satisfying to produce an analytical expression for an 
observable we should be aware that the approach is more approximate 
than the Monte Carlo methods because it is only partly possible to take 
the different kinematical constraints into account. To be frank the approx­
imations which are necessary to obtain solvable analytical equations very 
often have the unfortunate property that the results may be misleading 
with respect to the dynamics. 

But the fact that we generally deal with a multipartide situation does 
imply some simplifications. As long as we only consider inclusive distribu­
tions then many of the approximations actually do not show up because 
they will drown in the general 'noise' in accordance with the laws of 
statistics and in particular the law of large numbers. 

We will in general concentrate on the A-measure, which was introduced 
in [48] to describe the multiplicity in complex multigluon situations. It 
constitutes a generalised rapidity variable and we described it in Chapter 
15 in connection with the triangular phase space with its extended folds, 
which is typical of (multi)dipole emission. We will also discuss the distribu­
tions in the dipole multiplicity (which is related to the gluon multiplicity) 
but as expected this multiplicity is not, in contrast to the A-measure, an 
infrared-stable quantity. 

The intention is to introduce methods to calculate analytically inclusive 
A-distributions. This means that we consider an ensemble of states, e.g. 
produced from a particular partonic cascade, and calculate the distribution 
in the variable A over this ensemble. We will use two different methods, 
which we will refer to as the L-method and the K-method. 

In the L-method, [48] we consider the analytical equations which gov­
erns the change in the A-distribution when we increase the energy, i.e. in 
particular increase the variable L = log(s/ so). There are sudden and large 
changes in the distribution when we thus move upwards in virtuality. 
This is due to the fact that we then encounter very hard gluon radiation 
which means large changes in the states. The corresponding changes in 
the distribution have, however, a structure so that it is easy to describe 
the Laplace-transformed distribution. We derive a second-order differential 
equation for the Laplace-transformed distribution and we also show how 
to obtain the moments in A directly from the differential equation. 

This will lead us to the notion of KNO scaling [86] for the multiplicity 
distributions, although we will find that at this level of approximation 
we are rather far away, in the analytical formulas, from the observed 
distributions in e+ e- annihilation events. 

After that we turn to the K-method, [6], where the idea is to consider 
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the production of new dipoles when we go downwards in the transverse 
momentum variable K = log(k]jso) from a fixed maximum K c:::: L. This 
leads to linear partial differential equations of a gain-loss character. 

It is possible to investigate many local properties of the distribution in 
A by means of this method. We will, however, concentrate more upon the 
complementarity of the two methods. We will in particular derive a kind 
of master equation for the combined distribution in A and nd, with nd the 
number of dipoles for a given Land K. From this equation it is easy to 
derive any kind of moment equation for the two variables. 

Up to now we have used an approximation to perturbative QCD 
which is known as the leading-log approximation, the LLA. We will meet 
this approximation again in Chapter 19. It is rather easy to extend the 
approximation to the modified leading-log approximation, [52]. The basic 
point is to note that one loses a region close to the endpoints of every 
dipole, [72], in connection with the emission of particles. This is mostly 
due to recoil problems during the emission but is also related to the 
spin coupling between the emitters and the final-state partons. After we 
have taken these corrections into account we obtain quite good analytical 
approximations to the Monte Carlo simulated distributions in A and nd. 

Owing to the similarity between the classical gain-loss equations and the 
Callan-Symanzik equations for the changes in the renormalisation point 
in a field theory we will at this point also speculate about the meaning of 
the running coupling constant in QCD. 

We will after that present a very simple approximation scheme, called 
discrete QeD [15], which is based upon the properties of the coupling 
constant. It is possible in this scheme to exchange the continuous triangular 
phase space, which we have discussed repeatedly for the dipole emissions, 
for a lattice, where only a discrete set of emission points is available. Each 
emission point has a simple probability that there will be a gluon emission 
and a corresponding new triangular fold extended. Then the procedure 
of discretisation can again be extended to this triangle and later to the 
subtriangles etc. Therefore the whole structure corresponds to a 'tree' 
containing 'subtrees', 'branches' and 'twigs' etc. in accordance with simple 
prescriptions. The procedure leads to very good analytical approximations 
and also provides further insight into the structure of the perturbative 
QCD parton-branching processes. 

Then we will consider the notion of Jractality or rather multi-fractality in 
connection with QCD parton cascades. We start by presenting a method 
to visualise the average distributions of the final-state hadrons already 
from the partonic state by deriving an equation for a curve called the 
x-curve in [20] and [48]. 

The x-curve has an everywhere timelike tangent compared with the 
directrix curve, which is everywhere lightlike. Their relationship is that the 
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x-curve is stretched along the hyperbolas which have the directrix curve 
as their asymptotes. The (invariant) length of the x-curve is equal to the 
measure A, with A this time defined in an infrared-stable way. 

If the x-curve is cut up into pieces, each of a length corresponding to 
the mass of the final-state hadrons, then we recover the average energy­
momentum distribution of the hadrons in accordance with the Lund model 
fragmentation process. In this way we have on the one hand derived the 
local parton-hadron duality concept in the Lund model, [53], and on the 
other hand presented a further way to visualise the relationship between 
the A-measure and the final-state hadron multiplicity. 

One may take the x-curve and its properties as the starting point for 
a fragmentation scheme, [21], in the spirit of the Lund model but with 
methods conceptually different from those in the Sjostrand fragmentation 
scheme in Chapter 15. The idea is to find the variations around the x­
curve from the Lund model fragmentation formulas. The final result is 
nevertheless similar to Sjostrand's distributions but in this way we will 
be able to identify the transverse momentum correlation length, that was 
introduced in connection with the Ornstein-Uhlenbeck process in Chapter 
12. 

The curves under consideration in general do not exhibit simple regular­
ity. If we go back to the phase-space triangle used to describe the emission 
region of gluons in Chapters 15 and 17, this statement is rather obvious. 
When we have drawn out its many folds from the gluon emissions it looks 
less like a smooth ordinary curve than one of the fractal curves which 
have been under intense investigation in recent years. 

We will therefore investigate the dimensions of the curves we have de­
rived from the point of view of such fractals. We will exhibit in some detail, 
[48], the fact that what has for a long time been known as the anomalous 
dimensions of QeD actually can be described also as the (multi)fractal 
dimensions of the curves describing the A-measure. 

18.2 The L-method 

1 The differential equations 

We will in this section introduce a set of differential equations, [48], for the 
distribution in A stemming from the dipole cascade model. In particular, 
we will investigate the changes in the A-distribution with increasing en­
ergy. Then the phase-space triangle is increased in the upwards direction 
towards larger values of L = log(sjso) (see Chapters 16 and 17 and Fig. 
18.1). We will call the distribution in A for a fixed value of L, P(A,L). 

We start by noticing that the size of the A-measure obtains independent 
contributions from each particular y-region (usually called a y-bin). We 
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log s 

2 
K = log k.l 

L y 
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Fig. 18.1. The triangular phase space with the folds corresponding to new gluQn 
emissions, with two independent regions in rapidity, <>Yl, <>Y2, exhibited. 

again stress the fact that neither k.1., and therefore K, nor y necessarily cOr­
respond to directly observable momenta and rapidities. They are defined 
invariantly and recursively from the masses of the dipoles that arise. 

The combined A-distribution from the two regions, see Fig. 18.1, c5Yl 
around Yl and c5 Y2 around Y2, is then using Pj == P8Yj for the contributions 
from region j, 

P(A; c5Yl,Yl; c5Y2,Y2) = J Pl(At}P2(A2)dAldA2c5(Al + ,1,2 - A) (18.1) 

Thus the folds which occur in a certain region are in this approximation 
independent of the folds in a different region. Therefore it is natural to go 
over to a Laplace transform of the distribution. Then we obtain by the 
definition 

P({3,L) = J dAexp(-{3A)P(A,L) (18.2) 

the following result for the Laplace transform of Eq. (18.1): 

P8Y1HY2({3) = P8Yl ({3)P8Y2({3) (18.3) 

This implies that the logarithm of the distribution is additive (using 
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log P(/3) == 2(/3): 

(18.4) 

It is then possible to define a function f?ll(/3, y) corresponding to the limit 
of a vanishing (j y-interval around a particular rapidity y within the phase 
space: 

f?ll(/3, y) = lim 2 by(/3, y) 
by--->O (jy 

(18.5) 

We may recover the distribution 2 !J.y(/3, y) for a finite Lly-interval by 

l Y+!J.Y/2 
2 !J.y(/3, y) = f?ll(/3, y')dy' (18.6) 

y-!J.y/2 

We next remark that for a given y the distribution f?ll(/3,y) can only depend 
upon the maximum value of the (logarithmic) squared kl.. that can occur 
for that y-value. We will denote as t(y), the variable log(ki,max/so) for 
a given y and we obtain from the triangular phase space the equality 
t(y) = L - 21yl. It is then possible to write the following formula for 
2(/3, L), the distribution for the total L-region: 

j L/2 IoL 
2(/3, L) = dyf?ll(/3, t = L - 21yl) = dtf?ll(/3, t) 

-L/2 0 
(18.7) 

We will now consider the change in f?ll when t --+ t + (j and concen­
trate upon a particular infinitesimal y-region Ll around y. There is the 
probability 

(18.8) 

of obtaining a new gluon inside the region which is shaded in Fig. 18.2. 
If there is such a gluon then the increase in A is described by P(A,t(y)), 
because with all its folds and subfolds it corresponds exactly to an isolated 
system with L = t(y). In Eq. (18.8) we have introduced the runnning 
coupling constant of QeD, 30:skimax/(2n) == 0:0/1. This means that we 
have identified the scale So = A~c;. 

The remaining probability 1 - Ll(jo:o/t' corresponds to the case when 
there is no extra gluon and consequently A is unchanged. We obtain 

P!J.(A,t + (j) = (1 - Ll(j ~ )P!J.(A,t) 

+ Ll(j ~ J dAldA2P!J.(Al, t)P (A2,t(y))(j (Al + A2 - A) (18.9) 

We may now subtract P!J.(A,t) from both sides, take the Laplace transforms 
and go to the limit (j, Ll --+ 0 to obtain the following result for f?ll: 

df?ll~, t) = ~ [exp 2(/3, t) - 1] (18.10) 
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Fig. 18.2. The region for emitting a gluon obtained by increasing L and thereby 
also the local t is shown as shaded. 

Combining this equation with the result in Eq. (18.7) we obtain the second 
order differential equation 

d22({3, t) = lto [ 2({3 t) _ 1] 
dt2 t exp , (18.11) 

In order to specify the function 2({3,L) we must supplement Eq. (18.11) 
with the proper boundary conditions. For L = 0 we evidently have a 
<5-contribution, i.e. P(A,O) = <5(,1), which implies that 2({3,0) = O. Further 
for small values of L the contributions to A from the gluons is of order 
L2. This means that d2({3,0)/dL = -{3. 

2 The moments in A 

Equation (18.11) with these boundary conditions has unfortunately no 
solution in terms of elementary functions. Numerical solutions of Eq. 
(18.11) indicate that a good approximation for the distribution P(A,L) is 
given by a r-distribution: 

(18.12) 

where v and p are slowly varying functions of ltoL. For large values of 
L the result in Eq. (18.29) implies that v ---+ 3. This estimate is, however, 
due to kinematical corrections rather bad and should be exchanged for 
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v ""' 7-8 at all present and foreseeable energies, although the general shape 
is reasonable according to [74]. 

In order to relate the distribution to the observables we assume that for 
a given value of A there is, besides the distribution in A for given s which 
we have considered above, a definite multiplicity distribution of final-state 
hadrons P(n, A), independent of the energy: 

Ptot(n, s) = j dAP(A, s)P(n, A) (18.13) 

This assumption is very well fulfilled according to the simulations with 
ARIADNE (to produce the A-distribution) and JETSET (to produce the 
fragmentation). The distribution P(n, A) is then close to a Poissonian with 
the average multiplicity for fixed A , (n) (A) = mA, where m is a constant. 

Although we cannot calculate the distribution itself it is nevertheless 
possible to calculate the moments of the A-distribution, 

(18.14) 

directly from the differential equation. 
Thus we have from the defining equation of the Laplace transform 

exp(f£({3, L) == P({3, L) = j dA exp( -{3A)P(A, L) 

= f (-{3t jdAAnp(A,L) 
j=O (n). 

(18.15) 

It is straightforward to prove for the first two moments, the mean (A) and 
the variance VA = \A2) - (A)2, that if 

(18.16) 

then 

(A) = Gl(L) 

VA == (A2) - (A)2 = ((A - (A) )2) = 2G2(L) (18.17) 

The differential equation for Gl is immediately obtained from the first­
order expansion in {3 of Eq. (18.11): 

d2Gl _ OCo G 
dU - L 1 

(18.18) 

(It is worthwhile to go through the calculations leading to Eqs. (18.15)­
(18.18).) 

The solutions to this equation are related to the modified Bessel func­
tions of first rank, Ij and Kj. As we are going to use these solutions 
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repeatedly we will introduce a special notation for them: 

J1(K) = .jiKlt(2.jrtOK), JO(K) = V2rto10(2.jrtoK) 

with similar relations between $'j and K j. These functions fulfil 

dJo( ) _ rto d ( ) - K --07'1 K 
dK K 

357 

(18.19) 

(18.20) 

with similar relations for $'j but with a negative sign. The functions are 
normalised so that 

J1$'0 + $'1JO = 1 

We also note the limiting behaviour 

lim$'1(K)= ~ ,,_0 y 2rto 

(18.21) 

L1/4 
lim J1(L) = 1/4 exp(2vrtoL) (18.22) 

L-OC) (2n )1/2rto 
n1/2L1/4 

lim $'1(L) = 1/4 exp(-2vrtoL) 
L_OC) 21/2rto 

All these relations are easy to prove from any handbook on Bessel func­
tions, e.g. [57]. It can also be seen from a combination of Eqs. (18.20) that 
the general solution to Eq. (18.18) is a linear combination of J1 and $'1, 

(18.23) 

where the numbers A and B must be chosen so that the boundary 
conditions are fulfilled. Thus G1 = 0 and dGt! dL = 1 at the starting 
point, according to the boundary conditions for Eq. (18.11). We will 
choose the starting point to be a bit more general than before, L = Lo, 
and assume that Lo may be different from O. 

It is then easy to prove by means of the relations in Eqs. (18.20), (18.21) 
and (18.22) that the general solution is 

G1(L,Lo) = J1(L)$'1(Lo) - $'1(L)J1(Lo) 

(LLo)1/4 
~ 2(rtO)1/2 exp[2(vrtoL - ~)] 

~ L1/2 
G1(L,0) = -It(2VrtoL) ~ 372 exp(2vrtoL) 

rto rto 4n 

where the limits correspond to L ~ Lo ~ O. 

(18.24) 

The corresponding differential equation for the variance in A is obtained 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


358 Analytical approximations to the A-measure 

from the expansion coefficient proportional to {32 in Eq. (18.11): 

d2G2 = oeo (G + GI) (18.25) 
dL2 L 2 2 

with the condition that G2 = dG2/ dL = 0 at the starting point. The 
equation can then be easily solved by means of the Green's function 
method, i.e. we look for a solution to the equation 

d2G _ oeo G = b(L - L') 
dU L 

(18.26) 

with the same boundary values as for G2. This is obtained by the use of 
Gl from Eq. (18.24) above: 

G(L,L') = 8(L - L') Gl(~'L') (18.27) 

In this way we obtain the following result for G2: 

( 1 !,L oeo " 2 , G2 L,Lo) = -4 ,Gl(L,L )dL G1(L ,Lo) 
Lo L 

We obtain using the asymptotic expression for Gl = (A) 

(A)2 
v~-

Ie 3 

(18.28) 

(18.29) 

The reader is once again invited to carry through the necessary calculations 
to prove Eqs. (18.24)-(18.29). 

3 The notion of KNO scaling and the fact that the dipole cascade is 
dominated by the first two gluon emissions 

The result that the variance in the multiplicity of final-state particles obeys 
Vn c:::: C2 (n)2 has been known for a long time in high-energy physics. It 
was first known as the Wroblewski relation and later extended to the 
notion of KNO scaling, [86]. It was then applied to hadronic reactions 
but it is nowadays known that both e+ e- annihilation and inelastic lepto­
production event multiplicities exhibit a similar structure. 

The basic idea in KNO scaling is that the multiplicity distributions, 
P(n, s), scale with the mean multiplicity. For a squared cms energy s the 
suggestion is that 

(18.30) 

where (n) (s) is the mean multiplicity at the squared cms energy sand F a 
continuous function which depends upon the dynamics of the particular 
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interaction but is independent of the energy. It is then evident that all 
moments (nj ), not only the second one, will be proportional to (n}j. 

There are some problems to be faced in connection with the approxima­
tion of a discrete distribution in terms of a continuous function. Different 
investigators have therefore used somewhat different ways to define the 
relationship between F and Pn. One reason is that if we consider e.g. 
a proton-proton reaction and concentrate on the charged particles then 
charge conservation means that only particle pairs with one positive and 
one negative can be produced. Therefore it is only possible to observe an 
even number of charged particles. Further it is not known whether the 
particles carrying the original two positive charges should be included. 
One solution would be to define the variable x as x = (n - no)/( (n) - nd, 
where no, nl are suitably chosen parameters for the argument in F(x). 

Nevertheless, Eq. (18.30) gives, if you allow for these uncertainties, a 
surprisingly good description of a large amount of multiplicity data from 
many different processes and energies. The function F is, however, process 
dependent. 

There have been many speculations on the origin of the KNO scaling 
property. We will be satisfied with a few comments. Suppose that the basic 
particle-production mechanism corresponds to truly independent produc­
tion as in the case of an external current acting on the different frequencies 
of a quantum field (the Schwinger model in Chapter 3). There are reasons 
for such a simple assumption. Multiparticle production generally leads to 
a flat central rapidity distribution without much correlation between the 
produced particles. Then it would be pure chance whether there is an 
observed particle in a small rapidity bin or whether it will be empty. This 
would, however, imply Poissonian statistics (just as we obtained for the 
external current). Therefore one should expect that the variance behaves 
as Vn oc (n) instead of the KNO prediction. Consequently it is necessary to 
introduce more dynamical assumptions to obtain the wider KNO scaling 
distributions. 

There is a set of necessary constraints on particle production in both the 
Lund model and other successful models. The total charge and energy­
momentum must be conserved during the production process. Further 
there is resonance production, which will introduce local correlations in 
rapidity because the decay products are spread over 1-2 units in rapidity. 
All such phenomena can be accounted for within the simpler schemes used 
in the iterative cascade models, which were described in Chapters 7 and 
9. In general these models predict, nevertheless, an essentially Poissonian 
statistics for the central production in rapidity. The breakup of a single 
Lund qq-string also leads to something close to a Poissonian (although 
a somewhat narrower, cf. the treatment of the Feynman-Wilson gas in 
Chapter 11). It should, however, be understood that for small energies 
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the fragmentation distributions are wider than Poissonian because then 
the phase space is dominated by the regions close to the string endpoints 
where the variations are larger. 

If several different production processes independently contribute to 
the final hadronic state then the total multiplicity distribution will be a 
folding of the different distributions. In this case it is easy to prove that 
the variance will be simply additive, and there will not be much widening 
from such an assumption unless one distribution is very wide by itself, 

nl+.··+nN=n 
(2: nj) = 2: (nj) , v(2:nj)=2:Vnj 

(18.31) 

It is, however, rather easy to obtain a broad distribution if there are 
several contributing processes which exclude each other. If we have two 
processes, j = 1,2, with the probabilities rx and 1 - rx occurring we have 
for the total multiplicity distribution and its moments 

Ptot(n) = rxPt(n) + (1 - rx)P2(n) 

(n)tot = rx (n)t + (1 - rx) (n)2 

V(ntot) = rxVt + (1- rx)V2 + rx(l- rx)((n)t - (n)2)2 

(18.32) 

This is much broader than each of the distributions when the mean multi­
plicities are different in the two processes. In hadronic interaction models 
this is often used to explain KNO scaling because in this case there are, 
besides a general smooth central production, also diffractive events with 
smaller multiplicities concentrated around the incoming particle rapidities. 

For hard QeD processes it is instead the bremsstrahlung of gluons 
which causes the broadening of the multiplicity distributions. This means 
that it is the folding in Eq. (18.13) which is responsible and there is a large 
width in the A-distribution in accordance with what we have learned; this 
should be compared to the statement in Eq. (18.31). 

The Lund model predicts, in good agreement with data, a KNO scaling 
result. This stems from a combination of the fragmentation process and 
the partonic cascade. Using the results from Eq. (18.13) we obtain 

(n)tot (s) = m (A) (s) = (n) (A = (A) (s)) 
Vtot = m2V}Js) + Vn(A = (A) (s)) == Vcasc + Virag 

(18.33) 

In this way we have partitioned the variance into the cascade contribution, 
i.e. the variations in A for fixed s, and the fragmentation contribution, the 
variations in multiplicity for a fixed generalised rapidity region A. We can 
go further and obtain two independent contributions to the (squared) 
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Fig. 18.3. The contributions to the multiplicity variance stemming from the 
dipole cascade model (ARIADNE for A) and from the Lund fragmentation 
model (JETSET), together with the total variance (dotted line) and the square of 
the mean multiplicity (broken line). The variable W is the square root of s. 

width over the mean: 

Vtot VA Vn(A = (A) (s)) 

(n);ot = (,1)2 + (n)2 (A = (A) (s)) 
(18.34) 

The resulting distribution is shown in Fig. 18.3. While the contributions 
lead to a smooth, almost constant, ratio, one of them, the fragmentation 
contribution, dominates at small values of s and the other, the cascade 
contribution, dominates for large s. The crossing point is somewhere below 
the LEP energies. 

We end this section with another result from the investigations of the 
dipole cascade model. It is possible to show that almost all the variations 
in the A-distribution stem from the emission of the first two gluons. 

To understand this result we will make use of the distributions !Yl and 
P = exp 2, which are defined in Section 1. They correspond to particular 
Laplace transforms of the A-distribution. 

We assume that the first gluon (i.e. the one with the largest kd is emitted 
at log(kldso) = Kl. From Fig. 18.4 we obtain that the total2-distribution 
for these kind of events, 2(/3, L, Kr), is given by 

(18.35) 

The first contribution on the right-hand side stems from the two half­
triangles at the outskirts and the folded triangle from the emission at 
Kl. The rest stems from what is left of the background triangle, i.e. the 
rectangle with side length L - Kl. Therefore the average and the variance 
in A (the two lowest-order power contributions in /3) are remembering that 
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___ -------4 half-triangles 

Fig. 18.4. The emission of the first and hardest gluon partitions the remainder 
of the A-distribution for such states into one contribution from the fft, integrated 
over the centre, and the contributions from two triangular regions, one along the 
two boundaries and one from the gluon fold. 

&t is the derivative of 2, 

(18.36) 

The total variance for a given L, Vtot(L), stems from the variations in 
the first emission together with the variations of all the remaining gluons, 
averaged over the first emission. To calculate the variation in Kl we must 
as always introduce a Sudakov factor j, corresponding to no emission 
before Kl, 

Vtot(L) = {J dKd(Kd (A)2 (L, Kd - (J dKd(Kd (A) (L, Kd) 2} 
+ J dKd(KdV;.(L, Kd (18.37) 

From the bremsstrahlung cross section we obtain, integrating over the 
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available rapidity range with 3rt.s12n = rt.oIK, 

dng rt.o 
- = -(L - Kd (18.38) 
dKl Kl 

Then if (L - Kdl L ~ 1, f will asymptotically behave as a gaussIan 
distribution: 

f L - Kl [rt.o(L - Kd2 ] 
~ rt.o exp -------'----

L 2L 
(18.39) 

It is then rather easy to introduce the results for V;.(L, Kd and f to 
perform the second integral in Eq. (18.37). We obtain an error-function 
result which is equal to 

(18.40) 

From this approximation we obtain that the variations from the first gluon 
emission in this asymptotic scenario contribute around 47% to the total 
vanance. 

It is possible to do the same calculation for the second, third etc. gluons 
and it is also possible to simulate the variations from ARIADNE in 
the way described in [12]. We find that over the PETRA-PEP energy 
range around 95% of the variance sterns from the variations in the first 
gluon emission. Over the LEP-SLC region more than 87% of the variance 
sterns from the first and in total more than 95% from the first two gluon 
emISSIOns. 

The reason for this result is that if we have a hard gluon emission 
Kl '" L we obtain a very different kind of event as compared to the case 
when Kl ~ L. In both cases there will be further gluon emissions but the 
variations in them will at the present energies give very small contributions 
to the variations in the final-state multiplicities. 

We are basically invoking the very slow development of the QeD cascades 
and we will corne back to this later on. But even the asymptotic result, 
i.e. that for all energies around half of the variations stern from the first 
gluon, is quite surprising! 

18.3 The K-method 

1 Preliminaries 

There is one inconvenient property of the L-method and that is that when 
we search the phase space for gluon emissions upwards, i.e. for increasing 
L, we obtain hard gluon contributions to the A-distribution. This means 
that the L-method leads to discontinuous changes in A. But the structure 
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of independence in the y-variable means that the Laplace-transformed 
A-distributions change in a smooth and differentiable way. 

We will now introduce a different method, [6], in which for a fixed value 
of L we go downwards in K in the phase space, looking for gluons with 
smaller and smaller k~. In this way we obtain a smooth and differentiable 
distribution in the dipole productions and thereby also in A. 

The basic idea is to introduce the notion of virtual dipole size at the level 
K, to be called J.l for an individual dipole. We define the variable J.l for a 
dipole of squared mass Sd as the rapidity size within which the dipole can 
emit gluons with transverse momentum k~ (cf. the triangular phase space 
size) 

(18.41 ) 

In order to see the general behaviour we will firstly study the (inclusive) 
distribution in the J.l-variable for the dipole containing the original q­
particle (the right-endpoint dipole), to be called Pl(J.l, K). For simplicity we 
suppress the dependence on the starting point of the evolution, Kmax. 

We now show how to write gain-loss equations for the distribution Pi 
when we change the resolution scale K. We firstly note that the dipole size 
J.l will obviously due to its definition increase to J.l + (jK when we decrease 
K to K - (jK. 

A dipole of size J.l may, however, also split up into two dipoles, J.ll and 
J.l2, when K - K - (jK. The probability for this to happen is 

OCo 
-(jKdJ.lldJ.l2(j(J.l- J.ll - J.l2) (18.42) 
K 

This is a rewriting of the ordinary cross section for gluon emission, once 
again with the effective running coupling 3OCs/2n == OCO/K. We have assumed 
that there is in the dipole rest frame a rapidity value y such that Iyl ::::;; J.l/2 
and that a new gluon is emitted at (K,y). Thus the dipole is split into two 
with virtual sizes J.l/2 ± y; these are called J.ll and J.l2 in Eq. (18.42). 

After the splitting each new dipole will increase independently of the 
other one when we go downwards in the cascade, according to the basic 
assumption of the DCM. These dipole sizes correspond to the available 
emission hyperbolas from the endpoints of the J.l-dipole, via the new gluon 
'peak', according to the description in Chapter 15. 

2 The distribution of the endpoint dipole 

The distribution Pi can thus change in three ways when we take the step 
K - K-(jK: 

1 The value of J.l at K - (jK may correspond to the value J.l- (jK at K. 
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2 It is possible for a dipole of size Jl to decay into smaller-size dipoles 
according to Eq. (18.42) (loss at the value Jl). 

3 It is possible that a larger dipole Jll > Jl will decay into Jl according 
to Eq. (18.42) (gain at the value Jl). 

Gathering these contributions we obtain the following partial differential 
equation, using the effective coupling ex = rxO/K, 

(18.43) 

The distribution Pl should obviously be normalised to 1 for all K, so that 
we have 

Nll(O,K) = 1 (18.44) 

If we perform a partial integration in Jl on the integro-differential equation 
in Eq. (18.43) we obtain a partial differential equation solely in Nll: 

(18.45) 

We note the similarity to the Gallan-Symanzik equation which was treated 
in Chapter 4. We will again solve it by integration along rays: 

dJl = -1 => Cl = Jl + K (18.46) 
dK 

where Cl is a constant. We obtain including the right boundary condition 

Nll(Jl, K) = E>(L - Jl- K)exp ( _lJl+K dY(Jl + K - y)rxoIY) (18.47) 

The step function corresponds to the largest value the ray parameter Cl 
can take on, i.e. the starting point of the cascade, L. The distribution Pl 
obviously fulfils 

(18.48) 

and therefore contains a c)-distribution corresponding to the situation 
when there has been no gluon emission and we are left with the original 
dipole of size Jl = L - K at this virtuality. The coefficient in front of the 
c)-distribution is the Sudakov exponential factor, which was approximated 
by means of a gaussian in connection with Eq. (18.39): 

fsud(L, K) = exp ( -lL dy(L - y)rxo/ y) (18.49) 
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3 The general inclusive single-dipole distribution 

In this subsection we will be concerned with the inclusive distribution &PI 
for all the available dipoles whether they are endpoint dipoles or central 
ones. There are then two differences compared to Pl. The first one is 
related to the normalisation. If we define 

r . 1 
%lj(fl,K) = Jf.1 dfl1flr &P1(fl1,K) (18.50) 

then %l1(O,K) == M1(K) corresponds to the average number of dipoles 
at the virtu ali ty K. In the same way % dO, K) == M 2 (K) corresponds to 
the total length of these dipoles, which evidently must be identical to the 
average (A), defined before. 

The second difference is the fact that the gain factor from the decays 
of larger dipoles is 2 instead of 1 because each dipole of length fl1 > fl 
will decay into two dipoles and either one of them may have the length 
fl. Thus the integro-differential equation (18.43) becomes 

L11&P1 = ~ [fl&P1 - 2l dfl1&P1(fl1, K)] (18.51) 

These changes mean that if we again perform a partial integration in fl we 
obtain instead of a single equation a set of two coupled partial differential 
equations from Eq. (18.51) for the first two moments of &PI: 

L11% 11 = - ao (% 12 - 2fl% 11), L11% 12 = -%11 + ao fl2 % 11 (18.52) 
K K 

From these equations we immediately obtain for the quantities M j , j = 1,2, 
which are defined above, 

dMl ao dM2 
- = --M2 - = -Ml (18.53) 
dK K' dK 

If we combine these two equations we obtain back the second-order 
equation already derived for M2 == (A) before (Eq. (18.18)), 

d2M2 = ao M2 
dK2 K 

(18.54) 

and the solution is the same (cf. Eq. (18.24)): 

(18.55) 

The second equation in (18.53) tells us that the mean number of dipoles 
is given by the (negative) K-derivative of (A): 

(18.56) 

From the properties of Eq. (18.21) we conclude that M1(L,L) = 1 while 
M2(L, L) = 0. It is a very general property of second-order differential 
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equations that we can find another pair of functions M3 and Mo which 
also fulfils Eqs. (18.53) with M3 -+ M2 and Mo -+ Ml: 

M3(L, K) = J'o(L)ffl(K) + ffo(L)J'l(K) 
(18.57) 

Mo(L, K) = J'o(L)ff O(K) - ff o(L)J'O(K) 

This time the pair fulfils M3(L, L) = 1 and Mo(L, L) = O. Using the two 
pairs of solutions it is possible to write out the mean of the 2 and the 
number of dipoles nd in the general situation when we take the ensemble 
of states which starts at L = to with 2 = 20 and nd = ndO: 

(2) (to, K) = ndoM2(to, K) + 20M3 (to, K) 

(nd) (to, K) = ndoMl(to, K) + 20Mo(to, K) 
(18.58) 

We will meet all these functions later in a more general context but it is 
worthwhile to convince oneself that Eqs. (18.57) and (18.58) are correct. 

While the mean value of 2 (in both the cases discussed above) is finite 
also when K -+ 0 (cf. Eq. (18.24)) we find that the mean number of dipoles 
diverges logarithmically in that limit. 

4 An aside on the rate of decay in QeD cascades 

In this subsection we will give a simple explanation for the results in Eqs. 
(18.24) and (18.56) in order to understand the way the partonic cascades 
develop in QeD. We will start by analysing the probability that a dipole 
of mass -jS, i.e. with logarithmic variable L = log(s/so), will decay into 
two dipoles by the emission of a (first) gluon at the value K = log(ki) so). 
From the Sudakov factor isud in Eq. (18.49) and the bremsstrahlung cross 
section we obtain 

1>:0 [ lL 1>:0 1 dP = -dK(L - K)exp - -dKl(L - Kt} 
K K Kl 

(18.59) 

For the available rapidity range we have introduced the virtual size 
11 = L - K of the dipole at K. We note that this distribution is not 
normalised to unity but instead we obtain by integration over K 

rL dP = 1 - iSud(L, Kc) (18.60) 
JKe 

where Kc is a suitable cutoff. The interpretation is that the probability 
density dP is normalised to unity apart from the possibility that the 
dipole does not decay before we reach Kc. It is straightforward to perform 
the integral in the Sudakov factor and, using the variables x == I>:OK and 
y == 1>:0L, we obtain 

dP = g(y)dx(y - x)xy- 1 exp(-x) (18.61) 
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Here g(y) is a normalisation factor. We may once again use the same 
methods as we used to find the maximum of the Lund fragmentation 
distribution in Chapter 9, cf. Eq. (9.6), to prove that there is a pronounced 
maximum in the distribution for Xmax = Y - JY; in terms of L, K it occurs 
for Kmax = L - 1/ ,Ja(L). 

There is a simple explanation for this result. The step bK from the 
starting point L to Kmax is evidently equal to the virtual size of the dipole 
at Kmax. The probability for decay inside this region is then 

abKby = a(bK)2 ~ C (18.62) 

where C is a constant of order unity. We will now consider the general 
case. If a dipole tends to have the same size as its 'survival time' this 
means in the phase-space triangle that a region free of gluons is as wide 
(in the generalised y-variable) as it is high (in the K-direction). This means 
that the step bK between two 'generations' (meaning the decay-times of the 
typical dipoles) of gluons behaves as the square root of the virtuality K. 

Then the first generation (the typical 'hardest' single gluon when we 
start at the virtuality L) will occur after a step 

bKl '" C' Ji, C' = C/ Fa (18.63) 

and we are left at the virtuality L-C' JL. The next generation (containing 
two 'typical' gluons) occurs after a second step 

C' J L - c' Ji ~ C' Ji - (C')2 /2 (18.64) 

where we have expanded the square root under the assumption that 
C' JL ~ L. Counting downwards we obtain after n ~ 1 generations (in 
which there are 2n- 1 gluons produced) a remaining virtuality 

~ L - nC' Ji + n2(C')2/4 (18.65) 

If this is the endpoint K we obtain 

n ~ 2( Vrt.oL - ,Jrt.OK)/C (18.66) 

and the multiplicity of dipoles will be 2n, so that using C = log 2 we have 

M 1 '" exp 2( V rt.oL - ,Jrt.OK) (18.67) 

To obtain M2 we just multiply by the typical dipole size at K; we have 
thus in a simple way obtained good approximations for (A) and its first 
K-derivative, i.e. the average dipole multiplicity. 

It is worthwhile to ponder the immensely slow development of a QCD 
cascade. Suppose that we consider an e+ e- annihilation event with JS = 
1000 Ge V and AQCD = 250 Me V. Then the first generation will occur, 
according to the calculation above, at around kl. '" 130 GeV, the second 
at around kl. '" 15 GeV, the third at around 5 GeV, etc. 
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Actually we are nevertheless exaggerating the rate. When we take the 
recoil corrections into account within the so-called modified leading-log 
scenario the average rate will become even slower. 

5 The master equation 

In [6] several other distributions are derived and investigated. We will 
here be satisfied to discuss the combined distribution in the number of 
dipoles, nd == n, and their total length ~j=lllj == 2, which we will call 
P(n, 2, K) (once again suppressing the dependence on L). 

The master equation for the distribution P(n, 2, K) is 

oP oP 0(0 
OK - n 02 = -;z2[P(n, 2, K) - P(n - 1,2, K)] (18.68) 

The result stems from the fact that the change in 2 from n independent 
dipoles is 2 ~ 2 + n{)K when K ~ K - ()K. Further there is a loss for P(n) 
and a gain from P(n - 1) when any of the dipoles decays. 

We will briefly consider this equation and its solutions before we show 
how to incorporate corrections due to recoils, the phase-space size and the 
neglect of the polarisation sum in the decay process. 

We may make Eq. (18.68) into a linear partial differential equation in 
all the three variables n, 2, K in the approximation when n is considered a 
continuous variable. Then Eq. (18.68) becomes 

oP _ n oP ~ 0(° 2 oP (18.69) 
OK 02 K on 

We may again use the method of rays and look for n = n(K) and 2 = 2(K) 
with the properties that 

dn = _ 0(0 2 d2 = -n 
dK K' dK 

(18.70) 

Given the solutions to these equations we then have that 

OP OP d2 OP dn d 
OK + Oil dK + a;; dK = dK P(n(K),2(K),K) = 0 (18.71) 

i.e. any function which is constant along the rays will work! 
We note that Eqs. (18.70) are just the equations we had for the quantities 

M j , j = 1,2 or j = 0,3 (Eq. (18.53)) and they can consequently be solved in 
terms of these functions. We assume that we know the distribution in no, 20, 
to be called F(no, 2o), for a certain value of K = 10. It is straightforward to 
describe the values of 2, n for an arbitrary K ::;; 10 from the results of Eqs. 
(18.53) with the boundary values no,20 

n = noMl(lo, K) + 20Mo(l0, K) 

2 = 20M3(l0, K) + noM2(l0, K) 
(18.72) 
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We note in particular that we obtain the correct boundary values n = 
no, A = AO when K = 10 because the functions Ml = M3 = 1 and M2 = 
Mo = 0 when the arguments coincide, according to their definitions (Eq. 
(18.53)). We may then write a simple formula for the total function P in 
terms of the boundary-value distribution F: 

P(n,A; K) 

= J dAodnoF(no, Ao)l5(n - nOMl + AoMo)l5(A - AoM3 + noM2). (18.73) 

The integral is easily solvable, once again using the properties of the 
functions Mj: 

(18.74) 

It is useful to convince oneself that in this way the properties of the M­
functions lead to a transfer property for the solutions (which, of course, 
is just the content of the original partial differential equation). By this 
we mean that if the distribution F at 10 is described in terms of the 
distribution G at another K = lr ~ 10 then the formulas are identical if we 
exchange F for G and the argument 10 for lr. The changes in the system 
are all the time evidently occurring in the average way, according to the 
relevant average values of A and n, as we can see from Eqs. (18.53) and 
(18.70). 

The conclusion is that in this approximation the ensemble of states 
described by F at K = 10 will move on towards different (n, A)-values at 
other K-values but a constant distribution occurs along the rays described 
by Eq. (18.72). The system corresponds to a hamiltonian flow in a space 
where the coordinate corresponds to A and the momentum corresponds 
to the dipole multiplicity n and the hamiltonian is 

n2 ijA2 

H = +"2 - ""2 (18.75) 

At first sight the function P would seem to provide a possible tool to 
investigate the running of the QeD coupling constant. Thus it is possible 
to concentrate on an event sample in which each event contains a number 
of jets (related to n), the combined logarithmic phase space (related to A) 
having a certain cut in the transverse jet energies (related to K). Then one 
would continue with the same event sample using smaller transverse jet 
energy cuts and study the changes in the distribution in the number of jets 
and phase-space size. To perform a reliable such comparison it is, however, 
necessary to make a better approximation than P(n) - P(n - 1) = oP Ian 
and also to correct for recoils along the cascade. 

In order to investigate the difference between a continuous and a discrete 
treatment of the multiplicity we will briefly consider a simplified model. 
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Suppose that we consider e.g. a population of bacteria and assume that 
as time t passes the population increases at a constant rate y. This leads 
to the following differential equation for the bacteria multiplicity P(n, t): 

dP 
Tt(n, t) = y[P(n - 1, t) - P(n, t)] (18.76) 

i.e. there is a gain per time unit y from n - 1 and a corresponding loss to 
n + 1. Using the generating function &'(z, t) = ~ P(n, t)zn we obtain the 
differential equation 

d&' 
- = y(z -i)&' 
dt 

(18.77) 

with the obvious solution &' = z exp[y(z - l)t] if we start with a single 
bacterium at t = O. Expanding the generating function we obtain as 
expected a Poissonian distribution (truncated at n = 1): 

(yt)n-l 
P(n,t) = (n_l)!exp(-yt), n?::l (18.78) 

If we use the continuous approximation, i.e. put P(n)-P(n-l) = 8P 18n, 
we obtain by the method of rays that n(t) = yt + 1, which obviously 
corresponds to the mean value of the distribution in Eq. (18.78). Although 
the mean value is the only size parameter in a Poissonian distribution it 
is obviously not a good approximation to write the distribution in Eq. 
(18.78) as a 6-distribution and neglect the width. It is, however, possible 
to include the width if we also take the second derivative into account. In 
this simple model we obtain 

8&' 8&' y 82&, 
at + Yan = "2 8n2 (18.79) 

This corresponds to a diffusion equation and we are then very close to the 
considerations in Chapter 10 on the Brownian motion in impact space in 
multiperipheralladder diagrams and in Chapter 12 on the transverse mo­
mentum generation. We obtain immediately the well-known (normalised) 
gaussian solution, 

1 [ (n-l- yt)2] --exp 
-J2nyt 2yt 

(18.80) 

and this coincides (as it should of course) with a stationary-phase approx­
imation to the Poissonian distribution in Eq. (18.78). It is useful to carry 
through the calculations, using the Stirling approximation to the factorial. 

We conclude that the QCD cascade evolutions do not only correspond to 
simple 'laminar flow along the mean streamlines', which is what Eq. (18.73) 
implies, if we use a hydro dynamical analogy. There is also diffusion among 
the streamlines because of the discreteness in the dipole multiplicity. When 
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we take the second derivative into account we obtain what is known as the 
Fokker-Planck equations and there is a very general mathematical method 
to treat equations of this kind. We have already discussed the Langevin 
equation in Chapter 12 and we may apply it again, this time coupled 
to the ray equations which we obtained in the approximate treatment in 
connection with Eq. (18.69). If we again introduce a gaussian noise term R 
with properties in accordance with Eq. (12.19) we may write the following 
system of coupled stochastical equations: 

dA 
-=-n 
dK 
dn r;::;;;, 
dK = -~A + Ry ~A/2 

(18.81) 

The square root in front of the gaussian noise term is this time not 
a constant but it is nevertheless possible to prove that the resulting 
equations actually converge to the solution of the equation 

(18.82) 

(note that the variable K decreases I). We will, however, end the investiga­
tion at this point. 

18.4 The next-to-Ieading-order corrections 

In order to obtain a better approximation it is not only necessary to go 
back to the discrete n-distribution, but it is also necessary to improve 
upon the master equation. We note in particular that we have up to now 
considered the phase space to be given by the triangular approximation 

Iyl ::::; 10g(,JS/kl.) instead of kl. coshy ::::; l,} (18.83) 

which would e.g. imply that the maximum klmax = s/4 instead of s. We 
have also neglected the polarisation sums in the cross section, i.e. that the 
emission of a g from a qq should be weighted with the factor xI + x~. This 
is again a factor which starts to playa role close to the triangle boundary, 
because at the boundary either Xl or X3 is small. The polarisation sum has 
all the time been approximated by 2 and to check on the approximation 
we will consider the integral 

rYmax 
I == iv dy(xI + x~) 

Ymin 

(18.84) 
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for a fixed value of k.L. According to our approximation I = 210g(s/k1J 
but if we introduce (cf. the definitions in Eq. (16.39)) 

Xl = 1-k.Lexp(-y)/y'S, X3 = 1-k.Lexpy/y'S (18.85) 

then we obtain a correction term, i.e. 

I = 2[10g(s/klJ - 6q] 
(18.86) 

It turns out that the correction term varies very little as a function of k.L 
and that if we cut off a strip cq /2 = 3/4 on each side of the triangle we 
obtain a very good approximation to the suppression from the polarisation 
sum as well as to the neglected hyperbolic cutoff, Eq. (18.83). 

It is possible [72] to subdivide the phase space for gluon emission into 
regions relevant to qq-, qg-, gq- and gg-dipoles. They all have different 
polarisation sums according to the dipole cascade model, Eq. (17.2), 
and for all of them one can calculate the decrease in the triangles. The 
corresponding decrease factor for gluon corners is e.g. cg = 11/6. It is also 
possible to include gluon splitting as implemented in the dipole cascade 
model [10] and finally also to take into account the effective coupling 
constants, 31Y.s /2n and 4IY.s /3n, respectively. 

The result is a rather complex set of equations, [72], which are close 
to the so-called modified leading-log approximation in QCD, [52]. Using 
the correction terms in the L-method the result becomes a very good 
approximation to the Monte Carlo results for the multiplicity moments. 

We will not go into the details but will briefly consider the simplest and 
actually also the largest correction to the master equation, Eq. (18.68). If 
we decrease all the n dipoles by a common factor c then we obtain 

ap ap lY.o -a - n-a = - {(A - nc)P(n, A, K) - [A - (n - l)c]P(n - 1, K, An· 
K f1 K 

(18.87) 

From this equation we can easily calculate the equations connecting the 
(modified) mean multiplicity Mml and mean A-phase space size, Mm2. We 
obtain 

dMml lY.o dMm2 = -Mml --;z;:- = --;z(Mm2 - cMmt), dK -- (18.88) 

which should be compared with Eqs. (18.53). There is then a second-order 
differential equation for Mm2: 

(18.89) 
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This equation again has solutions in terms of the modified Bessel functions. 
We may define the functions 

Jf3(K) = J2.K f3 /2If3(2JrtoK) 

dJ 13 M::- (11-1)/2 
dK == Jf3-1 = V 2rtOK I-' 113-1 (2 JrtOK) 

(18.90) 

for f3 = 1 + rtoC (we note the similarities to the functions Jj, j = 0,1, in 
Eqs. (18.21)) and similarly the functions ff 13 with respect to the modified 
Bessel functions K, with a minus sign in the derivative. Then the solution 
for M2 is 

Mm2 = L 1-13 [J f3(L)ff f3(K) - J f3(K)ff 13 (L)] 

Mm1 = L 1-13 [J 13 (L)ff f3-1(K) + J 13-1 (K)ff 13 (L)] 
(18.91) 

if we start at K = L with Mm2 = 0 and Mm1 = 1. The asymptotic behaviour 
for L ~ K ~ 0 is 

(L)-aOC/2 
Mm2 '" ~ (LK)1/4 exp[2( VrtoL - JrtOK)] (18.92) 

Evidently the introduction of a factor that diminishes the phase space is 
reflected directly in the power in front of the exponents, which has changed 
from 1/4 to 1/4 - rtoc/2 as compared to Eqs. (18.17) and (18.24). This 
factor directly reduces the L-dependence and increases the K-dependence. 
The result is an even slower development of the cascades than in the LLA, 
described earlier. 

18.5 On the running coupling in QeD 

The equations for the A- and n- variations with K have a great similarity to 
the Callan-Symanzik equations, considered in Chapter 4. The background 
is, however, completely different. Equations (18.68) and (18.87) are derived 
from classical probability concepts. They are really classical gain-loss 
equations and there is not the renormalisation group background which 
may motivate a relationship to a Callan-Symanzik investigation. We have 
changed the scale from K to K - dK and then there is in this step a 
possibility that the number of dipoles n increases to n + 1, which for the 
equations mentioned above corresponds to a loss. But there is also a gain 
if the state changes from n - 1 to n. 

The probability is governed by the relevant coupling, which mostly 
corresponds to the situation in gluon dipoles and therefore equals 3rts/2n. 
This effective coupling is multiplied by the available phase space A and 
the probability of finding just this number of dipoles at A. The running of 
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the coupling is introduced by hand, i.e. we use 

( 12n ) 1 
lis = 33 - 2nf ~ (18.93) 

Now suppose that (without any further motivation) we introduce the 
running of the coupling in our equations along the same lines as in the 
Callan-Symanzik equations. That would mean that we would have an 
accompanying scale change of 8 j 81< to 8 j 81< + fJ 8 j 8lis in the equations 
(at the same time, of course, we leave out the running of lis in Eq. (18.93) 
and introduce this property through the fJ-dependence). 

This means in the language of gain-loss equations that we introduce a 
loss term which looks like 

-fJ(lis) 8f!J> = (!.! 3lis _ ~ nflis) lis 8f!J> 
8 lis 6 2n 3 4n 8 lis 

== ((jYglieffg - (jYqlieffq)JV(f!J» (18.94) 

The results in the first line correspond to straightforward algebra, using 
the expressions for the fJ-function and the running coupling constant of 
QCD. The symbol JV(f!J» indicates a number operator in the sense that 
for any well-behaved function f = f(li) we obtain an average n with 

8f f = L linan, li-8 = L nlinan == JV(f) (18.95) 
lis 

The two effective couplings 

3 lis nflis 
lieffg = 2n' lieffq = 4n (18.96) 

correspond to the gluon emission process g - gg and the gluon splitting 
process g - qq, respectively. Finally the two quantities (jy are, respectively, 

11 l Ymax (jYg = -6 - 2 10g(sjklJ - . dy(xi + x~) 
Ymm 

2 r1 
bYq = "3 = Jo dz[z2 + (1 - z)2] 

(18.97) 

We met the quantity bYg above as the decrease in phase space for emission 
of new gluons in the neighborhood of a gluon corner. It can most rea­
sonably be considered as a typical collinearity size in rapidity for a fixed 
value of k.l in the limit when s - 00. 

The quantity (jYq, however, is for a fixed k.l and the same limit in s the 
total rapidity phase space for a gluon to split into a qq-pair. 

Therefore such a variation added to the coupling constant in the master 
equation, and for that matter to any of the partial differential equations 
used in the I<-method, may be considered as 
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• a loss term proportional to the probability that the gluon fluctuates 
into a gg-pair within a small collinearity region. Intuitively that 
region should be equal to the region in phase space where such 
virtual fluctuations may occur in this approximation; 

• a gain term proportional to the probability that the gluon may fluc­
tuate into a qq-pair. The rapidity size allowed for such a fluctuation 
is essentially smaller because there is no pole in z, which means that 
it exponentially falls off in rapidity from the gluon corner. 

This interpretation of the running coupling constant is certainly some­
what imaginative, in particular the interpretation that the collinearity 
region is equal to the region of virtual fluctuations for the gluon. 

We nevertheless note that if a gluon fluctuates into a gg-pair then there 
is a color flow across the region. But if it fluctuates into a qq-pair then 
the color flow is broken over the corresponding region. Thus a gluon is 
never in the first case able to get away from the influence of its own 
Coulomb color field, but in the second case there is nothing to stop it 
moving around as a free asymptotic pair. 

Another way to understand the gain-loss nature of the gluon emission 
and gluon splitting, respectively, is to consider the case when a gluon 
just above K decays into two gluons (which then are counted at K). Just 
below K, however, the two gluons are reabsorbed into a single gluon again, 
thereby causing a loss in multiplicity. But if the gluon instead splits into a 
qq-pair there is no gluon at K, but if the pair reassembles to a gluon there 
will then be a gain in the gluon multiplicity. Note that the possibility of a 
loss term only occurs in a nonabelian gauge theory, because the abelian 
photons do not interact. 

18.6 Discrete QeD, another approximation method 

1 The method 

We will in this section make explicit use of the properties of the running 
coupling, discussed in section 18.5, to present another analytical approx­
imation method for the perturbative QCD parton cascades. It is called 
discrete QeD, [15], for reasons easily understood when it is demonstrated. 
To that end we start by using the Webber-Marchesini method to search 
through the triangular phase space, cf. Section 17.7. 

This means that we will take steps in the rapidity y and consider the 
probability of obtaining a gluon emission in each step. We will in particular 
choose to make these steps finite in size, and equal to ij. Consider as an 
illustration the rapidity bin ijYl == ij around Yl in Fig. 18.1 and assume 
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that there is one emission for K and none between K and the maximum 
Kmax == t 1 in this bin. The resulting probability is given by (note, see 
subsection 3 of section 17.3, the Sudakov factor!) 

dP(K,td = (aob)dK exp(-aob) rt1 d~' = dK(dKd- 1t 1d) (18.98) 
K iK K 

with d = aob. As yet we have not decided upon the size of b but it is 
perfectly feasible to choose 

1 11 
b = - ~ bYg = - (18.99) 

ao 6 

Here we have made the approximation of neglecting the contribution from 
the gluon splitting into qq-pairs, or equivalently we have put the number 
of flavors nf = 0 in the running coupling, cf. Eq. (18.97). In this way the 
power d in Eq. (18.98) becomes 1 and we obtain the simple result that 
there is no K-dependence left in the probability 

dK 
dP(K,tI) = 7; (18.100) 

This evidently goes for all steps of size b ~ bYg and in particular for 
a (discrete) value of L = log(s/so) = 2Nb the whole 'original' dipole 
phase-space triangle will contain 2N possible emissions. 

We now make the further assumption that inside each b-bin in rapidity 
the K-variable is discretised so that tl = nl(2b) with nl an integer (the 
index 1 means the bin with the height t d. The result is that there may be 
any n-emission, 1 :::;; n :::;; nl, i.e. an emission in the K-box n, with the same 
probability Pn(nd for all integer n, where 

1 
Pn(nd = - (18.101) 

nl 

Each emission will produce a subtriangle, cf. section 17.5, which again 
contains 2n discrete steps in rapidity along the projecting folds. This 
means n steps on each of the two sides, see Fig. 18.1. The whole procedure 
can evidently be continued with new discretised (sub-)triangular folds, 
projecting folds, and so on. It is easy to convince oneself that (apart 
from the very outskirts of the phase-space triangles) the construction is 
consistent and that the above-mentioned K-boxes fit in. Note that it is 
necessary to take 2b-steps in K for this consistency! 

So what is the physics behind this seemingly simple but up to now purely 
mathematical scheme? We are actually doing exactly what the running 
coupling in QeD indicates to us, i.e. we are sending out the gluons with 
a distance at least bYg = 11/6 between them. If they are closer than this 
distance in rapidity then they will in practice be reabsorbed, i.e. with this 
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method we emit effective gluons, which are not reabsorbed in the next step 
in perturbation theory! 

This is also an instructive example of the difference between exclusive 
distributions, with a probability normalised to one event having certain 
properties and inclusive distributions, which instead correspond to the 
average behaviour of many events. Therefore the results should in the 
latter case rather be called densities. The running coupling is characteristic 
for the inclusive density of gluons, but if we concentrate on the largest 
gluon then the probability is the same constant for all emissions! 

There are two regions which need particular attention. The first is the 
region corresponding to n = 1, i.e. the lowest K-box in each t5Yg-step. 
We will interpret this box to correspond to no emission, i.e. the effective 
gluons in such a box are too soft to be noticeable. This means that we are 
actually bringing in a precise cutoff in the cascades with respect to K, i.e. 
all 'observable' gluons have K ~ 2t5Yg. 

The second comprises the regions close to the triangular border in 
each phase-space triangle, where the boxes are distorted. We have actually 
already discussed these regions repeatedly because the triangular border 
corresponds to gluons collinear with the parton emitting them. Just as 
in connection with the modified leading-log approximation, e.g. in Eq. 
(18.87), we will cut away a region equal to t5Yg/2 along each border of 
the triangles. (We note that we are in this way making a small error for 
dipoles containing a q- or q-particle as endpoint. For this case we should 
cut away the slice t5Yq/2 = 3/4, which is less than the value of t5Yg/2 
according to Eq. (18.86)). 

2 Some results in discrete QeD 

We will now consider in some detail the structure of the scheme developed 
in the last subsection. The original dipole triangle will be called an N­
forest (actually containing 2N bins) because in each t5Yg rapidity bin in 
the original dipole there will be a tree-like structure, which we will call an 
nl-tree (with the maximum K in the bin equal to n12t5Yg). 

Such an nl-tree will, however, not necessarily have height nl. But it will 
have two sides, each with length nt5Yg if there is an emission at K = n2t5Yg 
(with n ::; nt). This is illustrated in Fig. 18.5, which corresponds to the 
triangular phase space with its projecting folds looked upon from below. 

The two sides of the tree correspond to the two sides of the projecting 
emission triangle according to the construction in subsection 17.5 (remem­
ber that each fold has length nt5Yg). We will call this a true n-tree. We 
note that in this way the nl-tree is a true n-tree, with each n occurring, 
according to Eq. (18.101), with the same probability, i.e. l/nl. 

It is worthwhile noting the following two features. 
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Fig. 18.5. The projecting folds of the phase-space triangle together with a set of 
subfolds and subsubfolds, etc . 

• The two sides of the true tree correspond to the two color flows at 
a gluon corner. A gluon with e.g. the color combination rg contains 
one r-color flowing towards the gluon tip and one g-color starting 
at the gluon tip and flowing 'inwards' (being an anticolor its flow 
is oppositely directed to the color). The connection point between 
them is the 'top' of the true tree and they are each color-connected 
to partons on both sides of the emitted gluon. 

It may seem for the projecting triangular fold in e.g. Fig. 18.1 that the 
two parts of the folds adjacent to the original background triangle are 
close in the rapidity variable of this original dipole. This is not true; they 
are actually far apart in true rapidity and in particular also distant with 
respect to color flow. The distance in true rapidity is just the distance from 
the bottom of the true n-tree up to the top and down again i.e. n2t5Yg . 

• A true n-tree actually has the same structure as an n-forest defined 
above (to see this cut it up along the centre line, i.e. along the gluon 
corner, see Fig. 18.5). Therefore all statements for one can be taken 
over to the other. 

Each side of a true n-tree is now subdivided into n bins, containing 
'n' -trees' (in realistic tree-language it may possibly be better to refer to 
them as branches) with n' = 1, ... , n. Each such tree can be treated just as 
the first one, i.e. it will contain a true tree with two sides each of a length 
at most equal to the length of the original tree. Further, all integer values 
have the same probability according to Eq. (18.101). Everything ends at 
the place where the probability is just 1 of obtaining a I-tree everywhere, 
i.e. the situation which we have defined above to correspond to no further 
gluons. 
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As an example of what we can easily obtain consider the probability 
that an n-tree contains exactly m gluons, P(m; n). We will also introduce 
the probability distribution, pt(m; n), that a true n-tree contains exactly 
m gluons and finally we define the corresponding generating functions, 
&(z; n) and &t(z; n), with e.g. 

&(z; n) = I>mp(m; n) (18.102) 

Then there are two easily understood properties. 

1 An (n + i)-tree is either a true (n + i)-tree with probability X n+1 = 
l/(n+ 1) or else an n-tree with probability Yn+1 = 1-xn+1 = n/(n+ 1), 
I.e. 

m1t( 1) &(z;n+l)-Yn+1&(z;n) 
;:r z; n + = ---'-----'--'----'---'---'--

Xn+l 

= (n + l)&(z; n + 1) - n&(z; n) (18.103) 

2 The difference between a true (n+l)-tree and a true n-tree is that one 
gets in the first case contributions also from the two largest subtrees, 
i.e. one n-tree on each side: 

pt(m; n + 1) = L P(ml; n)pt(m2; n)P(m3; n) (18.104) 
~mj=m 

or equivalently in terms of the generating functions 

(18.105) 

It is as always necessary to supply the boundary conditions and in this 
case we obtain easily &t(z; 1) == &(z; 1) = 1 and &(z; 2) = (1 + z)/2. It is 
then straightforward to construct all the distributions. 

Actually the formulas we have derived are discretised versions of the 
L-method formulas described in subsection 1 (although we have written 
them for the multiplicities and not for the A-measure as there). This is 
shown in [15] and in this reference there are also a number of other 
applications mentioned, i.e. the A-measure distributions, the combined 
distributions of the A-measure and the multiplicities, how to go to the 
formulas of the K-method and finally also a way to translate the results 
from this lattice description in an abstract space to the observable energy­
momentum vectors of the emitted gluons. 

As an example we consider the average multiplicity for an N -tree, n(N). 
This can as usual be obtained from the generating function, &(z; N), by 
means of the first derivative evaluated for z = 1; note that &(z = 1; n) = 
&t(z = 1; n) = 1 always. We obtain from Eqs. (18.103) and (18.105) after 
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some small manipulations: 

2 
n(N + 1) - 2n(N) + n(N -1) = --In(N -1) N+ 

381 

(18.106) 

which as expected is a discretised version of e.g. Eqs. (18.54) and (18.89). 
The result is a very good description of the jet multiplicities as obtained 
from Monte Carlo simulations by ARIADNE, see [15]. 

We end with a few remarks on the results of discrete QCD: 

• Despite the discretisation approximation the resulting formulas for 
the jet multiplicities and hadron multiplicities are even better ap­
proximations to the Monte Carlo simulation results (including all 
the kinematics) than any modified leading-log result. 

This may seem surprising but it is related to the fact that the 'reab­
sorption' length in rapidity we have introduced, i.e. (j Yg, is also a good 
description of the rapidity region where the recoils from earlier emissions 
are noticeable . 

• It turns out that if we consider the zeroes of the generating function, 
i.e. the values zj(n) with 

.?J(Z; n) = An IHz - zj(n)] (18.107) 

where An is a suitable constant, then these quantities exhibit some 
surprising properties. They are all finite and stay in a region close to 
the origin in a structure called a Julia set by the mathematicians. Its 
properties are just as beautiful as those of the nowadays well-known 
Mandelbaum set. Each root of the generating function will according 
to Eq. (18.105) change into three when n -+ n + 1 and they are also 
closely located, albeit occurring in an irregular fashion nowadays 
known as a fractal curve. 

Instead of going into the details (which are still under investigation) we 
will exhibit these irregularities in a different way in the next section. 

It is finally of some interest to connect the formulas obtained in the 
discrete QCD model to the ordering procedure used in the dipole cascade 
model, i.e. to investigate how the particular basic property of discrete 
QCD, occurring in Eqs. (18.98) to (18.101), will come out of our ordinary 
treatment of the Sudakov factor. Then we return to Eq. (18.59) (cf. also 
Eq. (18.49)), which describes the first decay of a dipole with logarithmic 
squared mass L into two dipoles by a gluon emission at "1 : 

(18.108) 
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This formula is valid in the leading-log approximation and it is easy 
to extend it to the modified leading-log approximation by the exchange 
L ---+ L - 1/ cto (assuming that we neglect the flavored dipoles). This means 
that the rapidity space factor is changed from L - Iq to L - K1 - 1/ cto and 
the Sudakov factor will change to f sud(L - 1/ cto, Kt}. We now introduce 
the variables 2t == ctoL and 2k1 == ctoK1 and perform the Sudakov integral, 
to obtain in the modified leading-log approximation 

kit - 2k1 r2(kt} 
fsud(L -1/cto,Kt} ~ r2(t) 

k2t-2kl-1r2(k ) 
dP = dk [2(t - k ) - 1] 1 1 1 1 1 r(t)2 

(18.109) 

We have used the Stirling approximation for the r -functions: 

r(t) ~ C exp[(t - 1/2) log t - t] (18.110) 

with C a normalisation constant. 
In order to understand the result we return to the distributions of 

discrete QCD and interpret t, k1 as integers. 
Consider the probability of emitting no gluon in an t-forest with a 'tree­

height' above k1. Then for a j-tree with j ::::; k1 the probability is obviously 
1 because there can be no true k1-tree in this case. For a (k1 + m)-tree, 
when the probability is 1/(k1 + m) for each integer 'height', there are m 
possibilities for making a true tree above k1 and thus the probability of 
using none of them is 1 - m/(k1 + m) = kd(k1 + m). 

The probability dPddk in Eq. (18.109) contains two factors. The first 
corresponds to the number of ways that one can choose anyone of the 
'central' integer y-bins of height k1 + 1, ... , t - 1, t - 1, ... , k1 + 1. The 
second is the probability of making an effective gluon at k1 in one of these 
bins and only gluons below k1 in the rest of the bins. 

The observant reader will note that there seems to be a mismatch, i.e. 
there is a factor 2(t - kt} - 1 for the number of bins but only 2(t - kt} - 2 
central integers. A closer examination tells us, however, that the two k1-

bins, one on each side, should be incorporated in the possibility of making 
a true k1-tree. Due to the triangular shape, however, the surface related to 
them is only half the surface related to those called central. Therefore the 
problem is solved if we incorporate them with unit probability and phase 
space size 1/2 each. 

Next we consider a second gluon emission at K2 < K1 < L. It is 
straightforward to prove (and the reader is strongly invited to think it 
through, in particular the factorisation property of the Sudakov factors!) 
that with proper Sudakov factors this probability is, in the modified 
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leading-log approximation, 

dP2 = (KO - Kl - l/oeo)(Ko + Kl - 2K2 - 2/oeo) 
2 

x II dKj oeo fsud(Kj-l - l/oeo, K2) 
j=l Kj 

383 

(18.111) 

where we have introduced the symmetric notation L == KO. The two factors 
in front of the product sign correspond to the size of the original dipole 
when it decays at Kl and the sum of the sizes of the two emerging dipoles 
at K2. We again leave it to the reader to prove in terms of the kj = oeoKj/2 
variables that Eq. (18.111) can be written as 

dP2 = (2ko - 2kl - l)dkl(2ko + 2kl - 2k2 - 2)dk2 
1 r2(k )k2kr2k2 2 1 

x II 2 2 II - (18.112) r 2(k·) k· j=O ] j=l ] 

and from this result it is obvious how to generalise the formulas to any 
number of gluon emissions. In terms of the notions of discrete QeD we 
conclude that if n gluon folds are produced at the integers kl, .. . , kn in an 
original ko-forest then we have the following. 

• For the emission of a gluon at Kj == 2kj/oeo one should multiply by 
the number of possibilities for choosing a (generalised) rapidity bin 
(including the outer two with a common size 1). This is equal to the 
sum of all the virtual dipole sizes, i.e. to the size of the A-measure at 
the virtuality Kj, including the modified leading-log correction. For 
the case n = 2 this corresponds to the first two terms in Eq. (18.112). 

• For the triangles that correspond to such a gluon emission one should 
multiply by the probability of making no true tree above kn• This is 
the first product in Eq. (18.112) 

• The running coupling, which in this notation corresponds to the 
last product term, then contains the probability of making a true 
krtree in the central bin of each triangular fold, i.e. of the gluon 
being produced at Kj = 2kj/oeo (note that there is no l/ko-factor and 
also note that the last factor l/kn can be interpreted as discussed in 
connection with the first gluon emission in Eq. (18.109). The emitted 
gluons can evidently be attached at any integer value along the 
relevant A-size. 

If this result is integrated over all the Krvariables we actually obtain 
a general formula for the distribution P(A, n, K). It is a solution to the 
differential equation in Eq. (18.87) (with the parameter c = l/oeo), as the 
reader can readily verify by iteration from n = 1 upwards. 
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Fig. 18.6. The particles produced in connection with the fragmentation in Fig. 
15.17 are redrawn along the directrix, together with the two connected hyperbolas 
(dotted). 

18.7 The x-curve and an infrared-stable A-measure 

1 Definitions 

An undesirable feature in the present definition of the generalised rapidity 
space region A is that it can only be defined as long as the dipole (squared) 
masses are above a certain value so. We will in this section introduce an 
infrared-stable definition of A and also a well-defined curve, [20], the x­
curve, which describes the average energy-momentum-space behaviour of 
the final-state particles. 

In order to understand the idea behind the x-curve consider Fig. 18.6. 
In this picture the yoyo-hadrons, which are produced around the two 
hyperbolas in Fig. 15.12, are drawn instead as a series of connected line­
segments close to the two hyperbolas spanned along the directrix. They 
are of course the same hadrons but while their production points are 
emphasised in Fig. 15.17 it is instead their energy-momentum vectors 
which play the role of connectors in Fig. 18.6. The curve exhibited in this 
way is (approximately) the x-curve. 

For a mathematical description we define a function T(';) == exp[A(()] 
and a vector q(';) along the directrix A(';) by means of differential equa-
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tions (we imagine that the directrix is parametrised by the parameter ~ 
and that it is differentiable so that dA has a meaning as a four-vector): 

dT = (qd~)T, dq = dA _ (qd:) q (18.113) 
mo mo 

For the vector q we obtain formally, with boundary value q( ~ = 0) = 0, 
that it is a weighted mean of the partonic energy-momentum vectors which 
describe the directrix according to e.g. subsection 17.6: 

1 r~ , , 
q(~) = T(~) Jo dA(~ )T(~ ) (18.114) 

Similarly we obtain for T with the boundary value T(~ = 0) = 1 that it 
is the exponent of an area: 

T(~) = exp (~61o~ q(~')dA(t)) (18.115) 

Note that the area element spanned by the vectors q and (the lightlike) dA 
is d!:. = y'(qdA)2 - q2dA2 = qdA. If we multiply the second of equations 
(18.113) by q we also find that q becomes timelike and its invariant length 
quickly approaches the value mo: 

dq2 = 2 (1 - !~) qdA ~ q2(~) = m6 [1 - T-2(~)] (18.116) 

If we introduce the case when the directrix is built up by finite lightlike 
parton energy-momentum vectors, then we can construct the quantities T 
and q recursively by 

(18.117) 

In this way we obtain 

qo = 0, q2 = i + (k1 + i) / (1 + k~~2 ) (18.118) 

etc. Similarly for T we have 

To = 1, 
S12 

T1 = 1 + -2 2' 
mo 

T2 = 1 + 2 (S123 + S12S23) (18.119) 
4m6 16m6 

etc. The largest power in T = Tn always has the generic form 

2 S12 S23 Sn,n+1 
4m24m2 ... 4m2 

o 0 0 
(18.120) 
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This means that 

T1 in general log T is a good approximation to the A-measure and the 
parameter log(4m5) corresponds to the virtuality K or the resolution 
power; 

T2 if any of the partons become collinear or soft then the next-order 
term in T will take over so that A, defined in this way, is infrared 
stable; 

T3 the result in Eq. (18.115) that log T is the area between the x­
curve and the directrix provides an intuitive understanding of the 
relationship between the fragmentation process and the partonic 
state as described by the directrix. The string state has a (mean 
local) lifetime proportional to the region between the directrix and the 
x-curve. 

It is possible to find a solution for the vector q, which we will call q, 
which is periodic in the same sense as the directrix is periodic. This means 
that qj = qj+2(n+2)' In this case q2 = m5. The vector q can to a good 
approximation be constructed by iterating Eqs. (18.117) a few periods 
around the string directrix. 

We will from now on only work with this periodic q-vector function 
and therefore we drop the circumflex notation. The x-curve is then defined 
in terms of this periodic q as . 

x(~) = A(~) - q(~) (18.121) 

It is not difficult to see that with this definition the x-curve is everywhere 
a timelike curve in the sense that its tangent is everywhere timelike. 

From Eq. (18.121) we obtain that the vector q is the tangent of the 
x-curve at every point with a length such that it reaches from the x-curve 
to the directrix: 

qdA 
dx(~) = dA(~) - dq(~) = -2 q (18.122) 

mo 
Finally, it is possible to do exactly the same construction as we have 
done from the q-end also from the q-end and to define the corresponding 
q-vector and x-curve in that case. 

2 Local parton-hadron duality in the Lund model 

The x-curve provides an interesting possibility for describing the average 
behaviour of the final-state hadron energy-momentum distributions, [48]. 

Suppose that we use the ordinary Lund fragmentation probabilities to 
decide upon a distribution of the rank-ordered group of hadrons in the 
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fragmentation process so that we know the behaviour of the first, the 
second etc. hadron in rank. In this way we obtain the distributions of an 
ordered set of (transverse) mass variables. 

After that we proceed to obtain an ensemble of partonic states by means 
of the dipole cascade model as implemented by ARIADNE and we may 
fragment these states in accordance with the Lund model prescriptions in 
JETSET. But we may also partition the x-curve (defined above) for each 
state into pieces, each with an invariant size corresponding to the mass 
distribution of the final-state hadrons. 

Comparing the results of the two procedures we find that the parti­
tioning of the x-curves provides a very good description of all inclusive 
(single-particle, i.e. average) features of the Lund model. In other words, 
the partitioning of the x-curves for the multigluon states provides the 
same inclusive distributions as the production of the multigluon states 
with Lund fragmentation added in for each state. This is true even if 
we decide upon a subdivision of all (partonic) states into states with a 
particular value of A, a particular value of sphericity etc, [48]. 

The theory group from Gatchina in the present St Petersburg, [52], 
have introduced the hypothesis of local parton-hadron duality in order to 
be able to relate their analytical calculations of the partonic-state features 
(in the LLA and modified LLA) to the final observable hadronic states. 
They have obtained quite good descriptions of many (inclusive) features 
of the final states in this way, [52]. 

The results described above means that there is a direct correspondence 
in the Lund model. The Lund model results, [48], go even further because 
as far as we know all inclusive (single-particle) features can be derived 
from considerations of the x-curves, which correspond to the properties 
of the chosen partonic state ensemble. We note, however, that in this 
scheme with partitioning of the x-curve the result is not a property of the 
individual partons. All hadron formations involve at least two neighboring 
partons so that the final-state hadron makes use of the energy-momentum 
from at least two partons in order to come onto the mass shell. 

The stretching of the curve stems from the color connection between 
the neighboring partons. The relationship between the x-curve and the 
parton energy-momenta is in that way similar to the relationship between 
a hyperbola and its asymptotes in the form of two lightlike vectors. If any 
of the partons in a state is collinear or soft the x-curve in a well-defined 
sense ignores that parton direction and just continues onwards along the 
main partonic directions. 

It is necessary, in connection with the partitioning above, to decide upon 
the value of the parameter mo which occurs in the defining formulas. We 
find in [48] that mo actually corresponds to a resolution parameter along 
the directrix state. Small values of mo correspond to moving close to the 
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Fig. 18.7. The breakup in a Lund string segment, with the area, the typical 
hyperbola and the area in between exhibited, together with the characteristic 
coordinates for the decay. 

lightcones while larger values mean that the hyperbolas are less sensitive 
to the many small fluctuations in a multiparton final state. 

The best results are, not surprisingly, obtained if we choose the mo­
parameter so that it is close to the mean hyperbola in the breakup 
situation. If, as a theoretical experiment, we change the a-, b- and (J­

parameters in the Lund model, it turns out that we still obtain a very good 
description of the final-state hadronic energy-momentum distributions if 
we adjust the parameter mo accordingly. 

It is also possible within the same scenario to investigate the fluctuations 
along the fragmentation cascade in the Lund model. To that end we return 
to the breakup situation as depicted in Fig. 18.7 for a string segment 
between two partonic excitations. If we turn the figures discussed in 
Chapters 7-11 through 90 degrees we obtain the corresponding x-curve 
description. We have exhibited both the breakup area and the typical 
hyperbola (parametrised V+ V_ = B), i.e. the correspondence to the x­
curve, together with the area between the two; this 'in between' area is 
shaded in the figure. 

In order to calculate the size of the shaded area we note that the part 
of it spanned by the region (V+1' V-d is 

l V+1 Bdx 
V+l V-l - - - B = B(pll -log(Pll) -1) 

B/V-l x 
(18.123) 

where we have used that the hyperbola cuts the line V± = V±l at V± = 
BjVn. We have also defined Pll = V+1V_tlB. 

The next part of the shaded area is below the hyperbola and its size is 
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easily found to be 

- (~ - V-l) V+2 + rB
/

V
- 1 Bdx = B(p21 -logp21 -1) 

V+2 JV+2 X 
(18.124) 

where we have used the same methods as before and defined P21 = 

V+2 V-t! B. This area should be subtracted because it corresponds to 
something lacking from the total. The procedure is now evident and if we 
define log Pij = Yij and 

G(y) = exp[-bB(exp Y - Y - 1)] (18.125) 

we note that the negative exponential of the area AB can be written as 

Gll G22G33 ... 
(18.126) 

with Gij == G(Yij). The meaning of the hyperbolic angles is evident: they 
correspond to the length along the hyperbola which is spanned by the 
corresponding coordinates. For small values of Y the function G may 
be approximated by a gaussian. We are evidently describing the Lund 
model breakup process as something rather similar to a Brownian motion 
along the typical hyperbola. The parameter of this hyperbola is typically 
B = alb in terms of the Lund a- and b- parameters. 

If we go back to the process for transverse momentum generation 
(the Ornstein-Uhlenbeck process) which was discussed in Chapter 12, in 
particular to the Langevin equation 

dv dx 
dt = -pv + R, dt = v (18.127) 

and compare this to Eqs. (18.113) and (18.121), 

dq dA dx 
dA = -q + dA' dA = q (18.128) 

we notice the strong similarity. In both cases there is a 'friction term', 
corresponding to the fact that it takes some time to turn from one 
direction to another in the process. The particles in the Lund model are 
produced one after another, neighbors to some extent keeping close in 
phase space. We may further identify the 'time' variable in the transverse 
momentum with the A-measure in the 'longitudinal' process. Further, 
while the longitudinal process is governed by the given directrix A, the 
transverse momentum is driven by the stochastic noise term R, which we 
may intuitively identify as describing the noise of the soft gluons which 
drown in the longitudinal process. 

Let us finally mention that a correspondence to the Sjostrand treatment 
of the Lund model fragmentation has been investigated, [21], as a process 
along the x-curve, producing the noise mentioned above. We will not go 
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Fig. 18.8. Three generations of the self-similar construction process for the 
straight-line snow star by von Koch. 

into details because the results, although in principal interesting, to a 
very large degree coincide with the ones obtained from Sjostrand's gluon 
fragmentation model described in Chapter 15. 

18.8 The fractal properties of the QeD cascades 

We will end this chapter by exhibiting an intuitively appealing way to 
describe the properties of the x-curve and the A-measure. 

We start by considering a so-called fractal curve, the snow star con­
struction of von Koch, Fig. 18.8. This is an example of the 'mathematical 
monsters' invented and investigated in connection with the mathemati­
cal crisis at the end of the last century. The basic question was then to 
what extent the intuitive notions of continuity and connectedness also 
meant regularity. The uncomfortable answer is that it is possible in a 
straightforward way to recursively construct any number of seemingly 
'nice' objects, like e.g. one-dimensional continuous curves. As one contin­
ues the iterations these curves, nevertheless, tend to 'fill up' the regions 
around them to the extent that they should no longer be considered as 
one-dimensional objects. The mathematicians were also able to construct 
single-point clusters, called Cantor dust, which similarly must be consid­
ered as one-dimensional curves, as well as two-dimensional surfaces, which 
tend to cover parts of the three-dimensional space. 

One way to produce such objects is to make use of the notion of self­
similarity. The construction by von Koch is only one of the simplest and 
most elegant. You take a continuous line of length 1 and subdivide it into 
three parts. Then on the middle part you change the straight line segment 
into an equilateral triangle. From then on the 'new' curve is defined to 
include the outskirts of the triangle. This means that an object of length 
1 has changed into one of length 4/3. Then you repeat the procedure for 
the four different parts and obtain four new projecting triangles. The new 
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curve will now have the total length (4/3)2. This construction can go on 
as long as you are able to visualise the procedure and at the nth step you 
have a 'measuring rod' (i.e. the length of the elementary segments) of size 
tn = (1/3)n to measure the curve length Ln = (4/3)n. Note that every part 
is by construction the same as all others and related to the earlier steps 
only by a scale change. 

Nowadays one defines the fractal dimension, D, as [80] 

D = 1 _ dLn = log4 (18.129) 
dIn log 3 

Therefore D is a number between 1 and 2, i.e. the construction leads to 
something which, intuitively, fills the plane 'partially'. 

When we go back to Fig. 18.1 and the general construction we have 
presented for the A-measure and the x-curve we note that the A-measure 
depends upon the size of the 'measuring rod', i.e. the size of the kl..c at 
which we stop the construction. 

In Fig. 18.5 we have shown what Fig. 18.1 looks like from below. It 
is easy to see that the many out-sticking branches, twigs and sub twigs 
which occur in Fig. 18.5 have clear similarities to the construction by von 
Koch shown in Fig. 18.8. The main difference is that while the von Koch 
construction is a deterministic process, i.e. every step is completely fixed, 
the A-structure is stochastic in nature. Thus every step is determined by a 
probabilistic scenario. If we use exactly the same considerations that led 
to Eq. (18.129) in Eq. (18.92), then for the mean value of A using K as the 
measuring rod we obtain 

D = 1+ (18.130) 

These results would mean that it is possible, using today's fashionable 
language to call the quantity (A) a multifractal with dimension equal to 1 + 
€, where € is the anomalous dimension of the QCD multiplicity distributions, 
[52]. The word multifractal, [80], is used in order to stress that the 
dimension is changing with the size of the measuring rod. The result of 
comparing the first term in Eq. (18.130), J3IY.s/2n, to the ARIADNE 
Monte Carlo, [73], is not a good approximation. The second (negative) 
term makes it into an essentially better approximation. 
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19 
The parton model and QeD 

19.1 Introduction 

In this chapter we will provide the parton model, the PM, with a QCD 
field theoretical structure according to the conventional method; for more 
details see e.g. [52]. In the next chapter we continue the discussion and 
present the Lund model version of the properties of deep inelastic scat­
tering (DIS) events, both the treatment of the fragmentation and, in 
particular, the use of the newly developed linked dipole chain model, [16] 
to provide the fragmenting string state. 

The method of virtual quanta (MVQ) in Chapter 2 describes the elec­
tromagnetic field from a fast-moving charge in terms of the photon flux 
from the bremsstrahlung spectrum, and we will make use of this as an 
analogy. It is evident that Feynman picked up the basic features of the 
MVQ to make the PM into a description of the corresponding flux of the 
hadronic field quanta. In that way he made the PM into a useful tool to 
describe the cross sections for DIS events. Those we consider in this book 
are initiated by an electromagnetic probe, i.e. they correspond to inelastic 
electron-baryon (or muon-baryon) scatterings. But it is also possible to 
use the PM to describe e.g. inelastic neutrino-baryon scattering events as 
well as to consider the interactions between the partons themselves. 

Feynman assumed that the partons can be treated as a stream of free 
elastic scatterers with respect to the probe. However, at that time there 
was no known field theory, besides that of non-interacting fields, in which 
the quanta could even approximately be treated in this way. 

All the hadron-hadron cross sections are in the range of tens of mil­
libarns, corresponding to a surface with a radius in the fm region. This 
is comparable to the size of the hadrons themselves, i.e. their form-factor 
extensions, cf. section 5.5. In a precise way we may say that within this 
region the forces are very strong. A hadron is almost black from the point 
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of view of absorption, which means that (almost) all hadronic probes that 
penetrate inside the hadronic region are scattered. But we remember from 
earlier chapters that an electromagnetic cross section behaves as rx/Q2, i.e. 
it is proportional to the squared wavelength of the probing field and it is 
consequently small for large Q2. 

We have then two facts which it does not seem possible to explain within 
the same framework. On the one hand we know that the hadrons interact 
strongly inside their size radius. On the other hand when they are probed 
with a wavelength much smaller than this the hadronic wave function 
can, according to the PM, be projected into a stream of non-interacting 
partons. 

Nevertheless, there is an ingenious answer inside QCD and we will 
consider it using several different methods. We will discuss in some detail 
the leading log approximation (LLA) to the relevant Feynman diagrams 
and we will also consider the lightcone singularities of the current matrix 
elements we met in Chapter 5. We will show that the two methods are 
equivalent and can be reformulated into the celebrated DGLAP equations. 
We will end with a discussion of several suggested corrections. 

In section 19.3 there is a brief description of the contents of this 
chapter to provide the reader with a birds-eye view of the subjects to 
be covered. But we start in section 19.2 with the general field theoretical 
method to calculate the cross sections for DIS events. In particular we 
will clarify the partitioning of the radiation in these states into initial-state 
bremsstrahlung (IS B) and final-state bremsstrahlung (FSB). We will make 
use of these notions repeatedly in this and the next chapter. 

19.2 The DIS cross sections, initial- and final-state bremsstrahlung 

Until now we have in this book been mostly concerned with the production 
probabilities in e+ e- annihilation events. The cross sections for DIS are 
different and in particular it is not sufficient to know a few low-order 
perturbative terms in order to describe them. The reason is, of course, the 
parton flux factors, i.e. the hadronic structure functions which we discussed 
in Chapter 5. 

In the MVQ in Chapter 2 the electromagnetic fields of a moving charge 
are described. These fields, which can be considered as the 'wave functions' 
of the radiation states connected to the charge, are projected onto states 
with a fixed frequency OJ and impact parameter b (later redefined into the 
canonically conjugate variable kJ..). Finally the size of the field pulse, or 
flux, as seen by the measuring setup is described (this corresponds to the 
squared wave functions). We find that it only depends upon the number of 
quanta with quantum numbers OJ, kJ... 
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In Chapter 5 the corresponding flux factors are described as the current­
current matrix elements for the probed hadron, cf. e.g. Eqs. (5.49) and 
(5.66). In this case we sum over all the states which can be reached from the 
hadron by the application of the current. This result, that there is a close 
connection between the MVQ radiation wave functions and the current 
matrix elements, can be inferred from Eq. (5.35). Asking for a particular 
frequency, sensitive to the probe, means that only the current-current 
matrix elements which end on this frequency should be included. This 
corresponds to the Fourier transform of the matrix elements with respect 
to the probe frequency, in this case given by the momentum transfer q. It 
is useful to subdivide the radiation into the primary emissions from the 
currents, called the initial-state bremsstrahlung (ISB), and the remaining 
radiation, the final-state bremsstrahlung (FSB). 

We will, from now on, in general use partonic language and assume 
that the wave function of the original hadron can be projected onto a set 
of wave functions with a well-defined number of partons at some obser­
vationallevel. Thus there is, according to the original SLAC experiments, 
briefly described in Chapter 5, a distribution in XB, measured at a mo­
mentum transfer scale Q5 ~ 1 (GeV /c)2. This entity is nothing other than 
the (squared) wave function of the hadron, projected onto the partonic 
base states. We will now, using this input, construct the (squared) wave 
function corresponding to a larger resolution scale, as probed by smaller 
wavelengths A ~ l/Q. This will be done by an analysis of the Feynman 
graphs corresponding to multiple gluon emission. 

Let us consider, as we shall do more than once later on, the 'fan 
diagram' in Fig. 19.1. This is not meant as a single Feynman diagram, but 
rather corresponds to a set of such diagrams. A fan diagram contains a 
connection, in particular a color flow, from an incoming parton (included 
in the distribution at Q5 and described by a massless energy-momentum 
vector P) to a parton scattered by the probe with energy-momentum q. At 
this point we will not consider the color connection along the fan diagram. 

There is a set of emissions along the ladder, described by the energy­
momentum vectors Pj (which are always taken to be on-shell and massless). 
There is also a set of connector lines, to be called propagators, described 
by the energy-momentum vectors qj, which are all spacelike being the 
momentum transfers between on-shell lightlike vectors, cf. Chapter 2. At 
every vertex there is energy-momentum conservation, 

j 

qj = P - L Pm, l.e. qj = qj-l - Pj (19.1) 
m=l 

Besides the emitted partons p j we show a set of further parton emissions, 
which are (for each index j gathered into a set) called (h)j. We will 
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e(in) 
e(out) 

Fig. 19.1. A fan diagram, corresponding to a collection of QeD Feynman 
graphs between a parton with energy-momentum vector P and a probe with 
energy-momentum vector q, stemming from the momentum transfer from a 
leptonic probe e. Notation according to text. 

assume that it is possible to emit the set (h)j according to the rules of 
a perturbative QCD cascade, i.e. in a coherent way and with negligible 
recoils, if we already have emitted the set (Pj). (Such cascades are the ones 
we have already encountered in the earlier chapters). The set (Pj) is known 
as the ISB while the corresponding sets (h)j are the FSB. 

Before we clarify the precise partitioning between ISB and FSB we will 
exhibit how the cross sections for the radiation states can be described 
by means of field theoretical Feynman graphs. Consider the configuration 
in Fig. 19.2, where we again show a set of primary emissions (pj) along 
a chain, together with the radiative corrections connected to this emission 
process. Note that we are, as always for the cross sections, considering the 
square of the production matrix (this time the above-mentioned current 
matrix) elements, called ,I (equal to ,1* because the currents are real), 
summed over the final-state particles. 

While the production matrix elements correspond to the diagrams in 
Fig. 19.1, the cross sections correspond to the symmetrised graphs in 
Fig. 19.2 (containing an implicit sum over all the final-state (on-shell) 
Prvectors). It is only the lines along the ladder sides, which are 'true' 
propagators, carrying the off-shell qrvectors. Such diagrams were referred 
to as cut diagrams in Chapter 4 (i.e. cut across the Prvectors,which means 
that the Pj are on the mass shell). Remember that by the renormalisation 
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q q 

Fig. 19.2. An LLA ladder diagram with a set of radiative corrections along 
the chain from the incoming parton P = P A to the momentum transfer q and 
on the connecting (on-shell) emitted parton lines in between. Note the symmetry 
between the two sides, a result of summing the matrix elements", (the left-hand 
side) multiplied by "'* = '" (the right-hand side, the same for a real current) over 
the intermediate states IX) containing the partons Pj. 

process the propagators are arranged to have a pole at the mass value of 
the observed particles, and at the same time a normalisation and a charge 
value are defined at some (arbitrary) mass scale. The particular diagram­
matic contribution in Fig. 19.2 contains such radiative corrections to the 
normalisation and the charge of the emitted p j and these contributions 
can be associated with the sets (h)j, i.e. in the cross section these FSB 
emissions correspond to radiative corrections, cf. Chapter 4. 

We note the close correspondence to the way in which the ladder 
diagrams occurring in Chapters 9 and 10 describe the states that can be 
reached by the hadronic scattering operator T (and from the other side 
by T*). We may take over from these discussions the fact that in order to 
obtain a large contribution from such diagrams the momentum flowing 
along the lines should not be (too) large. Therefore, if the external probe's 
energy-momentum q2 = _Q2 increases then it is necessary to include more 
and more rungs in the ladder diagram. 

The problem is to distinguish the two sets, i.e. those gluon emissions 
that are included in the set (Pj), and those in the sets (h)j. Actually there is 
no clear distinction apart from the two features mentioned above, that in 
order to be able to 'sum away' the set (h)j as virtual corrections to the main 
P remissions they should be coherent and leave small recoils. We are not 
allowed to make statements about time-ordering, as we found in Chapter 
16 in connection with Figs. 16.1 and 16.2. None of the contributions 
from the single graphs is gauge-invariant by itself and although it may 
seem natural to partition them into a 'before' and 'after' scenario such a 
partitioning is not consistent. 
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The answer is that any choice of the qremissions is allowed. But a par­
ticular choice will also contain a corresponding set of virtual corrections 
of the Sudakov kind, i.e. there will be a Sudakov factor for each choice, in 
accordance with the discussion in section 17.3. The cross sections of DIS 
are then given by the formula 

d(JDIS = L dw(I)Sud(I) (19.2) 
I 

where dw(I) is the inclusive weight for emission of a state I, i.e. an inelastic 
state included in the initial-state bremsstrahlung. If we change the content 
of the set of I -states this will be compensated by a corresponding change 
in the Sudakov factor Sud(I) so that the sum is unchanged. At this point 
it is worthwhile to be a little more specific because the cross section is 
an observable quantity. It would be rather puzzling if a particular state 
provide different contributions solely because of our ISB choice. 

Consider an exclusive partonic state in a DIS event, i.e. consider all the 
gluonic radiation emitted in a state. Then we may subdivide this radiation 
into the ISB part, defined by some rule or another, and the rest, the FSB. 
The total weight for the state is then given by the weight for the ISB 
choice, denoted dw(I)Sud(I) in Eq. (19.2), together with a Sudakov factor 
dw(F)Sud(F), corresponding to the probability of emission the particular 
FSB group ( s) from the chosen ISB state. Remembering the properties 
of the Sudakov factors, cf. section 17.3, we conclude that dw(I)Sud(I) 
corresponds to the contribution from the sum over all states with the same 
ISB choice and all possible FSB gluons resulting from them. If we change 
the ISB set then the weight for the exclusive state must be rearranged: 

dw(I)Sud(I)dw(F)Sud(F) ~ dw'(I)Sud'(I)dw'(F)Sud'(F) (19.3) 

and we obtain the primed ISB contribution to the cross section after 
summing over all the states defined by the new ISB gluons and all allowed 
(primed) FSB in these states. But the total result in Eq. (19.2) is the same! 

19.3 A bird's-eye view of the features of deep inelastic scattering 

1 Generalities on the leading-log approximation 

There were, rather soon after the PM was suggested and the original 
SLAC experiments were completed, serious attempts by Gribov and his 
collaborators to provide a consistent method of re-summing the higher­
order terms in perturbation theory. For DIS events they arrived, with due 
care to the Sudakov corrections discussed above, cf. [52], at the results 
which are known as the leading-log approximation (LLA), valid for field 
theories with a dimensionless coupling constant. 
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They found that in every order of perturbation theory there are new (in 
general squared) logarithmic contributions in the large variables such as 
the squared cms energy s. The sum of such contributions tends to grow 
exponentially so that the logarithms become powers in s. (The reason that 
there are two logarithmic powers is that both the transverse momentum 
and the rapidity variations provide contributions, although both of them 
will at the nth order be limited due to the iterations by inverse factors of 
n!, cf. Eq. (19.6) below.) 

In DIS, where there are two basic dynamical variables Q2 and v, there 
are problems when these variables are not of the same order, i.e. when 
XB is very small. Then it is necessary to sample the double logarithms in 
Q2 and 1/XB, but the power correction results are still true. This means a 
serious disagreement with the scaling results from SLAC and in particular 
that the PM could not be motivated within such a framework. 

A major advancement at the theoretical level started when it was 
recognised, [68], that nonabelian gauge theories exhibit asymptotic freedom. 
The coupling constant for these theories does not behave as in other 
theories; cf. Chapter 4. Instead the nonabelian coupling constants effectively 
become smaller when the momentum transfers increase. 

This is partly sufficient, although not enough, to obtain the original 
scaling arguments of the PM. A typical result might be if one calculates 
the multiplicity from the contributions of the ladder diagrams, 

~ [C()(s log2(s/soW 
~ (n!)2 (19.4) 

In order to understand the behaviour of this sum we make use of the 
Stirling approximation for large values of n, 

n! ~ exp[(n + 1/2) log(n + 1) - (n + 1)] (19.5) 

and maximise the expression with respect to n. For positive values of d a 
sum of the following kind 

adn 

L (n!)d ~ exp(ad) (19.6) 

is strongly governed by the term corresponding to this maximum, i.e. by 
the term with nmax ~ a. Therefore the sum in Eq. (19.4) will behave like a 
power in s for a constant coupling ()(s. But if the coupling behaves, as in 
QCD, effectively like 1/ log s, the result in Eq. (19.4) will behave, as in our 
calculations of A and the multiplicities in Chapter 18, like exp(c-Jlog s). 
There will be scale-breaking logarithmic behaviour but there will not be 
power corrections within this framework. 

We have also seen that, in accordance with the Callan-Symanzik equa­
tions in Chapter 4, there will be logarithmic power corrections to some 
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quantities. This is a reflection of the same feature, i.e. that asymptotically 
free theories involve some scale-breaking 'on the way to freedom'. 

Thus even inside QCD the partonic flux factors will contain a Q2_ 
dependence so that we should write, for the parton distributions in 
Chapter 5, f(XB, Q2). In this and the next chapter we will consider this 
Q2-dependence, which actually occurs as a dependence on 

-. = log(Q2 / A~CD) (19.7) 

We will investigate it from several different points of view but we note that 
such logarithmic corrections generally are slowly changing when Q ~ A. 

2 Generalities on the moment method and the operator product expansion 

We have already in Chapter 5, subsection 1, presented the reasons to go 
to a lightcone dynamical treatment of the matrix elements which occur 
in DIS. The structure functions f are given by the Fourier transforms of 
the squared current matrix elements but this result can be reformulated 
in terms of commutator matrix elements, which should vanish (according 
to causality) outside the lightcone. Therefore we found that the struc­
ture functions should in limiting situations be dominated by the current 
behaviour along the lightcones. 

After a brief discussion of the kinematics we will use this lightcone 
dynamical treatment in terms of the moment method (MM) combined 
with the Wilson lightcone operator product expansion (OPE) in a way 
invented by Christ, Hasslacher and Mueller, [43]. (The historical and 
intellectual dependence of the results is outside the scope of this book. It 
is, however, evident that the original participants in the LLA adventure 
very early noted the simplicity of their results in terms of the moments of 
the structure functions.) 

This treatment will lead to a description of QCD scale-breaking, [69], 
for the moments of the structure function f: 

1 ( ( 2)) aj 

ff'(j, Q2) = la xjdxf(x, Q2) '" ff'(j, Q6) ::(~~) (19.8) 

Here Q6 is a fixed scale (introduced above), O!s(Q2) is the running coupling 
of QCD and the a j are numbers that can be computed by means of the 
MM and the OPE. 

We will present the physical arguments within a scalar field theoretical 
framework. The situation for the real world is somewhat more complex 
because there are vector indices as well as dimensional differences in 
connection with electromagnetic currents. There are also several flavor­
and color-dependent contributions to the different parts of the parton 
distributions but the result in Eq. (19.8) is true for each part. 
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The MM, combined with the OPE, corresponds to a very neat method. 
It relates the moments of the structure functions to the behaviour of the 
matrix elements of space-time operators. Then the renormalisation group, 
in terms of the Callan-Symanzik equations [108] (cf. Chapter 5), is applied 
to the operator matrix elements to obtain the results in Eq. (19.8). 

The method turns out to be equivalent to the LLA. If we invert the results 
for the moments in Eq. (19.8) we obtain a set of integro-differential equa­
tions, nowadays known as the DGLAP equations, for the structure func­
tions f(XB, Q2) (DGLAP is short for Dokshitzer-Gribov-Lipatov-Altarelli­
Parisi). These equations are equivalent to the results derived within the 
LLA, [52], which means that the whole setup is consistently connected. It 
turns out that the Sudakov factors in this case simply correspond to a sub­
traction in the occurring splitting functions to fulfil the energy-momentum 
conservation constraints. 

In this way a 'conventiona1' scenario emerges, which will be called the 
ISB scenario. Viewed from the lightcone point of view, larger values of 
Q2 will probe regions closer and closer to the lightcone, cf. Chapter 5. 
Remembering that the variable XB is the Fourier inverse of the variable 
px, we conclude that small values of j in Eq. (19.8) correspond to probing 
large distances along the lightcone direction px and large values of j 
correspond to probing small regions close to the origin. 

For small values of j the numbers aj in Eq. (19.8) are generally positive, 
meaning that the small-xB region will increase in the structure functions. 
The a/s turn round and become negative for larger values of j; then 
the main contributions to the moment integrals come from the large-xB 
part of the distributions. Viewed from the LLA perspective, an increase 
in Q2 corresponds to the possibility that a parton at Q6 may split up into 
smaller-xB partons at a higher scale of resolution. This is of course the 
same dynamics as before, namely that the small-xB region obtains more 
and more contributions, as Q2 increases, from the partons which decay 
along the fan diagrams, thereby depopulating the larger xB-values. 

3 Some problems in the ISB scenario 

There are nevertheless a set of problems. Some of these are addressed in 
the work by Gribov jr, Levin and Ruskin (GLR) [67]. They are related 
to the uncomfortably large numbers of partons which may emerge at 
small-xB and moderate-to-Iarge Q2 values from the ISB scenario. 

GLR re-sum a set of Feynman graph contributions to calculate the 
probability that some of the already emitted partonic 'chains' reinteract, 
thereby decreasing the total partonic multiplicity, cf. also [95]. But this so­
called shadowing method (where one emitted chain is in front of another 
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emission) is only applicable inside certain regions of phase space and 
outside these there are more complex multiparton interactions. 

The correction terms contain an unknown scale corresponding to the 
(transverse) region effectively inside which a parton chain is emitted. If 
this scale is determined by the expected hadronic size, around 1 fm, then 
the correction terms are rather small and the multiplicity growth of the 
partons at small XB is not inhibited at the presently available energies. 

It is, however, possible to imagine that the hadronic wave functions 
contain large- and small-density regions in a complex way, so that there are 
'hotspots' of a small size, which will then provide large GLR corrections. 

There are also other reasons for concern about the ISB scenario. To 
begin with, the MM and OPE results coincide with the LLA because both 
of them pick out only the leading contributions and neglect all corrections. 
Thus in the MM and OPE all non-scaling contributions are neglected and 
only the leading singularities on the lightcone, corrected by the logarithms 
from the renormalisation group equations, are retained. For the LLA, to 
all orders only the terms with the largest logarithmic factor are retained 
(it is, however, possible to use a modified leading-log scenario such as 
described in Chapter 18). 

There have been efforts by Lipatov and his coworkers, [29] to take 
account also of (some of) the non-leading contributions. The result of 
their effort is, however, that the number of small-x partons increases even 
more, although it then tends to stabilise for the evolution equations. 

The Lipatov results are that e.g. the gluon structure function will, for 
small x behave like a power in x (there is also some gaussian log Q2_ 
behaviour, due to the projection on an eigenfunction): 

g(x) ,....., x-1- h (19.9) 

where AL is a number of order 0.5, stemming from the largest eigenvalue 
of an integral equation. 

These results should be valid for medium to small Q2. They imply 
that the ocean qq-content of the nucleon structure functions, which is 
directly coupled to the gluon density, will make the cross sections very 
large indeed for increasing energies (which means that unitarity must be 
invoked and/or shadowing a la GLR). We will call this effect the BFKL 
mechanism (for Balitsky-Fadin-Kuraev-Lipatov). We will also point out 
that there are large corrections to the results in Eq. (19.9) both from 
energy-momentum conservation and from the QCD coherence conditions. 

Note that the coherence conditions of QCD bremsstrahlung are not 
necessarily applied within the DGLAP and BFKL approaches. In section 
19.6 we will consider the approach of Marchesini et al., [44], in order to 
show the implications of a more sophisticated approach, which contains 
both the DGLAP and the BFKL contributions but nevertheless retains 
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the coherence conditions. This is also the starting point of the linked 
dipole chain model, [16] to be described in the next chapter. 

19.4 The moment method and the DGLAP mechanism 

1 Kinematical preliminaries 

There are several coordinate systems of interest used for the description 
of DIS events. One is called the probe-hadron ems. We will in this chapter 
mostly make use of this system or rather of a system which is somewhat 
more general, called 'equivalent to the hadron-probe cms'. This means 
that we boost along the momentum direction (conventionally the 3-axis) 
between the probe and the hadron. Then the probe q will have light­
cone energy-momentum components (O..l stands for vanishing transverse 
momentum) 

(19.10) 

The hadron is in this frame described by a (large) lightcone energy­
momentum P + = E + P3. We neglect its transverse (i.e. along the (1,2)­
axes) and negative lightcone components. We will assume that the hadron 
is described by P + and by its space-time component X+3 = t + X3. This is 
compatible with quantum mechanical considerations since the quantities 
P + and X+3 commute. Thus the hadron is described by a wave function 
depending upon P +, X+3. 

We may then consider the interaction as a measuring process in which 
the probe determines the hadron's x+3-coordinate to a precision given by 
the 'interaction time', t5X+3 c:::: 1/Q_. The hadronic state can then be in 
any of its eigenstates within the energy-momentum range (P +, P _) with 
P _ ::; Q_. These are the quantum states which live sufficiently long (at 
least as long as the interaction time) for a measurement to take place. 

The measuring process is defined by an interaction with a parton with 
xBP + = Q+; the parton is then turned around by the momentum transfer 
so that the final state corresponds to a hadronic state in the energy­
momentum range (P+-Q+ == P+(1-XB), Q_). The phase space for gluon 
emission is evidently described by the triangular region in Fig. 19.3 in 
terms of the parton variables K = log(kl.!so) and rapidity y. 

The various useful kinematical variables are exhibited in Fig. 19.3. We 
note that a fixed value of the fractional energy-momentum x = k+/ P +, 
with k+ = k..l exp y, corresponds to a straight line across the triangle. In 
particular, for x = XB we obtain a triangle corresponding to Q2 on the left­
hand side of the total phase-space triangle. We also note that the length 
of the baseline of the triangle corresponds to log W2 = 10g(P +Q_ - Q2) c:::: 
log P +Q_ (the approximation is valid unless XB '" 1). All partonic emission, 
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= 

logx£ 
) ( 

log Q2 log J/x 

Fig. 19.3. The phase space for emission of gluons in a DIS event. 

whether it should be referred to as ISB or FSB radiation, must occur inside 
this triangle in an energy-momentum conserving theory. 

There are various intuitive pictures that can be used to imagine the 
hadronic state. In the ISB scenario it is useful to think of a virtual 
excitation living for a long time due to time dilation (cf. Chapter 2). 
Such an excitation may then be described as a cascade chain, which in a 
coherent way develops and then reassembles. 

In this way there may be many chains available, each starting on a 
'permanent' member of the wave function. The interaction probe will pick 
out one parton with fractional energy-momentum XB, thereby breaking 
the coherence in that particular chain and realising the corresponding 
radiation state, see Fig. 19.4. This diagram is taken from [67] where a 
particularly lucid description is given of the ideology behind the ISB 
scenano. 

2 The moment method based upon Wilson's operator product expansion 

This section contains many formal notions and, although the mathematics 
will be rather informal, this is a worthwhile approach since we can then 
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time 
--------------------------~) 

Partons at time t 

Fig. 19.4. A possible set of radiation chains (shown by broken lines) starting, 
evolving and reassembling. The probe (not shown) will interact with one parton 
in a chain and break the coherence in that particular chain. 

present some basic physical ideas as well as some useful analysis methods. 
The reader not interested in the details may go directly to Eq. (19.20), 
which in an intuitive way describes the developments that go before. 

We would like to isolate the major contributions to the current matrix 
element in Eq. (5.49), which describes the cross section in DIS reactions. 
This is done by an expansion around the lightcone singularities of the 
current commutator. A field operator is distribution-valued but we may 
nevertheless (with care) use a pointlike notation both for the free-field 
operators and also for the perturbed-field operators in an interacting 
theory, [36], although in that case after renormalisation. 

The relationship between the time-ordered and normal-ordered oper­
ator products, which was derived in Chapter 3, implies for the current 
j(x) = limy-->x :<ll(x)<ll(y): 

x~-->o 1 1 
j(x)j(O) ~ Co (x2)21 + q x2j(0) 

+C2 ~ xll : <llall<ll: (0) + C3 : jj: (0) 
x 

(19.11) 

The numbers C j are constants for free fields and I stands for the unit 
operator. This is the original Wilson short-distance expansion of an operator 
product, in which one only takes the singular terms into account. As 
mentioned above, [36], it is well defined also in perturbation theory but 
then the numbers Cj become logarithmic functions of x. 

We would now like to go over to the lightcone scenario described in 
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Chapter 5. We note that for a short-distance expansion such as Eq. (19.11), 
when each component of the vector xJ1. tends to zero, then 1/x2 is one 
power more singular than XJ1./x2. But when we consider the approach to 
the lightcone, x2 ~ 0, then these expressions are both equally singular. In 
this limit it turns out that one needs an infinite number of local-operator 
terms: 

j(x)j(O) ~ CO(X~)21 + :2 EfmxJ1.1 ... xJ1.m O;l, ... ,J1.m(O) + ... (19.12) 

The limit notation LC means the lightcone limit x2 ~ O. The operators 
om are all the (local and symmetric) operators in the field theory that 
carry m Lorentz indices (we use the summation convention for repeated 
indices Ilj). As an example, in a theory with a scalar field <D there will be, 
for the corresponding currents, an O;J, ... ,J1.m =: <D8J1.1 ... 8J1.m<D: (0) where the 
notation <D8J1.<D = <D(%xJ1.)<D - [(%xJ1.)<D]<D has been used repeatedly. 

It is obvious that along the lightcone all the quantities in the sum 
have the same singularity, i.e. 1/x2. The final ellipses refer to less singular 
terms in the expansion. The idea behind the partitioning in Eq. (19.12) is 
to find for each field theory the basic operators om, express them in terms 
of the free-field correspondences and then to include all the perturbation 
theoretical modifications in the coefficients f m. From perturbation theory 
with non-dimensional coupling it is possible to prove, [36], that the f mare 
functions of log x2 expressible as power series in the coupling g: 

00 r=j+l 

fm(x2) = L L fm(j,r)g2j logr x2 (19.13) 
j=O r=O 

From the results in Eqs. (19.12) and (19.13) we have a method of analysing 
the current matrix elements in Eq. (5.49). We firstly note that if we evaluate 
the tensor om in a state with a well-defined energy-momentum p we will, 
due to Lorentz covariance, obtain 

(pI O;l, ... ,J1.m Ip) = pill ... pJ1.mCm + . . . (19.14) 

The reason is that p is the only Lorentz vector available in a scalar theory. 
The so-called 'reduced matrix element' Cm is, in a free-field theory, a plain 
number and in this way we have been able to extract the 'trivial' Lorentz 
covariance requirement. 

If we consider the Fourier transform of the current matrix element itself 
we obtain from Eqs. (19.12) and (19.14) 

"fII == J dxexp(iqx)(plj(x)j(O)lp) 

= J dx exp(iqx) L f m(x2)[(pxrCm + ... ] 2 1. (19.15) 
m x + zexo 
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The power (px)m is, using the notation (P +, c:::. 0,0) for p, given by the 
expression [(P +x_)j2]m and can, at least formally, be written as 

(px)m exp(iqx) = (i2pq)m (Q_~Q+) m exp(iqx) (19.16) 

This means that the whole expression can be rewritten as 

1 
"/II = L m+ 1 CmEm, 

m xB 

ivEm = (iQ2)m+l (OQO 2)mjdxeXP(iqX)!m(X2) 2 1. 
x + lexo 

(19.17) 

In this derivation we have freely interchanged sums and integrals and 
performed a set of formal operations such as the differentiations in Eq. 
(19.16). What we have obtained is an approximate expression for the 
quantity "/II in terms of a power series in (the inverse of) XB multiplied by 
the matrix element functions Cm and the c-number functions Em. In this 
way we have been able to rewrite the power series in px, in Eq. (19.15), 
as an inverse power series in XB, which once again reminds us of the 
reciprocal relationship between these variables. 

In order to relate the quantities Cm and Em to measurables, it is necessary 
to make an assumption on analyticity for the quantity "/II in respect of the 
variables XB and Q2. In [43] the authors assume that "/II is,for large values 
of Q2, an analytic function of x B apart from branch cuts for -1 :::;; x B :::;; 1. 
It is not possible to prove this statement outside perturbation theory so 
we are thus in the same situation as for the elastic form factors in Eq. 
(5.47). 

The authors of [43] also assume that "/II is even in XB (which corresponds 
to the property of crossing, in a field theory). Therefore we can use 
Cauchy's formula for the line integral around a curve c of an analytic 
function to write the function x~ "/II as follows: 

-2~ 1 dXBx~"/II = CnEn (19.18) mh 
= -2~ (I dXBx~["/II(XB + ie) - "/II(XB - ie)] (19.19) 

m 10 
Now the integrand on the right-hand side is 2iIm("/II) and can be identified 
with the physically measurable quantity W = 2nj(xB, Q2)jv discussed 
in Chapter 5. In Eq. (19.18) we have used the residue calculus and 
have diminished the Cauchy curve to include only an integral along the 
singularities lying on the cuts, using the symmetry "/II(-XB) = "/II(XB) 
mentioned above. 

Consequently, the nth moment of the structure function j in this scalar 
theory can be identified with the (reduced) matrix element Cn multiplied 
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by the c-number function En. This in turn can, according to Eq. (19.17), 
be expressed as the Q2-variation of the (energy-momentum space) matrix 
element of the operator om, evaluated in perturbation theory. This should 
remind us of the Callan-Symanzik equation, discussed in Chapter 4, 
which describes just this, i.e. the effect on a matrix element stemming 
from scale changes in the renormalisation. Therefore if we perform the 
renormalisation just at the point Q2 (which is allowed according to the 
assumptions on analyticity) we may apply the Callan-Symanzik formalism 
to derive the behaviour of the moments of the structure function! 

We can thus summarise our results in the following simple statement 
(although it contains some subtle relations) 

r1 m- 2) 1 (m ) 
Jo dXBxB!(XB, Q IX: (P +)m pi 0++,+ Ip Q2 (19.20) 

The matrix element on the right-hand side is then evaluated in energy­
momentum space and renormalised at the scale Q2 according to Chapter 
4, [52]. Within perturbation theory, it will coincide with the product 
CmEm obtained in Eq. (19.18). It is, however, necessary to understand that 
there are at least two important aspects of this result. Firstly there is 
the assumption that the approximation of keeping only the most singular 
terms from perturbation theory in the lightcone expansion is a good one. 
Secondly it is necessary to invoke analyticity for the function ill in order 
to derive the relationship of the moments to the derivatives of the matrix 
element. 

3 The Callan-Symanzik equation and its implications for the moments 

We will now use the renormalisation group of field theory, Chapter 4, 
to calculate the behaviour of the quantities Em in Eq. (19.17) when Q2 
varies. The tool will be the Callan-Symanzik equation and we will extend 
it outside the scalar field theory scenario we have considered up to now. 

We recall that the f3-function of QCD is negative, 

f3(rx) = -brx2 - ... (19.21) 

where the ellipses refer to higher-order terms, some of which have been 
calculated; but they do not playa major role in our argument. This 
implies that the QCD running coupling vanishes as the inverse of the log 
of the scale at which we perform our renormalisation. We may choose this 
scale at Q2 (it is allowed according to the analyticity assumptions in the 
MM and OPE) and consider the large-Q2 limit just as in the treatment of 
the Callan-Symanzik equation in Chapter 4. Because of the properties of 
the running coupling we need only the lowest-order perturbation theory 
results to calculate the anomalous-dimension functions y. 
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In [69] the anomalous dimensions of the operator matrix elements 
CmEm are calculated for QCD. They are unfortunately not as simple as 
the ones we encountered in Chapter 4, where Ym = dmcxs, the dm being 
plain numbers and CXs the QCD coupling. There are two reasons. The first 
is the tensor structure and the dimensions of the electromagnetic currents, 
but those cause only minor complications in comparison with the scalar 
version of the MM discussed in the last subsection. 

The major reason for the complications is that in this case there are 
contributions to the current matrix elements not only from quark and 
antiquark intermediate states but also from the gluon states that can be 
reached by applying the gluon field operator A. This means that both of 
the matrix elements 

(ql AA Iq), (qlj Iq) (19.22) 

are non vanishing; thus a quark can be absorbed not only by the fermion 
current j but al~o by the gluon 'current' AA stemming from the three­
gluon interaction of QCD. In Eq. (19.22) we have neglected all vector and 
color indices. 

The fact that both the matrix elements are nonvanishing can be under­
stood from our considerations relating the scattering from a potential to 
the scattering from protons in Chapter 5, cf. Eq. (5.35). There we used 
that 

AJl(x) ~ J dXIL1F(X - xdj~(xd (19.23) 

This means that the matrix elements of the potential A behave like the 
corresponding (color) current ones and they are nonvanishing. Therefore 
the OPE couples any current to both the quark and the gluon contribu­
tions. This feature is called operator mixing. Then we obtain a matrix form 
of the Callan-Symanzik equation in this case, written for a matrix E(m) 
instead of the plain function E(m), in Eq. (19.17): 

(19.24) 

The indices refer to non-singlet, i.e. the valence flavor parts, cf. Chapter 5, 
and to quark (q) and gluon (g), respectively, and we get 

[11 :11 + p :cx - y(m)] E(m) = 0 (19.25) 

Here the p-contribution is diagonal and m-independent, p = -bcx2, but 
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y(m) is non-diagonal with the numbers d = d(m) plain numbers: 

(
dq 0 0) 

y = a 0 dq 2nfdqg 

o dgq dg 

(19.26) 

This is a linear equation and, like any linear equation, can be diagonalised 
by taking combinations of the quark and the gluon components to obtain 
'eigenstates' and in particular 'eigenfrequences' from the diagonalised y­
matrix elements. We will not do this, nor will give the formulas for the 
numbers d, because it is done in detail in the original papers, [69], as well 
as in [52]. 

The main point is that the different elements of the matrix E in Eq. 
(19.24) can be written as linear combinations of the following kind: 

Ej(m) = 2.)~)bji(m)$i(m), ~ = as~~2) (19.27) 

(this means that the Ej behave as powers in log Q2 !). The powers bare 
derivable from the matrix elements in Eq. (19.26) and the coefficient in 
the QeD runnning coupling and the quantities $i(m) are the initial values 
of the moments at the scale where the running coupling is a1. Thus 
the moments of the structure functions for both quarks and gluons will, 
according to this result, contain computable logarithmic power corrections 
in the large-Q2 limit. This behaviour is very well confirmed experimentally, 
at least inside the presently available Q2-region. 

For the non-singlet moments, in particular, there is only one term in 
the sum and it corresponds for each moment m to bm = d~m) lb. Therefore 
we have in this case the simple differential equation 

dE(m) 
~ - d(m)a E(m) (19.28) d. - q S NS 

where. is defined in Eq. (19.7). The general results can be reformulated 
into a relation between .-derivatives of the matrix E and the y-matrix: 

dE(m) 
~ = asy(m)E(m) (19.29) 

4 The DGLAP equations 

As we have said before this is not the place to discuss the historical and 
intellectual developments with respect to 'who did what first'. But it is 
evident that many different contributions did occur independently. 

One major contribution to the understanding of the physics is given in 
[5], where it is proved that the differential equations for the moments in Eq. 
(19.29) can be rearranged into equations for the parton structure functions 
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themselves, nowadays known as the DGLAP (Dokshitzer-Gribov-Lipatov­
Altarelli-Parisi) equations: 

dqj _ r1 dz [l1Jjq( ) . (~) I1Jjg () (~ )] d7: - IXs J x z ;:r q Z q] Z ' 7: +;:r qj Z g Z ' 7: (19.30) 

dg r1 dz [2nf (X ) (X )] 
d7: = IXs Jx ~ ~9ij(z)qj -;-,7: +9~(z)g -;-,7: 

The index j corresponds in this case to different q- and q-flavors and we 
obtain back the splitting functions which were derived in Chapter 17, 9 b, 
for the splitting of a parton a into a parton b (cf. below for the behaviour 
of 9 when its argument approaches unity). 

The main part of the proof in [5] is to show that the anomalous 
dimension matrix ')I(m) fulfils the identity 

(m) = (dq(m) 2nf dqg(m)) = r1 dzzm (93(Z) 2nf9~(Z)) (19.31) 
')I dgq(m) dg(m) Jo 9~(z) 9~(z) 

This is straightforward if we use the formulas for the splitting functions 
and for the anomalous-dimension matrix. After that one can rely on a 
mathematical theorem which tells us that a moment equation can be 
inverted in a unique way. (The observant reader may note that the first 
equation of (19.30) has been summed over the different q-flavors.) 

The even more observant reader will note that some of the splitting 
functions are singular for z = 1 and therefore the integrals in Eqs. (19.30) 
and (19.31) are not well defined. A closer examination tells us, however, 
that this singularity is closely related to energy-momentum conservation. 
Formally it turns out that the singular behaviour of the splitting functions 
(this is shown in detail in [52]) is cancelled by a proper account of the 
virtual corrections to the emissions. 

The result for the non-singlet is obtained by taking the difference 
between the equations for the derivatives of two quark (or antiquark) 
species. In that way the gluon term in the first equation of (19.30) vanishes 
and we obtain a diagonal contribution from the same difference between 
the structure functions integrated over the q ~ qq splitting function. 

There is a direct connection between the results using the MM and the 
OPE, as in [43] and [69], and the LLA results of Gribov and collaborators, 
[52]. For the latter case one follows the emission lines in high-order per­
turbation theory and rewrites the results as exactly the integro-differential 
equations (19.30). 

In order to understand the physics we consider again the phase-space 
triangle; see Fig. 19.5. Suppose that we increase Q2 for a fixed value of 
P+, i.e. of the hadron energy, and for a fixed value of X = XB = Q+/P+. 
This means that the left-hand side of the triangle, -log( Q_), will move to 
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= 
log x~ 

Fig. 19.5. The phase space corresponding to the emission of new partons at x, 
following an increase in Q2, is shown, together with the region (shaded) inside 
which one must in an ISB model know which partons already exist. 

the left. Then the DGLAP equations (19.30) describe the change of the 
structure function at the point P, corresponding to ki = Q2 and x. This 
is the left-hand side of Eq. (19.30). On the right-hand side the change is 
related to the number of partons with values x' > x, each of which, due to 
the QeD processes that are possible, may decay into a parton at x. The 
region inside which we may sample such partons is shaded in Fig. 19.5. 

Suppose that we consider such a parton decay, Fig. 19.6. The incoming 
parton will have a fraction x' of the hadron P +, and we will assume for 
simplicity that it is massless. It will emit a massless gluon with Xg = (l-z )x' 
thereby becoming a virtual parton with lightcone fraction x = zx'. Its 
virtual squared mass, which is usually related to the value _Q2, can be 
calculated from the transverse momentum, k.l, in the emission by 

Q2 = ki (19.32) 
l-z 

The transverse momentum variable, k.l, is compensated between the two 
partons emitted, so that they have ±k.l respectively, and the result of Eq. 
(19.32) stems from the conservation of the negative lightcone component. 

The probability for the emission shown in Fig. 19.6 is given by the 
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xg = (l-z) x' 

x' k.L 

-k.L 
x= zx' 

Fig. 19.6. The kinematics of parton decay with notation as discussed in the text. 

splitting function, &P(z), multiplied by the density of such partons, i.e. the 
relevant structure function at x' = xl z, and by the coupling. The result 
must be summed over all possible partons and integrated over all values 
of x', giving the right-hand side of Eq. (19.30). 

5 More on the leading-log approximation 

In Chapter 5 we derived the hadronic tensor Wj.lV, Eq. (5.49). In Fig. 19.2 
we have shown a contribution with intermediate state IX) = IpI, ... , Pn); 
here n = 4. The state is produced by iteration (including the radiative 
corrections) along a main chain with propagators redistributing the large 
momentum transfer q into many rungs of the ladder. Although there are 
obvious similarities to the ladder diagrams for the unitarity equations in 
Chapter 10, the kinematics is different in this case, in which the virtuality 
is building up and the energy-momentum fraction is decreasing down the 
main chain. 

The result in the LLA is that the main contributions stem from diagrams 
having the kinematical variables of the qremissions strongly ordered: 

q1..1 < q1.2 < ... < q.Ln < Q; 1 > Zl > ZIZ2'" > XB == II Zj (19.33) 

The motivation is that to avoid strong damping from the propagators the 
large momentum transfer Q2 must be partitioned over many steps. The 
larger is Q2, the more steps are necessary for the energy-momentum flows 
in each rung of the diagram to be reasonably small. 

If we use the approximate weight dWj for every step (putting the gluon 
splitting function &P '" liz and logqi = K), 

dz· 
dw· '" ~(K)dK ._1 

1 1 z. 
1 

(19.34) 

then, using the ordering given in Eq. (19.33) and the symmetrical re-
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summation we have used before, 

j n+1 yn 

II dyjE>(Yj-1 - Yj) = -( )" 
j=l n . 

(19.35) 

we obtain the sum of the main contributions: 

xg(x, Q2) '" ~ [x(Q2) ~~~~;/XBW '" exp [2J X(Q2) 10g(I/XB)] (19.36) 

The result in Eq. (19.36) stems from a well-known formula for the modified 
Bessel function 10, which we also encountered in connection with the 2-
measure, in Chapter 18. 

The upshot is that in the structure functions we have a very slow 
Q2-dependence '" log log Q2 but there is an increase for small values of 
XB. From numerical studies of the DGLAP equations this increase for 
small XB is confirmed. These results are quite different from the ones we 
obtained from the method of virtual quanta in Chapters 2 and 5. The 
equations do not allow a stable constant behaviour for small-x values 
of the combination xg and therefore neither the gluon nor the ocean qq 
content will behave in accordance with Feynman's speculations on the 
wee parton spectrum. We are evidently in a different dynamical situation! 

19.5 The Lipatov results and a critique on the stability 

We will show that the situation may be even worse with respect to 
the sma1l-xB behaviour in an ISB scenario investigated by Lipatov and 
collaborators [29] (although in the end we present some doubts on the 
stability of the results, which will be further enhanced in section 20.8). 
They show that if we keep to the leading contributions in 10g(l/x) then 
there are many subleading contributions, neglected in connection with the 
transverse momentum generation, which may be essential for moderate 
and small Q2-values and for very small x-values. In somewhat loose 
language we may say that Lipatov et al. have investigated the possibility 
that the transverse momenta are not ordered as in Eq. (19.33) but may 
go up and down in size along the ladder. This may happen many times if 
the ladder is very long counted in 10g(l/x) units. 

The results of the DGLAP as well as the BFKL approach can be refor­
mulated (cf. Eq. (19.36)) into an integral equation relating the contribution 
at the nth order, Gn, to the contribution at the (n - l)th order, Gn-l: 

2 [1 dz j 2 2 2 2 
Gn(x,k.d = ix ~ dk1.1K(kl.' klJ )Gn-1(Z, klJ) (19.37) 
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where the kernel K in the DGLAP case is very simple, 

K(k2 k2 ) 0(0 0(k2 k2 ) 
.v l-1 = ki log(kil A~CD)" l- - n (19.38) 

It is shown in [29] that the kernel should be more complex in order to 
contain the possibility that the new transverse momentum, kl-' is smaller 
than the one before, kl-1. Although the kernel is not described here (cf. 
Section 20.8), there is a very general mathematical result for the case when 
the kernel in Eq. (19.37) is symmetric. 

The way to solve integral equations of this kind is to assume that it is 
possible to write the kernel as a (sum of) factorisable contribution(s) 

K (ki, kL) = u(ki)v(kL) (19.39) 

If K in Eq. (19.37) is of this form then we obtain a correspondingly 
factorised result for G: 

Gn(x, ki) = u(ki)tn(x) (19.40) 

where tn is defined by an integral (containing the eigenvalue A): 

11 dz J tn(x) = A -tn-1(Z), A = dkLu(kidv(kid 
x z 

(19.41) 

We may then iterate the equations and so obtain at the nth order of 
iteration 

[A log(1/x)r 
t n ~ -'----=--'---'----'-''-

n! 
(19.42) 

which leads to the following small-x behaviour: 

xg ~ L:tn '" x-A (19.43) 

The kernel K in Eq. (19.37) is not factorisable in the BFKL case but there 
is a mathematical theorem that the eigenvalue A and the eigenfunction u 
can be obtained as solutions to the following integral equation: 

(19.44) 

There are in general many such solutions but the main behaviour will 
stem from the largest eigenvalue, which for a constant coupling O(s is for 
the BFKL kernel, [29] given by 

1 = 1 _ 4NcO(s log 2 120(s log 2 
Amax - AL- (19.45) 

1C 1C 

(Nc is the number of colors). For o(s ~ 0.2 one obtains a value of AL ~ 0.5. 
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It is of some interest to note that if we use as input a gluon structure 
function with xg '" x-O.5 then the DGLAP equations stabilise around such 
a behaviour also when 10g(1/x) becomes very large. 

We also note that it is necessary to project the boundary conditions 
(i.e. the assumptions about the original parton wave function), onto the 
eigenfunction corresponding to this largest eigenvalue, h. This provides a 
gaussian K = log ki -contribution, i.e. there are some (logarithmic) trans­
verse momentum fluctuations in the gluon emissions along the ladder that 
are of a gaussian character. As the length in the cascades corresponds to 
10g(1/x) this Brownian motion contribution will have a width, according 
to BFKL, proportional to 10g(1/x). This is of interest with respect to the 
predictions of the transverse energy behaviour in the observable states in 
DIS. Unfortunately it seems as if the introduction of a running coupling 
will destroy this diffusion scenario, cf. Section 20.8. 

In practice, what is done in the Lipatov treatment is to exchange a 
contribution stemming from the iterated integral in Eq. (19.36) for a plain 
number obtained in every iteration: 

X(Q2)n __ ~A.n 
n! 

( 19.46) 

The DGLAP iteration is always directed towards larger kJ... Due to the 
finite available integration space it will then decrease with the number of 
iterations for a given top value, i.e. this contribution must diminish by a 
factorial. This upwards integration will always win out in the asymptotic 
limit when Q2 is sufficiently large but the power may be relevant for 
smaller values of Q2. 

The reason for the increase in the number of small-x partons may seem 
rather obvious if we consider Fig. 19.5. According to the equations we are 
supposed to move from the right-hand lower corner in the phase-space 
triangle towards the point P, sampling all possible decays. In the ordinary 
DGLAP approach we are then supposed to move only upwards and 
leftwards in the shaded region. In the Lipatov treatment we are allowed to 
go both upwards and downwards, i.e. towards larger or smaller kJ.. -values, 
as we move to the left. This means that there are inherently more paths 
available in this case if we increase 10g(1/xB) for a given Q2. 

The Lipatov mechanism and the BFKL effect are consistent ways to 
take into account some non-leading contributions but there should be 
corrections of the order !X2. The BFKL kernel, K, and its eigenvalues 
turn out to be very stable, for a constant coupling, against perturbations 
of the procedure. One may imagine that the (logarithmic) steps in the 
integration variable should be made into discrete steps (for a motivation, 
cf. [15] as described in section 18.6) so that Eq. (19.37) becomes a sum. 
This is easy to do but the results only correspond to tiny changes in the 
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value of A. Mueller, [4], has also considered the production process in 
the transverse coordinate space and again obtains the BFKL eigenval­
ues from the impact parameter distributions. We will, however, end this 
subsection with a remark to indicate that the BFKL results are rather 
unstable with respect to the non-singular terms in the z-dependence of the 
iteration. 

There is one feature used in the BFKL approach, i.e. that in every 
splitting q' ~ pq the virtual (gluon) propagator q contains only a small 
fraction z of the energy-momentum, while most of this energy-momentum, 
the fraction 1 - z, is carried away by the emitted gluon p (we have 
conventionally followed the z-pole contributions and Mueller's treatment 
uses a corresponding motion in the rapidity dy = dz / z). It is then necessary 
for consistency to demand that the major contributions stem from regions 
where z is actually small, i.e. in this convention that z < exp(-a) for 
some real number a (which must satisfy a > log 2 in order that z < 
1 - z). If we introduce such a simple restriction into the integrations 
then 

(Y - na)n-l 

(n-1)! 
(19.47) 

(keeping to the notation in Eqs. (19.36) and (19.35)). We have intro­
duced the domain restriction in the expression following the arrow; 
the final expression summed over all values of n will no longer pro­
vide the BFKL exponential. It is straightforward, using the Stirling ap­
proximation to the factorial, to obtain the change to Eq. (19.43) as a 
power in l/x with AL ~ p, where p is determined by log(AL/p) = ap. 
Thus the power in l/x will be diminished so that h ~ p ~ Ad1 -
aAd· 

We conclude that the BFKL mechanism obtains a large part of its con­
tributions from the possibility of emitting the gluons along the ladder with 
moderate-to-small values of 1- z, i.e. with moderate-to-large z-values. Ac­
tually this implies that one must take very many steps in order to obtain 
small xB-values. One may then seriously doubt that it is allowable to 
neglect interference in the emissions and we will find in Section 20.8 that 
the QeD coherence properties are not fulfilled. We note, however, that the 
correction exhibited above is of order (X2 (which is expected in the BFKL 
treatment, and it has been repeatedly pointed out by the original authors 
that there should be such corrections). But it should also be noted that 
the correction is very large! It changes the (negative) x-power from 0.5 to 
about 0.3. 
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19.6 The CCMF model, interpolating between the DGLAP and the 
BFKL contributions 

In this section we will consider how the DIS contributions appear in the 
formalism developed by Marchesini and his collaborators [44]. The ensu­
ing model will be called the Ciafaloni-Catani-Marchesini-Fiorani (CCMF) 
model. This is one of the major efforts that anybody has undertaken in 
perturbative QCD. It was also pursued to a successful end (which has not 
been the case with most of the valiant efforts based upon 'good dynamics', 
which my generation have pursued !). 

In the CCMF model there is a clever choice of the initial-state brems­
strahlung (ISB) set (Pj), which we discussed in section 19.2 in connection 
with the fan diagram in Fig. 19.1. (Remember also the notation, (qj), 
for the propagators which connect the emission points along the fan 
diagram.) This choice can be described as the most general possible that 
is compatible with 

• the QCD coherence conditions (the strong angular ordering, as de­
scribed in Chapter 17) 

• energy-momentum conservation, as implied by Eq. (19.1), and the 
possibility of keeping the (p j) massless. 

All emissions are ordered in rapidity, which (due to the relation between 
angle and rapidity, i.e. for a massless particle y = logcot(Oj2) with 0 the 
ordering angle) means strong angular ordering along the chain, i.e. that 
the QCD coherence conditions are fulfilled. The CCMF model then picks 
the ISB set (Pj), from the set of all emissions, as those emissions each 
of which is not followed (in the rapidity ordering variable) by another 
one with a larger lightcone energy-momentum P+ (= Po + P3 == P l. exp y). 
In this way the chosen P j has a larger 'energy' than the rest and one 
may, in the leading-log approximation (LLA), neglect the recoils from the 
emission of the final-state bremsstrahlung (FSB). 

More precisely, in terms of the ordinary variables Zj,P..lj with q+j = 
Zjq+(j-l) and q..lj = q..l(j-l) - P..lj, the CCMF choice for the q+ implies 
(in the LLA) that q+j ~ q+(j-l). Therefore the splitting function is again 
approximated as ,o/J(z) oc 1jz so that Z is small enough for the approximate 
relation 1-z ~ 1 to hold, which means that P+j = q+(j_l)(l-zj ) ~ q+(j-l). 

Further, the gluons in the sets (h)j are, in accordance with the LLA, treated 
as soft enough that the p-vectors can be taken as on-shell and massless but 
the propagator vectors q are all spacelike. The transverse momenta of the 
propagators q..l are dominated by the pl.-emissions in the neighborhood, 
see below. A major kinematical constraint is 

(19.48) 
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If this is not fulfilled then the virtuality of the propagator will, in the 
LLA, fulfil Iq21 ~ ql, which implies strong suppression. Each step in the 
emission chain is, in the CCMF model, described by the weight 

(dZ.) dql· a _1 ~f1NE(Zj,ql..j'Pl..j) 
Zj ql..j 

(19.49) 

Here a is the effective coupling (including color factors) and f1NE is the 
so-called 'non-eikonal form factor', with 

f1 NE (Zj, ql..j, Pl..j) = exp[-a log(1/ Zj) 10g(qL/ zjpIj)] (19.50) 

The first major result in the CCMF model is this non-eikonal form factor, 
corresponding to the radiative corrections for the choice of the ISB set 
defined above (for the second, i.e. the fact that there are no FSB emissions 
with PI > _q2, see below). We note in particular that due to the properties 
of this form factor small values of Zj and Pl..j in Eq. (19.49) are effectively 
cut off if we assume that ql..j is finite. 

The negative exponential in the non-eikonal form factor corresponds to 
an area multiplied by the effective coupling a. We will end this section 
with a description of this area (and some associated ones) and show that 
we may interpret the occurrence of the non-eikonal form factor just as an 
ordinary Sudakov factor, i.e. there is a region excluded for gluon emissions 
because of the particular choice of ISB in the CCMF model. 

In Fig. 19.7 a set of gluon emissions is shown, denoted from the hadron 
front end a, b, 1, c, 2, d, 3. The gluons denoted by the numbers 1,2,3 fulfil 
the requirements for the ISB gluons in the CCMF model and in each case 
there are surfaces Aj, B j, C j exhibited (in between the consecutive gluons). 
The gluons denoted by letters, however, are all FSB gluons, i.e. they do 
not fulfil the CCMF conditions of rapidity and p+-ordering necessary for 
ISB gluons. Note that the gluons denoted a, b are followed in rapidity by 
P+l > P+a, PH, gluon c by P+2 > P+c and gluon d by P+3 > P+d. Actually 
all possible gluons inside the three regions denoted Aj, j = 1,2,3, in 
the figure are FSB gluons in the CCMF model, i.e. the gluons occurring 
inside the regions Aj may, according to the rules of the CCMF model, be 
emitted in connection with the ISB gluon j. 

To understand the relationship between these surfaces and the non­
eikonal form factor we start with the transverse momentum properties of 
the emissions. From the relationship ql..j = ql..j-l - Pl..j we obtain in the 
leading-log approximation that there are three possible situations: 

T1 pIj ~ qL ~ qIj-l' i.e. the propagator transverse momentum in­
creases owing to the emission; 

T2 qIj ~ qIj-l ~ pL, i.e. the emitted gluon momentum is much smaller 
so that the propagator retains its momentum in such a step; 
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3 

< ........ . . ........ > 

log J/x 

Fig. 19.7. Examples of gluon emissions in the CCMF model with the associated 
areas Aj, B j, C j. The notation is defined in the text. 

T3 qij-l c::::: pij ~ qij , i.e. as the emitted gluon picks up most of the 
momentum of the Incoming propagator (index j -1) the momentum 
of the outgoing propagator (index j) goes down. 

In Fig. 19.7 the examples are chosen so that emission j corresponds to 
case T j above. There are, besides the surfaces B j, also regions Aj and C j 
and we note that the upper boundaries of the regions B j (corresponding 
to the lower boundary of the regions C j) each correspond to a measure 
of the relevant propagator transverse momentum, to be precise to log qij . 

We have also indicated the distances log(1jzj) in each step. We will now 
investigate the negative exponential of the non-eikonal form factor using 
these examples. We will find that it corresponds to (besides the effective 
coupling ex) the size of the regions B j in phase space which are excluded 
due to this particular choice of JSB. 

We firstly note that there are no emissions inside the regions denoted 
C j. It is shown in the CCMF model that inside these regions there can 
be no emissions because the real emissions are just cancelled by the virtual 
corrections. Although this statement is hardly noticeable for the results 
in Eq. (19.50) it is arguably the major result of the CCMF model (and 
is very difficult to prove !). We will provide a dynamical reason for this 
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feature in Chapter 20 in connection with the linked dipole chain model, 
[16]. But we note that its practical implication is that there can be 
no FSB emissions for values of gluon transverse momentum above the 
corresponding propagator transverse momentum. 

We now note that for the emission of the ISB gluon 1, corresponding 
to the case T1 defined above, we have according to the formula for the 
non-eikonal form factor a negative exponential of log2(1/ zt} (note that 
pL c::-:: qL) and according to Fig. 19.7 this is just the size of area Bl. 

It is evident that for gluons emitted in the region B 1 it is impossible to 
fulfil both the angular condition and energy-momentum conservation. In 
particular, to conserve the p+-component such gluons cannot be sent out 
from the 'next' gluon, 2, but at the same time neither can they, according 
to the rules of the CCMF model, be treated as FSB gluons with respect 
to gluon 1, because of the rapidity ordering. 

In connection with the emission of gluon 2, corresponding to the 
case T2, the negative exponential of the form factor contains, besides 
the same factor log2(1/z2) as that occurring for T1, a further factor 
log(1/z2)log(qi2/pi2) and it is easy to see that the two factors together 
make up the surface area of B2 (Fig. 19.7). The reason why there can 
be no gluon emission inside the region B2 is essentially the same as for 
B1, i.e. the rapidity ordering of the CCMF model forbids the region 'be­
hind' gluon 2, while energy-momentum conservation does not allow these 
gluons to be emitted by the next ISB gluon, 3. 

Finally, for the emission of gluon 3, we note the combined effects of 
the constraint in Eq. (19.48) and the fact mentioned above that the region 
C3 is (in the LLA) a strictly forbidden emission region. This means that 
due to Eq (19.48) there can be no gluon emission in front of the negative 
lightcone line of P-3 and above the new propagator transverse momentum 
k1..3. The size of the area B3 again equals the (negative) logarithm of the 
non-eikonal form factor. 

We may remark explicitly that although the total state weight in the 
CCMF model, given by the allowed ISB gluon phase space multiplied 
by the non-eikonal form factor, contains recognition of only the surface 
areas Bj (which must be empty due to the particular choice of ISB in the 
model) the regions Aj are not forgotten. Inside these regions any number 
of FSB gluons may be emitted in a state defined by the ISB gluons. All 
these emissions can be summed up so that the weight becomes 1. For 
any particular exclusive state, however, there will of course be a Sudakov 
factor, corresponding to the regions not used in that state. 

It is possible, in accordance with [44], to write out integral equations for 
the structure functions in the CCMF model and, as we may expect, these 
equations will have solutions with behaviour in between the DGLAP and 
the BFKL results. The equations are, however, somewhat complicated and 
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it is difficult to use them in connection with a Monte Carlo simulation. 
The reason is that to make it into a consistent stochastical process it 
is necessary to keep track of the constraints in z, rapidity (with respect 
to the earlier emission), P-.l and q-.l. In Chapter 20 we will present a 
generalisation of the CCMF model, the linked dipole chain model, in 
which both the weight distributions and the Sudakov factors are simpler 
so that the implementation in terms of a Monte Carlo simulation process 
is straightforward. 

19.7 The GLR model of reinteraction of partons 

The basic idea in the GLR model is that if the number of gluons be­
comes very large then the partons will be very closely packed inside the 
proton. There will then be a correspondingly large probability for them 
to reinteract. 

In order to find when this starts to happen we will use the arguments 
of Gribov, Levin and Ruskin, [67]. They noted that the number of gluons 
per unit rapidity is given by dng / dy = xg. If all these gluons are inside a 
transverse (impact parameter) region nR2 then the average surface density 
is xg/(nR2). Further, the gluonic cross section at a given value of Q2 is 
O"g '" as(Q2)/Q2 and therefore it was concluded in [67] that the crucial 
parameter for a possible reinteraction is 

Q( Q2) = as(Q2)xg 
x, Q2nR2 (19.51) 

As long as the parameter Q is very small the ordinary DGLAP equations 
(provided with the proper angular ordering) are expected to work. But, 
for sufficiently small values of x, when xg becomes large two gluons from 
different cascade chains may interact thereby fusing the different ladders 
and decreasing the total multiplicity. 

The authors of [67] have been able to take into account such two-body 
interactions, cf. also [95]. The result is that the DGLAP equation for the 
gluon distribution obtains a negative contribution 

dg (l dz [2nf (X) (X) 1 d7: = as Jx ~ ~ &~i -; qi(Z, 7:) + &~ -; g(z, 7:) - I 

I = 81a;(Q2) {l dz [ ( Q2)]2 
16R2Q2x lx z zg z, 

(19.52) 

This contains a non-linear contribution in which the square of the gluon 
structure function occurs together with a set of color factors and finally an 
unknown size parameter, R, with the dimension of length. The meaning 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


422 The parton model and QeD 

of R is that it comes from the integral over the transverse region inside 
which the interaction takes place. 

It is pointed out in [95] that if R '" 1 fm, the approximate proton radius, 
then the correction term is very tiny indeed and will not play any role for 
the HERA region. 

This has lead to some speculation that inside the proton there may 
be more or less dense subregions and that the correction term may play 
a large role in such a dense and small subregion, a 'hot spot'. We will, 
however, not pursue the question any further in this book. 
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20 
Inelastic lepto-production in the 

Lund model, the soft radiation model 
and the linked dipole chain model 

20.1 Introduction 

As usual in connection with the Lund model we will start with a semi­
classical string scenario to describe a deep inelastic scattering (DIS) event. 
We will show that if the target is a meson state of the yoyo type then 
the final state obtained, after a large momentum transfer to one of the 
endpoints qo or qo, is very similar to the state obtained in an e+ e­
annihilation event as long as we neglect gluon emission. 

Depending upon the Lorentz frame used to describe the string motion, 
we obtain different shapes of the final state. If we use the final-state cms 
frame we obtain a longitudinally stretched string, which, if it does not 
break up, will have a length ~ W /K just like the flat e+e- annihilation 
qOqo-strings of the same cms energy W. This time the state will, how­
ever, contain a small bend. But the transverse extension of the state is 
always of order m/K, with m the original meson mass. Therefore the trans­
verse dimensions are in general negligible compared to the longitudinal 
SIze. 

We will show that the properties related to the breakup of such a string 
state only depend upon projections onto the momentum transfer direction. 
Therefore it is easy to generalise the Lund model fragmentation formulas 
to such final states. 

After that we consider a corresponding model for DIS from a baryon. 
We will use a simple but nontrivial string model for the baryon. We 
show that even if the baryon is not a yoyo string state, the final-state 
string will nevertheless look very similar to a stretched-out yoyo, almost 
independently of how it is hit. 

This will also lead us to some considerations of baryon fragmentation. 
We will show how the baryon number is conserved in the Lund model 
breakup process. We note, however, that there are many question marks 

423 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


424 The Lund linked dipole chain model 

in connection with baryon fragmentation, partly because there are so few 
experimental data available at present. 

Then we discuss the way in which the Lund model treats situations 
when the momentum transfer Q2 acts on an ocean quark or antiquark. 
This is a part of the cross section which is expected to grow fast with the 
energy and therefore it will be more and more important for the future. 

In the original Lund treatment as it is implemented in the Monte Carlo 
simulation program LEPTO, [63], the final state is treated as a two­
string situation with a rather ad hoc parametrisation of the energy sharing 
between the three original valence quarks and the left-over ocean q (Zi), if 
it is the ocean Zi (q) that is struck. 

It is possible to make a case for a more precise structure from con­
siderations of the time development of the final state, at least if the 
ocean partons are intrinsic parts of the wave function of the hadron. We 
present these ideas as they are implemented in the Monte Carlo program 
ARIADNE, [92]. 

Next we go over to gluon radiation for a DIS event in the Lund model. 
We introduce a model, the soft radiation model (SRM), [11], of a different 
kind from the one we considered in the last chapter in the context of the 
conventional ISB scenario. 

The basic ideas are the following. Even if the final state in a DIS event 
develops on a long time scale in a way similar to the corresponding state 
in an e+ e- annihilation event, there is one major difference on the short 
time scale relevant to gluon emission. In e+ e- annihilation the produced 
qo and Zio are both expected to be essentially pointlike. This means that 
all the energy is readily available for gluon emission when they start to 
separate, forming the original dipole. 

In DIS events, the struck-out parton is expected to be pointlike in 
the same sense. If it is a qo, i.e. a color-3, there is no reason why the 
corresponding color-3 charge should be localised in the same way. It is, in 
fact, probably spread out over all the remainder state. Similarly, while 
the struck parton's energy-momentum after the collision, in the notation 
of the last chapter Q_, is strongly concentrated, the hadron remainder 
will contain the total energy-momentum P + - Q+ in a (space-)extended 
form. 

This means that the radiation in this case occurs from something similar 
to an extended 'antenna source'. It is well known that coherent emission 
of wavelengths much smaller than the antenna size is strongly suppressed. 
We have already discussed the notion of a form factor to describe ex­
tended charge distributions, cf. the size parameter in Eq. (5.47). For a 
wavelength larger than this size there is no difference between a pointlike 
and an extended charge. But for a smaller wavelength, corresponding 
to momentum transfers larger than e.g. the parameter Mo :::::: 0.7 Ge V 
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in the elastic baryon form factors of Eq. (5.47), there is power suppres­
SIOn. 

The SRM suggests one possible method to treat the extension. It con­
tains two basic parameters, which have been investigated using the exper­
imental data available at present. One of the parameters, corresponding 
to the inverse of the transverse size of a hadron, turns out from the 
experimental data to be of the order 0.5-1 Ge V. The other parameter 
corresponds to the (space) dimensions of the extended system and for it 
we obtain in a very stable way the number 1. This would evidently be 
typical of a string or, remembering a motivation for the string presented 
in Chapter 6, of a vortex-line force field. 

Since the SRM was suggested several years ago, [11], based upon argu­
ments like those presented above, it is quite surprising that its implications 
are similar to those obtained from the CCMF model, [44], cf. Section 19.6. 
We will show that the so-called non-local form factor in that approach 
actually on average cuts off the gluon radiation along the same lines in 
phase space as the SRM. 

After that we will introduce a different approach, which is very natural 
within the Lund model, where all QeD properties are treated in accor­
dance with dipole properties. The Lund dipole cascade model describes 
the partonic states in timelike cascades (occurring in particular in e+ e­
annihilation events) in terms of the decay of color dipoles, as discussed 
in Chapters 16-18. Then the fragmentation process converts the ensuing 
string states into 'ultimate dipoles', i.e. hadrons modelled by means of 
qq-states, with the charges stemming from different vertices connected by 
string-field pieces. 

In section 20.7 we will show that if one probes such a hadronic dipole 
entity then the virtual states, i.e. the states encountered by a short-time 
probe, can also be most easily described in terms of dipoles, in particular in 
terms of chains of linked dipoles. To be more precise we will show that the 
CCMF model described in section 19.6 can be generalised and simplified 
into such a statement. As this is a very recent result, [16], within the Lund 
Group we will be content to describe the general ideas incorporated in the 
linked dipole chain model (LDC) and only briefly consider the consequences 
(in particular with respect to the ongoing measurements in HERA). 

20.2 The classical motion of a yoyo-string exposed to a large 
momentum transfer at an endpoint 

We start by considering the motion of a yoyo-hadron the constituents of 
which are originally moving in and out, as shown in Fig. 20.1 in the lab 
frame, in which the state is at rest before the momentum transfer. We have 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


426 
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The Lund linked dipole chain model 

Fig. 20.1. The development of a yoyo-state, originally at rest, after a large 
momentum transfer. The notation is explained in the text. 

already discussed string motion in detail several times and will therefore 
be brief. 

The two endpoint particles will have momenta ±k along the string 
direction at the beginning. The main phases in the development after the 
string is hit at an endpoint with a momentum transfer Q are as follows. 

• Suppose that the endpoint q == qo is struck and moves along the 
direction Q + k (at an angle 0 with respect to the original string 
direction) with constantly decreasing energy-momentum. Its partner 
at the opposite endpoint, qo, is as yet unaware of this and moves 
downwards gaining energy-momentum from the string. 

• A straight string section L (with angle (n - 0}/2 with respect to the 
string) is formed and a disturbance 'corner' A moves along the string 
(but does not carry any energy-momentum). The transverse velocity 
of L is V.l = cos( 0 /2} since the corner and qo move with the velocity 
of light. 

• The qo meets the corner A. The string is 'soft' and affects qo only with 
the finite force K so that qo just continues downwards. A new segment 
L1 is formed while the qo is losing energy, until it stops (at the same 
point where it would have stopped if there had been no momentum 
transfer to qo). The transverse velocity of L1 is V.l1 = sin(0/2}. 

• The qo is then dragged along by the string and it will move along a 
line parallel to Q + k. If we boost to a system in which L1 is at rest 
then qo actually moves along the string segment. In the lab frame 
the angle between the string segments Land L1 is always n/2. 

• From now on the string segments Land L1 both serve as 'trans­
porters' of energy-momentum from qo to qo. 
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Fig. 20.2. The development of a yoyo-state exposed to a large momentum 
transfer, shown in the final-state ems. 

We also show in Fig. 20.1 a breakup of the string; its characteristics will 
be discussed further below. But before this the string state looks like a rigid 
body moving forward in a triangular shape along the (Q + k)-direction. In 
the lab frame the state evidently has an extension of the same order both 
transversely and longitudinally with respect to the momentum transfer. 
However, the state is moving very fast longitudinally if the momentum 
transfer is large. 

The total momentum is evidently Q and the total energy is IQ + kl + 
M -Ikl c:::: IQI + M -lkl(1 - cos 8), where we have developed the square 
root IQ + kl as JQ2 + k2 + 2k . Q to lowest order in Ikl. We conclude that 
the velocity is c:::: 1- [M - 21kl sin2(812)]/Q. 

It is also useful to consider the state in the cms after the momentum 
transfer, i.e. in this frame the struck qo will move away with the cms 
energy W 12 along the (Q + k)-direction and the remainder state will move 
as a whole with energy W 12 in the opposite direction. An approximate 

formula for W is W c:::: J 2Q [M - 21kl sin2( 8 12)], which is easy to derive 
from the results in the last paragraph. 

This situation is shown, for simplicity for the choice 8 = n, in Fig. 20.2 
and we leave it to the reader to go through the development. The most 
noticeable thing in this case is that the state has become much longer 
longitudinally, i.e. if it does not break it will now be of order W II(, while 
it is still of order mil( transversely. 

The lab-frame size is evidently an effect of Lorentz contraction, cf. 
Chapter 2. In the cms frame the bend around the corner is hardly no­
ticeable and the situation is very similar to the flat e+ e- annihilation 
qq-strings we have treated before. 
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20.3 The fragmentation of a final-state yoyo-string stemming from a 
DIS event 

We start by noticing that the two string segments Land Ll in Fig. 20.1 
both carry energy and momentum because they are moving. Thus a small 
element, dl, along Ll will have, in the lab frame, energy dE and momentum 
dp, with components dpt along the direction Q + k and dp.l transverse to 
it: 

Kdl 
dE = cos( e /2)' dp.l = Kdl sin( e /2), dPI = Kdl tan( e /2) sin( e /2) 

(20.1) 

If the string breaks up into small parts then all of these, besides one, will 
be plain yoyo-states. The exception is the part containing the bend. Just as 
in connection with the breakup of strings with internal excitation gluons, 
cf. Chapter 15, we assume that the occurrence of such a bend still allows 
the same projection onto the hadronic states of a given mass. 

We will next show that all properties related to the decay of the string 
depend only upon the longitudinal projections along Q + k. We start 
by considering the production of a qltil-pair along the segment Ll in 
accordance with Fig. 20.1. 

It is easy to convince oneself that, if the ql and (:it start out as massless 
and without energy, the (:it will move along the dotted line and together 
with the qo will form a yoyo-state. To prove this note that in the rest 
frame of the string piece Ll the ql and ql will move along the string with 
the velocity of light in opposite directions. Therefore in the frame where 
Ll moves with the transverse velocity sin(e/2) they will both move at an 
angle e /2 with respect to the Ll-direction. 

If we assume that the break occurs at a distance ij from the qo then we 
may calculate the following energy-momentum fraction, 

z = E - Pt (20.2) 
- (E - Pt)tot 

for the string piece. The variable z- is Lorentz-invariant and it is the 
relevant variable in the target fragmentation region. For large energies it 
coincides with the Feynman scaling variable XF, which is often used in 
hadronic collisions. 

We note that (E - Pt )tot corresponds to the total longitudinal size of the 
system and that for the system (ql, ij, qo) we have 

E - Pt = Kij cos(e /2) = Kijt (20.3) 

according to the formulas derived above. Note that the energy-momentum 
of the qo does not occur in the difference. This means that the variable 
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L only depends upon the longitudinal projection, ()t = () cos( e /2), of the 
string size. Further, the remainder system after the q1{ll-break will move 
as a rigid triangle with a final-state mass Mr ::::::: (1- L)W2, which again 
only depends upon the longitudinal projection. 

Finally, if the production probability per unit time for a qq-pair is 
proportional to the tension in the rest system of the relevant string piece 

then, owing to time dilation, it will be proportional to VI - vi in a frame 
where the string piece moves with transverse velocity v~, as was shown in 
Chapter 15: 

(20.4) 

In this way the probability of producing a pair in the string element drr 
in L1 is again proportional to the longitudinal projection: 

drrv 1 - vi = drr cos(e /2) = drrt (20.5) 

If, however, we consider the breakup properties in the segment L we find 

a corresponding factor (VI - Vl)L = sin( e /2). This will be the longitu­
dinal projection factor for all elements of L. In this case the relevant 
fragmentation variable is z+ and we note that we will have the relation 

m2 
- ~ z+z_ - W2 (20.6) 

Thus for particles with large z+ we will have tiny L components, corre­
sponding to (seemingly) small longitudinal string elements. 

We conclude that Lund model fragmentation can be performed just as 
for an e+ e- annihilation event and that the process is Lorentz-invariant if 
we use the longitudinal projections of the string state. In this case there is 
also some intrinsic transverse momentum, which stems from the original 
motion of the qo and the qO before the momentum transfer. We note that 
the transverse momentum component of the qO, k, is carried forward to 
the so-called quark fragmentation region or current fragmentation region, 
while the component carried by the qo, -k, will be subdivided among the 
final-state particles in the target fragmentation region. 

This means that there is a long-range compensation (i.e. the com­
pensation occurs in regions with large relative rapidity) of this transverse 
momentum. This original motion is usually termed the Fermi motion inside 
the hadronic state (in accordance with the nomenclature for the motion 
of the nucleons in a bound nucleus). It turns out, however, that this effect 
is hardly noticeable at large values of Q, compared to the noise stemming 
from the gluon emission. 
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Fig. 20.3. A simple string model for a baryon and the way the state responds to 
a large momentum transfer. 

20.4 A model for baryon fragmentation 

1 A valence, i.e. endpoint, q is struck 

In order to obtain a nontrivial model for an initial baryon state we assume 
that the three q-particles are all connected via strings to a common point, 
which we will call the junction, in accordance with Fig. 20.3. The junction 
does not carry any energy-momentum. It is merely a device which moves 
in such a way that the total tension at rest for the three connected string 
pieces will vanish, i.e. the strings are in equilibrium. 

The baryon model has in the same way as the yoyo-states the property 
that, in the mean, half the energy will be kinetic energy of the q-particles 
while the other half is potential energy in the string's constituent gluons. 
We consider the motion of this state when one of the q's, called a in the 
figure, is struck thereby undergoing a large momentum transfer. The other 
two are denoted band c and the direction along the momentum transfer 
IS n. 

When a moves away along n there will be a bend on the adjoining 
a-string, which will move inwards towards the junction. Assuming that 
at the start of the motion all three q's are moving inwards, the bend 
will reach the junction at the same time as band c arrive. After this 
the junction will start to move with a velocity determined by n, i.e. the 
a-direction of motion. The reason is that in the rest frame of the junction 
there must always be an angle 2nj3 between the three string pieces. 

We will not trace the rest of the motion in detail but we note that both 
band c will continue to move towards the places where they would have 
stopped if there had been no momentum transfer. Only after that will they 
start to respond to the momentum transfer and move after a. This is due 
to causality, i.e. that there is a finite transmission velocity of information 
along the force field. 

It is a remarkable fact that, in almost all cases, in whichever direction n 
we hit a, roughly speaking one of b or c will go in the opposite direction 
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Fig. 20.4. The general appearance of a baryon which has been exposed to a 
large momentum transfer. The colors are exhibited together with the color fields 
between the forward quark a and the two backwards quarks (b and c) with the 
field rr and similarly between a, band c with the field gg. The drag force on 
produced pairs in the two segments is also exhibited. 

while the other will go along D. This means as shown in Fig. 20.3 that b 
will end up with a rather short piece of string connecting it to the junction, 
while c will move away and end up far back before it is turned around. 
The size of the string segment around b will in practice serve as a kind 
of effective mass for b. The parton b will move repeatedly up and down 
around the junction but the effective mass will always be a rather small 
fraction of the original baryon mass. 

The emerging picture is then of an essentially longitudinally stretched 
object with one of the valence q's moving out along the momentum 
transfer, the second moving initially away and the third staying in the 
middle. A simplified version of such a state is shown in Fig. 2004, and from 
this picture we may deduce a consistent way to treat the fragmentation in 
the Lund model. 

We note that the whole state is a color singlet and consequently if a 
is colored r, b colored band c colored 9 we will have at the forward 
end a color-3, r, joining a color-3, composed of bg = r at the backward 
end. Similarly the segment between c and the forward-moving parts will 
behave like a gg-string. 

This means that if the string breaks up between a and b then the q 
from the break will be dragged towards a, and the q towards the color-3 
bc. Similarly, a break in the backward-moving string part will cause the q 
to move towards c and the q to move towards abo In this way there will 
always be a baryon produced around the junction, while the rest fragments 
like ordinary Lund string pieces, including baryon-antibaryon production 
(possible at least in the high-energy forward part). 

It is possible to make many further semi-classical remarks, [8], based 
upon this simple model. We will be content to say that there is no 
really well understood picture for the fragmentation of a baryon. Within 
the JETSET Monte Carlo scenario there are several phenomenologically 
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reasonable predictions, which, owing to the small amount of data, are 
rather little tested in the present DIS experiments. 

The JETSET Monte Carlo implements the structure we have introduced 
in the popcorn model for baryon-antibaryon production in Chapter 13. 
To that end we assume that target fragmentation will act just as in the 
BE production case after a 13 has already been produced. Then there 
is a given probability that the first-rank hadron is a particular baryon 
or that it is a particular meson and the baryon is then the second-rank 
particle. Then the remainder of the state is treated as an ordinary qq-string 
fragmentation event. 

2 An ocean q or q is struck 

There is one kind of event upon which we have not touched as of 
yet, although it corresponds to a large cross section in DIS and the cross 
section grows with the energy. In these events an ocean quark or anti quark 
is struck, in contrast to the situation we have discussed above when we 
have always struck a valence q or q, an endpoint of the string. 

Here the target region will contain either three valence q's and one 
ocean q (if it is the ocean q == qo that is struck) or else there will be three 
valence q's and an ocean q left (the ocean q == qo is struck). We will call 
these situations cases A and B, respectively. There is no straightforward 
unique way to treat them dynamically and within the Lund model there 
have been two different suggestions, one which is used in the LEPTO 
Monte Carlo, [63], and one in ARIADNE, [10]. 

In the LEPTO treatment the final state contains the fragmentation of 
two distinct strings. For case A there will be a small baryonic string, 
between the ocean qo and two of the valence q's, and a large mesonic one 
between the remaining valence q and the struck ocean qo. For case B there 
will be the opposite situation with the struck ocean qo joined to a large 
baryonic string with two valence q's and the remaining valence q joined 
to a small mesonic string with the remaining ocean qo' 'Large' and 'small' 
here describe the energies and masses of the strings. There is a rather ad 
hoc parametrisation of the energy sharing: the treatment is only meant to 
provide a possible parametrisation of data. 

It is possible to be a bit more sophisticated and to introduce some­
what more structure, based upon the expected time development of the 
state. The ocean components of the structure functions must be consid­
ered as long-lived parts of the fluctuations. Such parts, which we have 
discussed within the conventional ISB scenario in Chapter 19, stem from 
the DGLAP evolution equations. They are usually called 'intrinsic'. 

There is also a possibility, which can be calculated in perturbation the­
ory, that the process proceeds through the channel y*g ~ y*(qq) (usually 
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named boson-gluonfusion}. Then the lepto-production probe interacts with 
the short-lived fluctuation of an intrinsic gluon into a qq-pair. It is difficult 
to distinguish between the two situations because the DGLAP mechanism 
stems from the same perturbative contribution. 

In perturbation theory it is always the main momentum transfer be­
haviour which decides whether one diagrammatic contribution will domi­
nate over other possible contributions. Later in this chapter, in connection 
with the linked dipole chain model, we will exhibit this feature in much 
more detail. For the present we make the following reasonable partition­
mg. 

An intrinsic component in the hadron wave function ought to 'ther­
malise' in the sense that the ocean qo and qo should no longer be directly 
connected. If the interaction picks up an ocean qo then we expect that the 
(anti-)color charge of its partner is distributed within the hadronic radius. 
Therefore there should be few (color-dynamical) differences between case 
B and the case when a valence quark is struck. In both cases the target is 
effectively in a color-3 state. 

There is nevertheless the difference that there are extra flavor numbers 
in the target region. In accordance with Lund model ideas we expect that 
when the struck qo moves away the vacuum will compress the color field 
into a thin vortex-like string. When sufficient energy is stored in the field 
it will break up but this cannot occur until the string (in the rest system 
of the produced hadron) is larger than a hadronic radius. 

This kind of out-moving string should be little affected by the finer 
details of the target charge distribution and we will therefore assume 
in accordance with the ARIADNE ansatz, [10], that the momentum dis­
tributions of the final-state hadrons are the ordinary ones encountered in 
the Lund model. Thus in the ocean-quark situation we will use the same 
breakup probabilities as before. We treat case A as in Fig. 20.5(a), i.e. 
we first produce a baryon at the end containing the qo and two valence 
quarks and let the remaining energy go into a final string state between 
the struck qo and the remaining valence q. Similarly, for case B, shown in 
Fig. 20.5(b), we choose to produce first a meson between the qo and one 
valence q; the remaining energy-momentum then goes into a final string 
between the remaining valence constituents and the struck qo. 

The difference from the LEPTO case is that now there is no a priori 
energy sharing. The endpoint particle will have the same spectrum as if 
it were produced as the endpoint particle in any Lund string. Thus the 
whole momentum transfer is taken by the struck ocean component and 
we peel off one hadron at the backward end in a stochastical way, thereby 
defining the energy-momentum of the final remaining string. 

In practice when one builds a Monte Carlo simulation it is necessary 
to include all possibilities. Therefore given a cross section for DIS events 
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(a) (b) 

Fig. 20.5. The string breakup in the target fragmentation region when the 
momentum transfer acts on an ocean component that moves away leaving a state 
which is dragged apart, a particle being produced behind it. The cases (a) and (b) 
are explained in the text. 

in accordance with Chapters 5 and 19 it is possible to subdivide it 
into the valence and the ocean parts. There is also the possibility of 
having a y*g event (the boson-gluon-fusion (BGF) events described above) 
and then we use the energy-momentum partitioning prescribed by the 
perturbative expressions. In order not to double-count the contributions, 
we require in the BGF case that the squared energy-momentum transfer 
between the qo and the qo, qin' should be larger than Q2. If qin < Q2 then 
the contribution is already included in the conventional structure function 
cross section, i.e. we have the intrinsic ocean contributions mentioned 
above. 

20.5 The soft radiation model 

1 Preliminaries 

We start by considering a simple model of DIS from a state with two 
charged particles bound together as in positronium, see Fig. 20.6. In this 
figure the state is assumed to move very fast and we also assume that 
the momentum transfer acts on the e-. There are then two different but 
dynamically equivalent ways to look at the situation if we assume that 
the state is loosely bound. 

PI We may say that the e+ is completely unaffected by the momentum 
transfer and therefore does not radiate at all. Then all the radiation 
stems from the e--current, which comes in and is suddenly changed. 

P2 We may alternatively say that there is no radiation from a bound 
state and therefore all the radiation stems from the dipole which 
is produced between the e+ and e- when the momentum transfer 
strikes. 
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Fig. 20.6. The situation when a loosely bound system is affected by a large 
momentum transfer (left-hand part) together with the kinematics for the SRM 
(right-hand part). 

We remember from the considerations on the bremsstrahlung cross 
section in Chapter 16 that these two descriptions will give the same result. 
They correspond to adding the two diagrams in Fig. 16.1 for case P1 and 
those in Fig. 16.2 for case P2. The sum of the two diagrams is in both 
cases gauge-invariant and also provides the same total radiation. 

The situation is much more difficult to disentangle if we consider a 
strongly bound system. In that case both the e+ and e- are accelerated in 
the bound system throughout, but in accordance with quantum mechanics 
there is no radiation as long as the system is in its ground state before the 
interaction. For the case P1 it is necessary not only to describe the way 
e- is localised in the wave function, i.e. to describe the transition from 
the bound state to a free e- with a precise value of its energy-momentum. 
It is also necessary to describe what happens to the remainder system, in 
particular to the other charge( s), here e+. 

The basic proposal in the soft radiation model (SRM) is that the 
situation may be more easily described by case P2. This is in particular 
plausible for QCD because then the field itself is also color charged, so 
that there may be many charges accelerated during the interaction. We 
note that in the ordered dipole chains of the dipole cascade model, which 
directly mirrors the Lund string, these accelerations already occur in a 
coherent way. 

It is also the case that the force field of a bound state has the energy 
distributed over a region, which for a vortex line or string would be one­
dimensional. Any emission would only involve a part of the system and 
the ordinary radiation conditions mean a size of the order of a fraction 
of the wavelength. Therefore only that part of the energy-momentum is 
available for the emission. 

In summary, in e+ e- annihilation reactions the emitters can be consid­
ered as essentially pointlike objects but this may no longer be the case for 
DIS events. The probe, i.e. the field pulse, is well defined in size but the 
target hadron is extended. 
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2 The details of the model 

If a q-parton, for example, is affected by a momentum transfer such 
that it obtains a lightcone energy-momentum Q_ then the rest of the 
state contains the corresponding energy, P + - Q+, and the color-I Thus 
the initial dipole contains one pointlike object and one that is extended, 
in particular with respect to the carrying of energy-momentum (see the 
right-hand part of Fig. 20.6). 

Then a gluon emitted from the phase-space element (kJ.., y) will need 
both a positive and a negative energy-momentum lightcone component: 

(20.7) 

While the negative lightcone component is easily available from the large 
energy concentration in the struck parton, the positive one is spread 
over some region. It is a well-known property that coherent radiation of 
wavelength A from an emitter of size 1, where A ~ 1, stems only from a 
fraction of the emitter comparable to A (shown as a 'bubble' in Fig. 20.6). 

Then for a large-kJ.. gluon (which has a small A "" 1/kJ..) the total 
positive lightcone component will stem from a fraction of the emitter P +r 
(the index r stands for the remainder after the struck parton leaves). This 
means that there will be strong damping of the radiation in the forward 
direction, i.e. in the target region. 

In the SRM it is assumed that the phase-space limits are changed into 

k+ < (~r P+r 

L<Q_ 
(20.8) 

where the parameter f1 corresponds to the inverse size and d is a number 
describing the dimensionality of the source-remnant. 

The data from the EMC collaboration prefer a value of f1 ~ 0.6 GeV Ic 
and d ~ 1, according to [11]. This corresponds to a mean transverse 
extension"" n I f1 ~ 1 fm and an essentially one-dimensional energy density 
as in a string. The data covers a rather small (Q2, x) range but we will 
nevertheless, perhaps rashly, assume that the result is valid for all available 
energIes. 

We will make one adjustment, however. In the case when there is a 
large x-interaction the remnant only contains energy-momentum P +r = 
(1 - XB)P +, which is less than that of the incoming hadronic state P +. 
Assuming that it is the energy density in the rest system that is constant 
we are lead to expect that the effective emitter size 1 is correspondingly 
smaller and thus that f1 behaves as 

f1 == f1(x) = 1 ~ x (20.9) 
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Fig. 20.7. The available phase space for gluon emission in the SRM shown in 
the Ky-plane, where K = log ki, with the region above the broken line forbidden 
(or exponentially suppressed) as described in the text. 

This will mean that the radiation in the target fragmentation region is 
the same, independently of the interaction, i.e. the damping is governed 
by (J.lo/kJJP +, independently of x and Q2. The available energy will, 
however, only permit an emission if the energy-momentum component of 
the emitted gluon, k+, is smaller than the available P +r = (1 - x)P +. 

The allowed emission region in the triangular phase space of the dipole 
is in this way changed (sometimes very much) in the target fragmentation 
region of a DIS event (cf. Fig. 20.7). From Eqs. (20.8), (20.9) we conclude 
that the new phase-space boundaries are 

log (~~) < y < min [lOg (J.l~i + ) , log ( ~~ ) 1 (20.10) 

Note that these curves correspond to straight lines in the Ky-plane. The 
damping is, in the present case, of a step function character. If there were 
to be power suppression in the transverse momentum, as in a form factor, 
this would correspond to an exponential damping in the K-variable. The 
results of the model are, however, rather insensitive to the possibility of 
such an exponential tail. 

20.6 The relationship between the SRM and the non-local form factor 
of the CCMF model 

In the CCMF model Marchesini et aI., [44], have used a very general 
technique to re-sum higher-order perturbative contributions to the basic 
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ladder diagrams in QCD, in order to obtain the changes in the structure 
functions for small values of XB and medium-to-Iarge values of Q2. 

We have described their results in Section 19.6. In the CCMF model one 
follows an emission line along the fan diagrams, see Fig. 19.1 and there 
are gluon splittings into Z (the main line) and 1 - z (the ladder gluons). 
It is implicitly assumed that the pole character of the splitting function 
implies z ~ 0, i.e. a fast degrading of the energy-momentum fraction along 
the main line. 

Therefore the initial-state bremsstrahlung (IS B) emissions result in a 
stochastical process of a step-like character in 10g(l/z): the next gluon 
emission is, according to the rules of the model, forced to be behind (i.e. in 
the dipole phase-space triangle to the left of) the line xP + where x = I1 Zj 

from the previous emissions. Marchesini et al. have calculated the virtual 
corrections to these emissions and obtain a form factor, called non-eikonal, 
in the weights for producing such states. We have shown in section 19.6 
that the non-eikonal form factor actually has the same properties as an 
'ordinary' Sudakov factor, i.e. it corresponds to the negative exponential 
of the regions in which there is no emission, owing to the CCMF choice 
of ISB gluons. We will now show that the average boundary of the area 
forbidden by CCMF is equal to the simple suggestion obtained from the 
SRM. 

We will thus assume that there is a set of steps in 10g(l/z), each one 
bringing the later emissions backwards a distance I j = log( 1 / Z j). The 
emitted gluon j also contains transverse momentum, P..lj, and the main 
line, i.e. the 'virtual propagator' line, then obtains a recoil q..ln = -l:n P..lj. 
We start with the case when the P..l'S are ordered such that P..ll ~ P..l2 etc. 
which also means (in the leading-log approximation) that q..ln ~ -P..ln. 
Afterwards we will consider what happens if there is a different ordering 
(as the Lipatov approach allows, cf. Section 19.5). 

In order to move, as we have decided, backwards and upwards in the 
phase-space triangle we will have to sum over all possibilities to reach the 
point I = l:'}=llj, h = l:'}=l hj, with 

(20.11) 

We note that all transverse momenta are in accordance with the case Tl 
in Section 19.6 and we therefore use the relevant shape of the non-eikonal 
form factor, i.e. exp[-iXlog2(I/zj ] with IX = 3rxs/n, to obtain 

N(l, h) = L J II iXdljdhj exp( -iXlJ)(j (L Ij -I) (j (L hj - h) (20.12) 

All the quantities Ij and hj are then positive and the result can be re-
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summed if we take the Laplace transform with respect to I, i.e. 

%(L, h) = J dlexp(-IL)N(l,h) = exp[hJ(L)], 

J(L) = J ~dlexp(-IL)exp(-~12) (20.13) 

This means that for a fixed value of h = log pi we may by expansion in 

L obtain both the average value, (I), and the width, O"(l) = J(l2) - (1)2 
reached by I = 10g(1/x) after an arbitrary number of steps, starting from 
x "" 1. These results are similar to the ones obtained for the A-measure in 
Chapter 18: 

h 
(I) = 2' O"(i) = J! (~) 

(i) h ~ 
(20.14) 

This means that the average rapidity (remember that I = 10g(1/x) = 
log P + - Y - log ql.) will in this way behave as 

(y) + log qi = C (20.15) 

where C is a constant, 10g(flP +), and fl is some length scale which cannot 
be determined by the present method. This is just the cutoff line occurring 
in the SRM, as we have shown above. We also note that the relative width 
decreases with h (although at present energies the width is still rather 
large). 

From an investigation of Fig. 19.7 we conclude that the average line 
described by Eq. (20.15) is always at the top of the region forbidden by 
the non-local form factor of Marchesini et ai. We have used a constant 
value of rt.s but we note that a running coupling will bring us down from 
the SRM cutoff line. 

Evidently this result depends upon the fact that we have taken all the 
p l.j as increasing with j, i.e. all the h j as positive. If some of the numbers 
hj are positive and some are negative (which means that the main-line 
transverse recoil is no longer dominated by the last emission) then there 
are further contributions to the integrals. It is, however, easily seen that 
for a fixed value of h such contributions will produce a larger value of i, 
i.e. we will then be even more below the SRM suggestion. 

The intention of this subsection is not to prove that the SRM results 
are identical to the CCMF results but instead to show that there must be 
necessary damping properties in connection with the gluon emissions in 
the DIS states. In the next section we will show that the CCMF model can 
be reformulated into a set of linked dipoles instead of a single 'extended' 
dipole with SRM damping. 
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20.7 The linked dipole chain model 

1 Introductory remarks 

In the last section we have seen that the CCMF model, described in 
detail in section 19.6, implies results similar to those of the soft radiation 
model (SRM). The CCMF model contains a consistent description of the 
coherence conditions for QCD bremsstrahlung and includes the virtual 
corrections to the choice of ISB radiation in the model, cf. Eq. (19.2), 
in terms of the non-eikonal form factor. The SRM, however, stems from 
considerations of the behaviour of the radiation from an extended dipole. 
In this section we will show that the emerging 'extended dipole' picture of 
the radiation in the DIS states can be made even more precise, [16], i.e. it 
is the radiation from a set of linked (color-connected) dipoles produced in 
a stochastical ISB scenario. In order to obtain this result, the linked dipole 
chain (LDC) model, it turns out that the choice of ISB gluons must be 
restricted compared to the CCMF model. 

To define the LDC model we recall that in the CCMF model, [44], 
the way to define the ISB is (i) to order all radiation in rapidity and (ii) 
to choose the ISB emissions as those that are not followed by a larger 
p+-emission in this rapidity ordering (this is from the 'target' side, see Figs. 
19.1 and 19.7). All the remaining radiation is included in the final-state 
bremsstrahlung (FSB). We also recall the particular requirement in Eq. 
(19.48) involving the fractional variable Zj and the transverse momenta of 
the jth emitted gluon, p J..j, and the ensuing propagator qJ..j: 

ql) > ZjPlj (20.16) 

The rapidity ordering is introduced to fulfil the strong angular ordering, i.e. 
the QCD coherence conditions for the bremsstrahlung emission. Increasing 
rapidity from the target side corresponds to decreasing angles along the 
emission line. It is, however, equally possible to order the emissions in 
rapidity from the probe side (we have already used this in connection 
with the description of the Webber-Marchesini model in section 17.7). 
Then the opposite rapidity ordering must be used and for every exclusive 
(i.e. fully defined) partonic final state the ISB should be chosen from a 
p_-ordering in the CCMF model formalism. A particular exclusive state 
will then contain a different set of ISB gluons and this results in a different 
non-eikonal form factor and a (seemingly) different contribution from the 
state to the cross section, cf. the discussion after Eq. (19.2). 

We have already considered this question in detail in section 19.2 and 
we note that if the ISB gluons are more restricted then the Sud(I) factors 
in Eq. (19.2) will generally be larger. It is a challenge to be able to 
partition the total state weight into a simple weight factor for the ISB, in 
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accordance with QCD coherence, and at the same time obtain a simple 
description of the corresponding FSB gluons, given this ISB choice. One 
such approach is the LDC model, which exhibits the following features. 

LDCa The final-state bremsstrahlung (FSB) correspond to emission from 
a set of color dipoles, spanned by the chosen gluons in the ISB set. 
Therefore the FSB can be treated by means of the Lund dipole cas­
cade model (the DCM) (implemented in the Monte Carlo simulation 
program ARIADNE and described in detail in Chapter 17). 

LDCb The inclusive weights for the ISB set of states chosen in the LDC 
model are simpler than the results for the CCMF model. The stochas­
tical process obtained is, further, explicitly local (Markovian) and (in 
the leading-log approximation) symmetric with respect to emissions 
from the hadron and the probe end. In this way the predictions of the 
linked dipole chain model can be easily implemented in Monte Carlo 
simulation programs to study the particular ISB sets of the model. 

LDCc It is possible to incorporate into the formalism both the ordinary 
perturbative QCD parton interactions, the boson-gluon fusion in­
teractions and also the resolved (virtual) probe structure functions, 
including Rutherford interactions between the probe and the hadron 
ends. One consequence is that in the linked dipole chain (LDC) 
model there is no need of a cutoff (besides energy-momentum con­
servation) for large transverse momenta in the ISB gluon emissions, 
because such situations pass over in a well-defined way into Ruther­
ford scattering. Correspondingly the gluonic bremsstrahlung also in 
a well-defined way defines a cutoff for small-transverse-momentum 
Rutherford scattering. 

These statements will be clarified below. The model is defined in sub­
section 2 and in subsections 3 and 4 there is a description of the states in 
the triangular phase space as well as a discussion of how to generalise the 
model outside the leading-log approximation. Then the different channels 
are described in subsection 5 and finally, in Section 20.8, some features of 
the resulting structure functions are derived, in particular the relationship 
to the BFKL and DGLAP mechanisms, which we described in Chapter 19. 

2 The definition of the LDC model 

In [16] the LDC model is defined by the following restriction of the ISB 
gluons, compared to the CCMF model: 

pij ~ min(ql-i' ql-i-l) 
. ( 2 2) ~ mm -qj,-qj-l (20.17) 
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(The first line is defined by the Lorentz frame under consideration; the 
second is a Lorentz-invariant definition, which is approximately the same 
in the coordinate frames we have called 'equivalent to the hadron-probe 
cms' in Section 19.4.) Then it is possible to re-sum the weight in the 
emission step j of the CCMF model, Eq. 19.49, into 

_ (dZj ) dpL _ {iXgjd[ln(l/Zj )]dKj if Kj > Kj-l 
rx --;; pL - iXgjd[ln(l/zj)]dKj exp(Kj - Kj-d otherwise (20.18) 

Here on the right-hand side the constraint in Eq. (20.17) is intro­
duced and we use K = log ql. The quantity gj corresponds to the 
azimuthal-angle (cp) average of the pole term Plj = (q~j - q~j_l)2 = 
qL + qlj-l - 2q~jq~j-l cos cp, with the constraint in Eq. (20.17), using 
aj = min(q~j, q~j-d/ max(q~j, q~j-d: 

1 J dcp g·(a·) = - E>(a· - 2coscp) 
] ] 2n 1 + aJ - 2aj cos cp ] 

It is straightforward to calculate the integral and we obtain 

2 - - arctan { 
1 2 [(1+aj).)§3] 

(1 - aj)gj(aj) = 1 n (1-aj).J2aj+l 
1 > aj > 0.5 

0.5> aj > 0 

(20.19) 

(20.20) 

To prove these statements it is necessary to carefully disentangle the 
contributions from the gluon emission in the CCMF model and sum over 
the non-eikonal form factor, cf. Eqs. (19.49), (19.50), for those which do 
not fulfil Eq. (20.17). Further it is necessary to convince oneself that it 
is possible to emit all the remaining gluons as FSB radiation from the 
dipoles between the chosen ISB gluons. We will consider these results 
in subsections 3 and 4, but in the remainder of this subsection we will 
investigate the consequences of the local stochastical process, which is 
symmetric with respect to the target and probe side defined by Eqs. 
(20.18) and (20.20). 

'Local' means that the dipoles are determined by a Markovian stochasti­
cal process in the variables z, K. With the q~n-values and xn(= rr zj)-values 
already obtained the next value of q~ and a value of Z can be chosen 
according to Eq. (20.18), e.g. by Monte Carlo simulation routines. The 
gluon p ~ is then defined by Eq. (20.17), its value of (1 - z) rr Z j computed 
and we may then easily generate a dipole chain as shown in Fig. 20.8. 

There is complete symmetry with respect to the target and the probe 
side, i.e. the values of the splitting variable z may be chosen along 
the positive or negative lightcones as z± (for the definition, see below 
and subsection 3 and for a discussion of this choice, subsection 4); the 
variables Z± define the 'steps', 10g(1/ z±). The value of log ql then defines 
the 'height' of the propagator virtuality and finally the emitted gluons 
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(extended folds) are placed in an almost obvious way (for details, see the 
discussion in subsection 3). 

There is a subtle but necessary change when we consider the production 
process from the probe side towards the target. The energy-momentum 
conservation equations at every vertex are written as qj-l = qj+Pj and the 
index is increased from the target side. From the probe side we should, ac­
cording to our convention, decrease the (propagator) indices, i.e. we must 
rewrite the relations as -qj = -qj-l + Pj and generate 'negative' propa­
gator vectors, but this is of course no problem (as they are all spacelike). 

In Section 20.6 we noted the stepwise character of the process, i.e. that 
the splitting variable Z ~ 1, in general. Then the positive and negative 
lightcone components fulfil q+(j-l) ~ z+jq+(j-l) = q+j ~ P+(j+l) and 
-q-(j+l) ~ -Ljq-(j+l) = -q-j ~ P-j· Therefore the off-shell propagator 
vectors qj are shown in Fig. 20.8 as horizontal lines between the two color­
adjacent gluon emissions which form the dipole, with -qJ = -q+jq-j + 
q2 '" q2 l.j - l.j. 

In the next subsection we will consider the geometry of the triangular 
phase space for the emerging dipole chain. Although we have consid­
ered gluon emission within this phase space before, the situation for the 
bremsstrahlung in deep inelastic scattering is kinematically more complex. 

3 The geometry of the triangular phase space for DIS events 

In this subsection we will consider in some detail part of Fig. 20.8, in 
order to get acquainted with the way in which an emerging state in DIS is 
described in the triangular phase space of the LDC model. We concentrate 
on a dipole spanned between the emitted gluons Pl,P2, with propagators 
ql, qo, q2 in accordance with Fig. 20.9(a). 

We note that the propagator qo is in between the massless gluons and 
we have chosen to exhibit the state in such a way that the propagator sizes 
are ordered as -qr < -q5 < -qi. (Exchanging the indices 1 and 2 would 
correspond to exchanging the probe and hadron side in the following 
arguments.) As the propagator sizes are dominated by the transverse 
momenta in most Lorentz frames (see below) we obtain, according to 
Eq. (20.17), Pl.l = ql.O and Pl.2 = ql.2. This is the most general situation 
possible (with obvious changes if we exchange the probe and the target 

sides) apart from the case when Pl.l ~ Pl.2 ~ ql.O > V-qi, which, as 
we will later see, corresponds to a Rutherford scattering contribution (for 
the remainder of the discussion it is useful to note that in the LLA the 
inequalities < can be exchanged for ~, and ~ for equality). 

The first observation is that there is a simple relationship between the 
variables Z± corresponding to the splitting variables in the two different 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


444 The Lund linked dipole chain model 

Fig. 20.8. A fan diagram in the LDC model as described in the triangular phase 
space. The extended folds correspond to on-the-mass-shell gluons and the arrows 
to the connector propagators. The front (back) borderline of the total triangle 
corresponds to the phase space boundaries, i.e. log P + (log Q_) for the parton 
(probe). 

directions, since for z+, ql ~ qOPI and for L, -q2 ~ -qOPI. From the 
figure we may read off 

(20.21) 

(it is useful to relate this result to the requirement in Eq. (20.16) !). 
According to perturbative QeD we may consider the state as resulting 

from the scattering of the two propagators ql, -q2, considered as the 
incoming entities, with the exchange of qo to obtain in the final state the 
two emitted gluons PI,P2, according to Fig. 20.9(b). (The minus sign in -q2 
is introduced to keep to energy-momentum conservation, as mentioned at 
the end of the last subsection, i.e. ql - q2 = PI + P2.) 

While the triangular dipole phase space is manifestly invariant under 
Lorentz boosts along the chosen axis (i.e. the rapidity Y ~ Y + Yb with 
Yb, the boost rapidity, such that all rapidity differences stay constant) it 
is not so with respect to transverse boosts. We will therefore consider the 
scattering in two different, transversely boosted, Lorentz frames and also 
construct an approximate transformation between the frames in order to 
be able to understand the distribution in the triangular phase space. 

As the dominating virtuality is -q~ we will make the approximation -qr :::::: qil :::::: 0, using the LLA. We have then a dynamical situation 
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Fig. 20.9. A description of part of the fan diagram in the triangular phase space: 
(a) the three propagators ql, qo, q2, denoted by lines, and the two emitted gluons 
PI,P2 of the dipole, for simplicity denoted by circles (although they correspond 
to triangular folds); (b) the corresponding scattering situation; (c) the resulting 
configuration in the probe( -q2)-parton( ql) ems frame. 

similar to deep inelastic scattering with -q2 as the probe and the other 
three entities as massless particles. In the first frame the probe virtuality 
-qi == Q2 will correspond to a strong transverse momentum pulse Q2 c::::: 

qi2 = Pi2 ~ pL = qio· Then the situation is similar to the description 
of a DIS event in the lepton-parton cms frame. In this frame the lepton 
and hadron approach each other along an axis. After the encounter the 
lepton recoils with a large transverse momentum -pn. The field probe 
(emitted by the lepton), -q2, then transfers the final-state parton, indexed 
2, to c::::: Pl.2. (The notation c::::: is used because there is also some transverse 
momentum flowing through the propagator qo to pIo) 
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With a dipole mass (Pl + P2)2 = W2 we obtain, for the Bjorken variable, 
x = Q2 j(Q2 + W2). In order to interpret this variable in the triangular 
phase space we neglect in this frame the variables q+2 ~ q-l ~ 0 (i.e. we 
assume that in the production of the dipoles before and after the one under 
consideration the splitting variables z ~ 1). Under those circumstances 
we obtain from energy-momentum conservation q+l ~ PH + P+2 and 
-q-2 ~ P-l + P-2 so that we may make the approximation 

W 2 + Q2 ~ (Pl + P2)2 + (pn)2 ~ -q+lq-2 (20.22) 

From Fig. 20.9(a) we find, using Eq. (20.22), that the variable 10g(ljx) 
approximately equals the splitting variable 10g(ljz+). 

We will next consider the scattering in a frame where the two propaga­
tors have vanishing transverse components and lightcone components 

(20.23) 

Remembering the minus sign we conclude that these are the probe( -q2)­
parton(qd ems coordinates, i.e. we are using a description of the DIS event 
similar to the one in Section 19.4 (cf. Fig. 19.3). The final-state energy­
momentum vectors will after the exchange of qo be (using q~o == p~) 

pi 
PH = q+l(l- z), P-l = -, P~ 

P+l 
pi (W2 + Q2)(1 - z) 

P+2 = -, P-2 = -P~ 
P-2 W 

(20.24) 

Energy-momentum conservation provides the following formula for the 
exchanged transverse momentum P ~ : 

2 [zW2 - (1- z)Q2](W2 + Q2)(1_ z) 
P~ = W2 

and we also note that the total virtuality of the qo-propagator is 

2 pi zW2 - (1- z)Q2(W2 + Q2) 
-qo = (l-z) W2 

(W2 + Q2)(z - x) 

(1- x) 

where we have introduced the value of x defined before. 
There are a few conclusions to be drawn immediately. 

(20.25) 

(20.26) 

I From the expressions for pi and -q5 we conclude that the splitting 
variable actually must be z+ = z > x, and also that for fixed values 
of Wand Q, z must grow with the value of the propagator -q5. A 
closer analysis of the components of the momentum transfer qo tells 
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us that -q+oq-o = zp3j(1-z) so that unless z < 1-z this part of the 
propagator size -q5 will dominate over the transverse momentum 
part -pi- We will analyse the occurrence of large values of z in 
the next subsection. Remember that the possibility of large z-values 
implies problems for the BFKL mechanism in the x-development of 
the structure functions, cf. Section 19.5. 

II When we compare the configuration in Fig. 20.9(a), where -q2 brings 
P2 to the same transverse momentum, Pl2 c::: Q2 > -q5, as that in 
the second frame, cf. Fig. 20.9( c), there are some differences. The 
emitted gluon vectors in the final state, PI, P2, are both placed, in 
the second frame, at the same 10gPI -level, corresponding to the 
exchanged transverse momentum in the propagator qo. While PI has 
basically the same position as before, P2 has moved down along the 
lightcone line log Iq-21, i.e. it has a smaller transverse momentum. (It 
is useful to consider the appearance of the dipole having q2 as the 
propagator in the new frame!) 

III While the second frame is a rest frame for the dipole the main axis is 
not along the dipole axis. The vectors PI = -P2 form an angle with 
the main axis and also have an azimuthal angular difference n; note 
that in the triangular phase space each point in general corresponds 
to all azimuthal angles around the main axis! It is instructive to 
perform the necessary rotation to make the dipole axis the main 
axis. We will find that while the dipole axis in the first situation is 
a smooth curve from the positions of PI to P2, although with a dip 
at the centre corresponding to approximately vanishing transverse 
momentum, in the new frame the two axes are exchanged. 

Next we will construct an approximate Lorentz transformation between 
the dipole rest frame and the lepton-hadron cms in Fig. 20.9(a). To 
that end we start in the cms with the axis along the dipole axis so 
that P+I = P-2 = W; we then boost along the positive axis to obtain 
p~{ = exp( -yt}P+I, p~1 = exp(yt}p-2, with a large boost rapidity YI; see 
the treatment of such boosts in Chapter 2. 

Then we perform a transverse boost to obtain a large Ip~11 == Q along 
some azimuthal direction. Finally we perform (in this new frame) a boost 
along the original dipole axis to obtain the vector p~3) c::: (Q2 / W, W, Q_d 

while pi3) c::: (W, 0, OJ..); in both cases we use lightcone coordinates and 
there are corrections of order exp( -2yt}. 

It is now of interest to investigate what the transformations defined 
above will do to the points in the triangular phase space. Suppose that we 
take a (lightlike) vector approximately equal to P2; the simplest example 
would be P2 = (p2,O < ( < 1. The three Lorentz transformations we have 
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Fig. 20.10. The result of Lorentz transformation between the P1P2-dipole rest 
frame and a transversely moving frame, as described in the text. 

described above will evidently transform it into (pi3), i.e. with increasing 
(-values it will move from the baseline up along the triangle corresponding 
to P2, see Fig. 20.10. Similarly the lightlike vectors (close to P2) with small 
but nonvanishing transverse momenta (and azimuthal angles along and 
opposite to the boost direction) will fill in the region around this middle 
line (the shaded region in Fig. 20.10). Thus the shaded area, which comes 
to an apex at P2, corresponds to the vectors which are collinear to P2. 

The reason for doing this transformation exercise for the points in the 
triangular phase space is to be able to describe the role of the virtuality 
-q5 for the dipole spanned by PI,P2. In the dipole chain, shown in Fig. 
20.8, we note that only final-state bremsstrahlung (FSB) is allowed within 
the shadowed region below the corresponding propagator. For the cases 
denoted by the indices 1,2,4 the regions are bounded either by broken 
(logarithmic lightcone) lines, starting on the emitted gluons, or by the line 
corresponding to log( -qJ) :::: log(q]). 

According to the results above it is the FSB emission, which is collinear 
to an original ISB gluon, that will cover the first kind of region, i.e. those 
FSB gluons that are produced close to the ISB gluon. 

Actually it is straightforward to convince oneself that 

FSB1 if we allow all possible bremsstrahlung in the rest frame of the 
dipole with Pl..FSB ::;; vi _q2 (q being the energy-momentum of the 
propagator in the relevant dipole) and 

FSB2 if we then transform back to the original, i.e. the externally defined, 
frame 
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then the FSB gluons will cover just the region below the broken lines and 
the logarithmic virtuality log(-q2) ~ logqi. 

4 The role of the virtuality and the possible extensions 

According to the subsections above, in the LDC model the FSB is the 
radiation which can be emitted from the dipoles spanned by two adjacent 
initial state bremsstrahlung (ISB) partons. Each dipole can be charac­
terised by two parameters, its mass, describing the size of the related 
triangular phase space, and its virtuality, i.e. the -q2-size of the propa­
gator which defines the largest transverse momentum allowed for FSB in 
the rest frame of the dipole. We will in this subsection provide a physical 
argument for the ocurrence of the virtuality cutoff and after that consider 
both the occurrence of large z-values and the possibility of extending the 
model outside the leading-log approximation (LLA). 

In the description of time like partonic cascades, which we encountered 
in e+ e- annihilation events through the dipole cascade model (DCM), 
see section 17.2, there is a corresponding notion, i.e. no new emission 
is allowed with a transverse momentum above the earlier emission (the 
earlier emission may often define the dipole as such and the p .i-ordering 
corresponds to the coherence conditions of the radiation). The result that 
there can be no emission above the propagator _q2 is, in connection with 
DIS events, a major result in the CCMF model, see section 19.6, and we 
will now outline a dynamical argument for this feature. 

If we go back to the definition of a propagator in the Feynman way, 
cf. section 3.3, in particular subsection 3, we find that it describes the 
field activity inside a region compatible with Heisenberg's indeterminacy 
relations. If we use a coordinate system such that the energy-momentum­
space propagator size _q2 is essentially transverse, i.e. _q2 ~ qi, then 
the size of the corresponding coordinate-space region is given by the 
canonically conjugate variable, i.e. the impact parameter b. 

The occurrence of a particular -q2-value consequently corresponds 
to a coordinate-space transverse distance b ~ 1/ J _q2. Therefore the 
propagator size implies that the two partons forming the dipole do not 
stem from a point like region, i.e. there is a transverse distance between 
the emerging parton currents. In the soft radiation model in Section 20.5 
we have already considered the radiation from an extended 'antenna'. 
The result, that there is no emission with transverse momentum above the 
propagator _q2 :2: PiFSB' is due to the same extension property, cf. Eq. 
(20.8). All radiation with a wavelength smaller than the typical size of the 
emitter is (form factor) suppressed. In the logarithmic phase space this 
implies at least exponential suppression, which in the LLA corresponds 
to a vanishing result. In the language of the CCMF model, [44], the 
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same property is phrased as follows: above the propagator virtuality real 
emission is cancelled by the virtual corrections. 

We note that the present results are only valid in the leading-log 
approximation (LLA). It is tempting to extend the model beyond the LLA 
by the use of the 'true' splitting functions &'(z), see Eq. (19.30), instead 
of the liz-pole. There are then a set of problems to be faced. In order 
to resolve them we will make use of the scattering results of subsection 3 
above and the derivation of the splitting functions in Section 17.7. 

The first problem we encounter is whether we should interpret the 
splitting variable z as z+ or L, i.e. in the notation above whether we 
should consider the process from the target or from the probe side. To 
resolve that question we consider Fig. 19.6 and note that in the derivation 
of the splitting functions, see e.g. Eq. (17.25), the incoming parton is 
assumed to be massless. In Fig. 19.6 it is denoted by its lightcone energy­
momentum fraction x' == q~1 P +, with P + the (target) parton energy­
momentum. It is split up into a parton, with x == q+IP+ = zx', assumed 
to have a (large) virtual mass, _Q2, and another massless parton with 
Xg = (1 - z)x'. Then the variable z equals z+ == q+lq~, i.e. the positive 
lightcone energy-momentum ratio of the consecutive propagator vectors. 

Thus if we increase the virtuality from the target side, which in the 
notation above means that 1<j-l < 1<j (examples in Fig. 20.8 are 1<1 < 1<2 < 
1<3 and 1<4 < 1(5) - note that this means going 'down' in virtuality from 
the probe side! - then we should use z+. In the opposite case, i.e. when 
we go down from the target side, which means that we go up from the 
probe side (the example in Fig. 20.8 is 1<4 < 1(3) then we should evidently 
use z = L in order to keep to this virtuality ordering. 

But there is another and more difficult problem. Besides the z-pole 
the splitting functions, &'(z), contain some finite corrections and even 
a (1 - z)-pole, cf. section 17.7. We have already discussed the (1 - z)­
pole in connection with the DGLAP mechanism (where it is formally 
regularised by means of the Sudakov factor or physically by energy­
momentum conservation). Within the BFKL mechanism there is a problem 
if the bremsstrahlung emissions stem from large z-values, cf. section 19.5. 
In order to investigate the occurrence of large z-values we return to the 
results of subsection 3. 

From Eqs. (20.23)-(20.26) we may read off the behaviour of the emitted 
gluon vectors Pl,P2 for all values of z, see Fig. 20.11. The size of -q5 
will increase with z (for fixed W, Q) and be equal to -q~ = Q2 for 
z = Zl = x(2 - x) (which satisifes 1 ~ Zl ~ x as it should). Further, the 
two vectors PI, P2 will be described by the same point in the triangular 
phase space when z = Z2 = (1 + x)/2 (note that 1 ~ Z2 ~ zd. At 
this point the scattering situation corresponds in the cms to a scattering 
angle e = n12, (it is straightforward to see that P+j = P-j = P.Lj, j = 
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1,2), i.e. the vectors Pi are transversely directed, with opposite azimuthal 
angles. 

If z increases further the two vectors PI, P2 change place with respect 
to rapidity ordering in the triangular phase space. We obtain a situation 
similar to that discussed in Section 15.4, in particular in subsection 1, 
and in Section 17.8, i.e. that the color-field flow is not stretched along the 
'simplest' direction between the emitted partons in a cascade, see Figs. 15.8 
and 20.11(b). This is a forbidden configuration in a strictly strong-angular 
ordering scenario but, although in general strongly suppressed, it is often an 
allowed configuration when QCD coherence is not taken approximately; 
we are after all working in a three-space-dimensional world! 

When we continue, for values of z > Z2, the situation corresponds to 
backwards scattering with a cms scattering angle () > n /2. The trans­
verse momenta of the two Prvectors decrease but the propagator size 
-q5 increases to -q5max = Q2 + W 2. The development for increasing z­
values is shown in Fig. 20.11(a). Within our present knowledge, which 
comprises the results from the analysis in the CCMF model, there is no 
indication of the way to treat this situation. We only know that it must 
be suppressed owing to the difficulty of fulfilling the QCD coherence 
conditions. 

We should also be aware, however, that color coherence may not be 
only a question of angular ordering when we consider the development 
along a line with gluon quantum numbers, i.e. when there is both a color 
and an anticolor line along the propagator chain and the emitted partons 
are gluons. It is straightforward to convince oneself that in half the cases 
the two (adjacent) gluons PI,P2, which we have considered repeatedly, will 
have a color charge in common but in the remaining cases they correspond 
to emissions from the two independent color lines of the propagator; the 
two situations are shown in Fig. 20.11(c) but at the present time we will 
have to leave the above-mentioned question as an open problem. 

There is one situation which we have up to now completely neglected 
and that is the gluon splitting process g ~ qq. As always it is only at a 
small percentage level compared to gluon emission g ~ gg and therefore 
is of minor interest along the emission chains. But it is of direct interest 
at the end of any fan diagram because an electromagnetic (as well as a 
weak-interaction) probe can only interact with the q- and q-partons. We 
note that in this case there is no pole for the splitting variable so that z 
and 1 - z are in general of the same size, cf. Eq. (17.26). 

We finally note another consequence of the scattering behaviour de­
scribed above when Zl < z < Z2 (which for small values of x :::: Q2/W2 
is essentially the whole available z-region 0 < z < 1). In this case the 
two ISB gluons PI, P2 are both placed at the same log pi :::: log( -q5) 
level, i.e. at the two edges of the largest propagator qo above -q2. In this 
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Fig. 20.11. (a) For small values of the splitting variable z the dipole virtuality 
size fulfils -q5 :::: qio ~ -q+oq-o (the lower 'crossed' configuration) but for large 
z, loge -q5) increases to the turning point z = Z2. For 1 > z > Z2, loge -q5) 
increases further but then -q+oq-o > qio (the upper 'crossed' configuration). The 
two cases correspond to the two color-line descriptions in (b). In (c) we have 
the two color-flow situations when there are gluons as 'in', 'out' and propagator 
partons. 

situation the chain moves up and down in virtuality in a symmetric way 
from both the target and the probe side. It corresponds to a Rutherford 
scattering interaction like the one described in detail in Section 5.4. From 
the weight distribution in Eq. (20.18) we find that in the present case there 
will be a pole of the kind (_q5)-2 :::: P"i4 (there is one p"i2-factor from 
each side), in accordance with the results of Eq. (5.40)! Thus, as we will 
further discuss in the following subsections, the ISB bremsstrahlung in the 
LDC model goes over to Rutherford scattering at the largest virtuality in 
the chain. 
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5 The different channels in deep inelastic scattering 

In the analysis of the structure functions it is in general tacitly assumed 
that the major momentum transfer stems from the external probe, _q2 = 
Q2. As we have seen in the subsections above the LDC model contains 
the possibility of considering also situations where there is some virtuality 
along the chain which exceeds Q2. Such situations are of interest in 
particular for small and moderate Q2-values (with large cross sections at 
HERA) and we will in this subsection subdivide the DIS cross section 
into three channels with different properties in this respect: 

I the usual quark-parton model interaction, in which the largest virtu­
ality along the chain is given by Q2, 

II a boson-gluon fusion (BGF) event, in which the (final) propagator 
virtuality exceeds the probe virtuality _q2 c::::: qin > Q2, 

III a Rutherford parton-scattering event, in which there is one virtuality 
further down the chain, qimax, exceeding all the remaining ones (note 
that there may in general be several 'local' maxima if the chains are 
sufficiently long, counted in log(1/x) units, but as such situations 
are very rare within the presently obtainable energy regimes we will 
neglect them). 

In Fig. 20.12 the triangular phase space is again shown (we will sub­
sequently use the probe-parton cms according to Section 19.4 and sub­
section 3 above) with the variables log(1/xB) and log Q2 and with three 
'chain-roads' as examples of the cases I-III. On the right-hand side of the 
figure we show the conventional Feynman diagrams for the three cases 
and the main momentum transfer is particularly emphasised. 

The structure function f is for case I conventionally obtained from an 
integral over the last propagator ql.. ~ Q (here x = IT Zj = XB and ff is 
the so-called non-integrated structure function): 

Q2 d 2 
f(x, Q2) = J q/ ff(x, qi) (20.27) 

ql.. 

Therefore in the probe-parton cms the chain will end somewhere along the 
(positive lightcone) line AB. Just like the emitted parton P2 in the scattering 
discussion of subsection 3, the final-state parton, after absorption of the 
probe momentum, will keep the transverse momentum from the chain, i.e. 
Pl..n+l c::::: ql..n, and end up at point E along the (negative lightcone) line 
CD, corresponding to the Q_ of the probe. 

For the boson-gluon fusion event in case II we note that the last 
propagator will have qin > Q2 and also q+n = xnP+ with Xn = ITZj > XB. 
This last relation can be read off from Fig. 20.12 and can be understood 
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Fig. 20.12. Examples of the different kinds of fan diagram chain. Using Q+ = xP + 
the baseline rapidity region is divided into (-log Q_, log Q+) and (log Q+, log P +) 
with lengths log Q2 and log(l / x), respectively. 

from the following simple calculation. The last parton in the chain, see the 
second chain path in Fig. 20.12, will again have Pl..(n+l) ~ ql..n and pick up 
the negative lightcone fraction of the probe, i.e. P-(n+l) ~ Q_. Therefore 
energy-momentum conservation at the vertex qn ~ -QP(n+l) provides, cf. 
the kinematics discussed in subsection 3 and in Section 19.4, 

Q 2 2 Q2 2 
_ Q + _ + P l..(n+l) '" + ql..n (20.28) q+n - - + P+(n+l) - -Q Q 

- P-(n+l) -

We conclude that, while the first term in the last expression is by definition 
xBP +, in the boson-gluon-fusion situation the second term will dominate, 
i.e. qin > Q2. We then obtain q+n ~ P+(n+1) = I1(Zj)P + = xnP + = 
xP +qinIQ2. We may go further and conclude that the definition of the 
non-integrated structure function can be extended from Eq. (20.27) to 

{ 
·f Q2 2 

"= XB 1 > ql.. 2029 
X xBqi/Q2 otherwise ( . ) 

f( Q2) - J dqi =(" 2) x, - -2:#' x,ql.. , 
ql.. 

but we must then in the second equation remember that there is a factor 
Q2 I qi included in the last step for the non-integated $', corresponding to 
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the definition of the transverse momentum dependence in Eq. (20.17) (we 
must go downwards from ql to get to Q2). 

Finally for chain-road III with ql.max exceeding all other momentum 
transfers the same argument provides for the non-integrated ff 

Q2 q2 q2 Q2 
- X ~ X ... x ~ = -- (20.30) 2 2 2 2 
ql.n ql.n-l ql.max ql.max 

i.e. a direct generalisation of the results for the boson-gluon-fusion events. 
As each step is weighted by dK = dqll ql the Rutherford scattering result 
dqlmaxl qimax will occur as soon as we reach a maximum and would like 
to go downwards along the chain. (An observant reader may note that 
the contributions appear in a non-symmetrical way with respect to the 
target and probe sides but an even more observant one will note that 
the structure function as it is defined is not a symmetric notion, cf. the 
discussion in section 20.8.) 

The main result is, however, that the LDC chains include Ruther­
ford parton-scattering contributions, too, and that the largest momentum 
transfer subdivides the event chain into one part stemming from the 
(coherent) bremsstrahlung from the parton while the other part can be at­
tributed to the resolved probe. Thus the largest transverse momentum of the 
bremsstrahlung chain(s) provides the lowest cutoff for Rutherford scattering, 
and conversely Rutherford scattering along a chain provides the upper cutoff 
for the bremsstrahlung. 

It is consequently possible to define a structure function for both the 
target and the projectile and then the notions of 'probe' and 'parton' 
are a matter of convention, because the cross section for the interaction 
corresponds to the convolution of these two structure functions together 
with the relevant Rutherford parton interaction. 

20.8 The structure function behavior of the LDC model 

1 Introduction 

In this section we will provide a more detailed analysis of the properties 
of the structure functions than we have done before and in particular 
exhibit the combined role of the DGLAP and BFKL mechanisms for 
the final result (although we will find that over the HERA energy region 
the DGLAP mechanism will be the dominant one, except for such small 
Q2-values that we cannot trust the results of perturbative QCD). To avoid 
confusion we repeat some of the notation. We use the ordinary DIS 
variables W 2, Q2, XB = Q2 I(W2 + Q2). For the emitted massless gluon and 
the (spacelike) propagator vectors we use p, q, for the splitting variable and 
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the transverse momenta we use z,q-l,P-l and for the natural logarithmic 
variables we use t == 10g(1/xB),K == 10gqi,LQ == logQ2. 

2 The integral equations for the non-integrated structure function 

The results of the earlier subsections can in a straightforward way be for­
mulated as an integral equation for the non-integrated structure function 
.fi', cf. Eq. (20.27), which actually is a function only of t and K: 

3 

.fi'(x, qi) == .fi'(t, K) = L J j 
j=l 

The meanings of the the terms J j are as follows. 

(20.31) 

J 1 This is the possibility of taking a single step from a starting point 
(to, LQo) (conventionally to = 0, LQo = 0, which defines both the 
properties of the starting-point and the scale of the coupling), to 
the final point (t, K). It is a boundary term, Jl = Ci, in the integral 
equation. 

J 2 This is the possibility of being at a point (K', t') below K, i.e. LQo < 
K' == log qi < K and to < t' == 10g(1/x') < t = 10g(1/xB), and 
taking the final step to t upwards in transverse momentum (as in 
the DGLAP mechanism). We obtain 

(20.32) 

J 3 This is the possibility of being at K' > K and taking a step downwards 
to K. Note the factor qi/ qi = exp(K - K') in .fi' and a compensating 
change t' ~ t' + K - K' according to Eqs. (20.18) and (20.29): 

J3 = it CidK' exp(K - K') fot+K
-

KI 
dt' g.fi'(t', K') (20.33) 

This is a leading-log approximation (LLA) equation. If we go further 
and neglect the variations around the pole and put g = 1, cf. Eq. (20.18) 
and the discussion below, it will be a symmetric (in mathematical terms 
'Hermitian') integral equation in terms of the left-right (i.e. from the 
probe and parton side) symmetric non-integrated .fi's == .fi' exp( -K/2). 
(This is the lack of symmetry we noted in connection with the Rutherford 
contributions to the structure functions in subsection 4 of the last section.) 
We immediately recognize the DGLAP contribution in the first two terms, 
cf. Eqs. (19.33)-(19.35). We will next exhibit the corresponding BFKL 
contribution, in particular the Lipatov kernel, which was mentioned in 
section 19.5. 
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Before we continue we note the starting point of the LDC model, i.e. 
that the transverse momentum generation stems from d2q~/[2n(q~ _q~)2], 
the azimuthal angular average of the pole term 1/PI in the emission, as 
seen in Eqs. (20.18)-(20.20). The factor g contains the LDC requirement 
given in Eq. (20.17) but it is unity unless we are close to K ~ K', i.e. when 
the emitted gluon transverse momentum is very small, p~ ~ o. 

In order to relate the pole term to the Lipatov kernel we use the 
following approximate relationship: 

ff(t, K') D.( , ) ff(t, K') - ff(t, K)0(q~ - p~) 
2 \!:'Jp~-q~ ~ 2 
p~ p~ 

(20.34) 

If this is inserted into the integral equation Eq. (20.31) and the equation 
differentiated with respect to t = 10g(1/x) we obtain 

aff(t, K) = J ad2q~ [ff(t ') - ff(t )0( -)] (20.35) 
at 2nPI ,K ,K q~ p~ 

which is almost the BFKL equation. The difference is the occurrence of 
t = max(t, t + K' - K), i.e. the compensation in the contribution .53, which 
corresponds to the use of the relevant splitting variable L instead of z+, 
cf. Eq. (20.21) and the discussion in subsection 4 of the previous section. 

3 The solutions to the integral equations 

Using the conventional methods for analysis, we will now investigate 
the solutions of Eqs. (20.31) and (20.35). To that end we introduce the 
moments of the non-integrated ff N: 

ff N = J dx xN -1 ff 

and the anomalous dimensions, YN of this moment function: 

ff N oc (q~)2YN = exp(YNK) 

Insertion into Eq. (20.35) provides the following result: 

a a 
1 = N -1 ~(YN) == N -1 [h(YN)-h(N -YN)] 

(20.36) 

(20.37) 

(20.38) 

The two h-terms in ~ stem from the the transverse momentum integrals 
in .52 and .53 from Eqs. (20.32) and (20.33). If we put t = t in Eq. 
(20.35), i.e. in practice neglect the difference between z+ and L, then 
the argument N - YN in the second h-term of ~ becomes 1 - YN. This is 
a consistent procedure in the BFKL approach (to be called conventional 
BFKL) because the intention is to take into account the sub-leading 
contributions in the transverse momentum fluctuations while keeping to 
the 1/ z pole in the longitudinal generation. 
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It is straightforward to obtain the following expression for the function 
h (if we use Eq. (20.35), i.e. basically put g = 1 in Eqs. (20.18) and (20.31)): 

(l du(uy- 1 - 1) 
h(y) = Jo (u-l) =lp(I)-lp(Y) (20.39) 

where lp is the Euler function (the derivative of the logarithm of the 
r -function). There is a mathematical theorem by which we may invert the 
moment equation (20.36) to obtain a formula for :F itself, including both 
the XB- and the q~ -dependence. We will not write out the formulas but, as 
we have noted before, the major xB-dependence will stem from the largest 
value of N - 1 which is a solution to Eq. (20.38). For conventional BFKL 
any useful mathematical table will show that this occurs for y N = 1/2 and 
that for this value of N = NL (the Lipatov case) 

NL -1 = 2Cih(I/2) = 4Cilog2 == AL (20.40) 

It is an interesting fact that this value of N L corresponds to the place where 
the two solutions of Eq. (20.38) coincide, in accordance with the symmetry 
y +-+ 1 - y. In the inverse moment integral we then have a singularity (the 
two poles, corresponding to the solutions, will approach their common 
value from each side of the integration contour and provide a 'pinch 
singularity'). While h :::: 0.5 in Eq. (20.40) (for Ci = Ncas/n :::: 3/n x 0.2) 
the corresponding general solution of Eq. (20.38) (when the difference 
between z+ and L is not neglected) corresponds to a pinch singularity 
for y = N /2. Then the largest A-value is diminished to A:::: 0.31! 

We have already seen in section 19.5 that there are very large cor­
rections to the BFKL mechanism (stemming from the contributions to 
the integrals for large values of of the splitting variables z). The result 
just mentioned corresponds to a different mechanism. If we allow for 
the simplest corrections, those subleading in N, to the BFKL eigenvalue 
equation (which recognise the fact that z+ f L in general) then we again 
obtain very large changes in A. And these corrections will again result in 
essentially smaller effective A-values! 

4 Further remarks on the solutions 

It is possible to continue the analytical investigations of the structure func­
tions and e.g. to introduce the LDC requirement, which effectively means 
reintroducing the factor g in Eq. (20.18). But it is then necessary to take 
recourse to numerical calculations because the integrals no longer corre­
spond to elementary functions. The result of such investigations are that 
for a sufficiently large value of 10g(l/xB) there is always an approximate 
power behaviour, i.e. the gluon structure function XBg behaves as xI/ e 

with an effective power Ae :::: 0.3 ~ AL. But for values of 10g(l/xB) of the 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


20.8 The structure function behavior of the LDC model 459 

same order as log Q2 (cf. Fig. 20.12)) the DGLAP mechanism, leading to a 

structure function XBg ex exp[2Vx(Q2)log(1/xB)]' cf. Eqs. (19.35)-(19.36), 

will be dominant (with a very slowly varying function X(Q2) and also a 
slow dependence on the proportionality constants). 

We will end this investigation with a few simple analytical calculations 
to exhibit these facts. In the first we will find that for small K = log qi 
values the very construction of the LDC chains leads to a simple result of 
the BFKL kind. In the second we will nevertheless find that the BFKL 
mechanism is only relevant for very large values of t = 10g(1/x). Finally 
we will consider the effect of a running coupling on the LDC equations 
and show that the BFKL diffusion effect in transverse momentum, i.e. the 
gaussian log Q2 behaviour with a width proportional to t mentioned in 
Section 19.5, is not consistent. 

In the LDC model it is according to the earlier subsections possible to 
go up and down in K along the chains. Let us consider all the possibilities 
of a combined step-motion, cf. Fig. 20.13: we consider the situations when 
there is one set of up-steps followed by another set of down-steps. Thus 
we start at t +0 == to = LQo = ° and only follow (in K) upwards directed 
chains to reach a stochastically chosen maximum point Kl at t+l == t1. 

Then we continue (still from the target side) downwards to reach the final 
point t + == t at K < K1 (note that the second part corresponds to up-steps 
from the probe side !). 

We would like to obtain the total weight in the LDC model from 
all possible chains with this property. Then we have (from the target 
side) a DGLAP motion (0,0) -+ (t1,Kr) and from the probe side a 
corresponding DGLAP motion (t -0 = 0, K) -+ (t -2 == t2, Kr) (where 
t -0, Kr) corresponds to the endpoint t + == t, K and t -2 t2, Kr) the 
maximum point t +1 == tl, K) ). From Fig. 20.13 we obtain 

K1=K2+K, t1+t2+K1=t+K (20.41) 

We will use a fixed coupling iX, which means that the DGLAP con­
tributions for the two cases are exp(2JiXtj Kj), j = 1,2 (note that, for 
fixed coupling, X = iXK according to Eq. (19.35)). For the symmetric non­
integrated ff's, defined above, we have the factors exp( -Kj/2) from the 
transverse momentum generation and we are then supposed to sum over 
all contributions with the constraints in Eq. (20.41). Thus we have an 
integral in two independent variables, which may be chosen as e.g. t2 and 
K2: 

ff's = J dt2dK2 exp [2JiXt2K2 + 2Jet(K + K2)(t - t2 - K2) - K2 - K/2] 

(20.42) 

where we have introduced the constraints from Eq. (20.41). This integral 
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can be solved by stationary-phase or equivalently saddle-point methods, 
i.e. we look for the maximum in the integrand exponent as we did when 
investigating the fragmentation function in the Lund model in Eq. (9.6). 
This time we have to consider the maximum with respect to two variables 
but after a little algebra we find the surprisingly simple result that 

ffs c:::: exp[(R - 1)(2t + K)/4], R = )1 + 8iX (20.43) 

Thus the symmetrical structure function only depends upon the rapidity dif­
ference between the starting point and the endpoint, i.e. t5y == t + K/2, cf. 
Fig. 20.13(a). This means that the result can be easily generalised to any 
number of added going-up and going-down cells. A closer examination 
tells us, however, that the maximum is only obtained within the integra­
tion region if t is large compared to K, i.e. if there is a sufficiently strong 
suppression of large K-values. There will be a dividing line with 

R-l 
K= --t5y 

R 
(20.44) 

(where R is defined in Eq. (20.43)) with the property that for smaller 
K-values there is a maximum but for larger K the main contribution is a 
single DGLAP motion always directed upwards in K. It is interesting that 
we again meet a result very similar to the one obtained in the soft radiation 
model in section 20.5, i.e. a cutoff which can be formulated as in Eq. (20.10). 
(It is worthwhile to calculate the corresponding 'dimension' in the cutoff 
as a function of both Ae = (R -1)/2 and iX and consider the consequences 
of the results!) Anyway for K below the line the result is obviously of 
the BFKL kind, i.e. there is (besides the symmetrical K-dependence) an 
effective x-Ae behaviour, but this time with Ae = (R - 1)/2 c:::: 0.3 for our 
'conventional' value of iX c:::: 3/ n x 0.2. 

The next calculation will provide a useful formula for the major contri­
butions to the structure functions when we start at the point to = LQo = 0 
and make use of all possible paths that end on the point (t, LQ). It is 
actually only possible to perform the full calculation by means of numer­
ical methods but the final result is sufficiently simple that the following 
considerations apply. Firstly it turns out that the major contribution also 
corresponds closely to the 'average' path. This average is obtained if, for 
a fixed value of the rapidity in the triangular phase space, we consider the 
average 'passage' K-value; the averaging is done by means of the LDC 
weights in Eq. (20.18). 

In Fig. 20.13 we show the results for the two cases when LQ c:::: t and 
when t dominates LQ (we also show the fluctuation bands around the 
average paths). The most noticeable property is that if we use a running 
coupling (which is the case in the figures) then there is a preference for 
small ql. -values. The major contribution stems from an average path that 
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Fig.20.13. (a) The combined DGLAP motion of one step (fl' Kd from the target 
and one step (f2, K2) from the probe, together forming (<5y, K); (b) the average 
paths (together with the deviations) for a small and a large value of LQ = log Q2. 

stays close to K ::::: 0 but, in the end, in order to reach the required LQ 
goes up in K. A simple assumption (which turns out to provide a very 
good approximation to the numerical results) is to subdivide the total 
t = 10g(1/xB) into a 'first' BFKL contribution in tl, oc exp(Aetd (close 
to the K = 0 axis), times a DGLAP contribution in the 'final' t2-step 
upwards to LQ, oc exp[2-vx(Q2)t2]' and perform a convolution integral 
with the constraint t 1 + t 2 = t. It is easy (again using a stationary-phase 
method) to obtain that 

(20.45) 

if the saddle point t 1 = xl A~ is inside the integration region 0 < t 1 < t. 
It is interesting to note that for a constant coupling iX we obtain back the 
division line in Eq. (20.44) if we use the value of Ae defined by Eq. (20.43). 
For a truly running coupling, however, the corresponding requirement to 
obtain a consistent saddle-point approximation of :F according to Eq. 
(20.45) will require a very large t == 10g(1/xB) compared to LQ = log Q2. 
For the available t -values in HERA we need such small Q2-values that 
the results of perturbative QeD will no longer be valid. 

It is worthwhile to further elaborate the use of a running coupling 
in connection with the integral equation for the non-integrated structure 
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function ff in Eq. (20.31). It turns out that the solutions are very different 
from the BFKL results. It is, however, not obvious how to introduce 
a running coupling because as mentioned above we do not know the 
virtual corrections to the equations at the next order of perturbation 
theory. There is nevertheless one feature of particular interest. A running 
coupling tends to diminish the K-values along the main paths and this 
means in particular that the Brownian motion properties of the BFKL 
mechanism, i.e. that the paths can go up and down in a stochastical way 
in K, is strongly disturbed. In order to understand the physics we note 
the difference between a stochastical motion without any constraints, i.e. 
when there is the same probability of going in each direction and when 
there is a 'force' which will make the 'particle' prefer one of the directions. 

A simplified picture is given by the following model. Assume that there 
is a set of points x j and assume that at time t there is a density of objects 
p(Xj) == Pj distributed over the points. The rules of the process are that 
during the time interval (jt the objects at Xj may move either to Xj+l or 
to Xj-l with the probabilities (1 =+= a)/2 respectively. For simplicity we let 
a be a constant between zero and one, i.e. there is a preference towards 
smaller j-values, which we will associate with smaller x. Then we obtain 

1-a 1 +a 
Pj(t + (jt) = -2-Pj-1(t) + -2-Pj+l(t) (20.46) 

The equation can be rewritten 

1 a 
Pj(t + (jt) - Pj(t) = 2 [Pj+l(t) - 2pj(t) + Pj-l] + 2 [Pj+l(t) - Pj-l(t)] 

=> ap = a a2p + b ap (20.47) 
at ax2 ax 

where b is proportional to the parameter a in the process. In the second line 
we have gone to the limits Xj+1 ~ Xj and (jt ~ O. We have consequently 
derived the ordinary diffusion equation. It is well known that when b is 
zero (i.e. the case of symmetry where a vanishes) then the solution, which 
at time zero is centred at the origin x = 0 as a (j-distribution, is for finite 
t-values given by the (normalised) gaussian distribution 

N (x2) fo,exp - 4at (20.48) 

This means that N objects, all starting at the ongm, will perform a 
Brownian motion, i.e 'diffuse' away and after a time t on average reach 
the point 2.j(ii. 

If b is different from zero, however, then there are stationary, i.e. time-
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independent, solutions of an exponential kind: 

(-bX) Cexp -a- (20.49) 

The distribution will settle into such a stationary state after a period which 
depends upon the boundary conditions. It is well known that this is just 
the density distribution of the atmosphere of the earth and the reason for 
the preference of small x-values is in that case the gravitational force. 

The model described above is much too simple to describe fully the 
non-integrated structure function $'. It is, however, of interest that the 
integral equation (20.31) can under simplifying assumptions be rewritten 
as a second-order differential equation similar to the Schrodinger equation. 
Then$' takes the role of the wave function and the coupling takes the 
role of a potential. In this way there will be a 'gravitational pull' towards 
small K from a running coupling like as oc I/K. Unfortunately there is 
at present no infrared-stable solution, i.e. it is necessary to make use of 
some transverse momentum cutoff in the equations. Therefore we will not 
pursue this problem any longer. 

Nevertheless, we note from the results of numerical solutions to the 
integral equation (20.31) that when the running-coupling solutions start 
to become of a BFKL kind, i.e. behave as a power in l/xB, then the large­
transverse-momentum tail of the distribution will exhibit an exponential 
falloff in K with a slope independent oflog(l/xB). Consequently there is no 
diffusion in K leading to a gaussian distribution with a width proportional 
to the chain length 10g(l/xB). 

In conclusion we have found that the two fundamental mechanisms, 
i.e. the DGLAP and the modified BFKL, are also relevant as basic anal­
ysis tools for the more complex interpolating linked dipole chain model 
equations ('modified BFKL' means that there is an effective Ae essentially 
smaller than the original Lipatov index in Eq. (20.40)). The average paths, 
corresponding to the main contribution from the fan diagrams (Fig. 19.1) 
in the triangular phase space, are cigar-shaped when the main path is de­
scribed together with the average fluctuations around it. This is nowadays 
known as the 'Bartel cigar', for a major contributor to the investigations. 
The Bartel cigar is situated along the small-K region and contributes to 
the structure function behaviour in accordance with the modified BFKL 
mechanism. In the end the average path rises towards the required log Q2 
value in accordance with the DGLAP mechanism. Owing to the limited 
10g(l/xB) range available, all our results inside the HERA region will be 
dominated by the latter mechanism. 

There are, however, inside the presently available accelerator regions 
(referring to both the HERA and the FERMILAB facilities), the many 
investigations to be performed, both theoretically and experimentally, 
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when it comes to the transverse momentum distributions and the varia­
tions, which will go over into jets (both of the Rutherford and the ordinary 
bremsstrahlung kind). 

Consequently the phase space for deep inelastic scattering will most 
certainly contain many more degrees of freedom than we know of at 
present! 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


References 

[1] D. Amati, A.Stanghellini and S. Fubini, Nuovo Cimento 26 896, 1962. 
[2] Proceedings of the Workshop on Jet Studies at LEP and HERA, J. Phys. G17 1441, 1991. S. 

Catani, Ettore Majorani Meeting QCD at 200 TeV (Plenum Press 1992). 
[3] Y. Aharanov and D. Bohm, Phys. Rev. 115 485, 1959. M. Peshkin and A. Tonomura, The 

Aharanov-Bohm Effect (Springer-Verlag 1989). 
[4] A.H. Mueller, Nucl. Phys., B415 373, 1994. 
[5] G. Altarelli and G. Parisi, Nucl. Phys. B126 298, 1977. 
[6] B. Andersson, Nucl. Phys. B360 109, 1991. 
[7] B. Andersson and G. Gustafson, Z. Phys. C3 223, 1980. 
[8] B. Andersson, G. Gustafson, I. Holgersson and O. Mansson, Nucl. Phys. B178 242, 1981. 
[9] B. Andersson, G. Gustafson and G. Ingelman, Phys. Lett. B85 417, 1979. 

[10] B. Andersson, G. Gustafson and L. Lonnblad, Nucl Phys. B339 393, 1990. 
[11] B. Andersson, G. Gustafson L. Lonnblad, and U. Pettersson, Z. Phys., C43 625, 1989. 
[12] B. Andersson, G. Gustafson A. Nilsson, and C. Sjogren, Z. Phys., C49 79, 1991. 
[13] B. Andersson, G. Gustafson and C. Peterson, Nucl. Phys B135 273, 1978. R.D. Field and 

R.P. Feynman, Nucl. Phys. B136 1, (1978). 
[14] B. Andersson, G. Gustafson and C. Peterson. Z. Phys., Cl 105, 1979. 
[15] B. Andersson, G. Gustafson and J. Samuelsson, Nucl. Phys. B463 217, 1996. 
[16] B. Andersson, G. Gustafson and 1. Samuels son, Nucl. Phys. B467 443, 1996. 
[17] B. Andersson, G. Gustafson and T. Sjostrand, Z. Phys. C6 235, 1980. 
[18] B. Andersson, G. Gustafson and T. Sjostrand, Z. Phys. C6 235, 1980. B. Andersson, G. 

Gustafson and T. Sjostrand, Phys. Lett. B94 211, (1980). 
[19] B. Andersson, G. Gustafson and B. Soderberg, Z. Phys. C20 317, 1983. 
[20] B. Andersson, G. Gustafson and B. Soderberg, Nucl. Phys. B264 29, 1986. 
[21] B. Andersson and A. Nilsson, Lund preprint, 1992. 
[22] B. Anderssson and W. Hofmann, Phys. Lett. B169 364, 1986. 
[23] A.G. Aranov and yu.v. Sharvin, Rev. Mod. Phys. 59 755, 1987. A review article containing 

early work. 
[24] X. Artru, personal communication. 
[25] X. Artru, Z. Phys. C26 83, 1984. 
[26] X. Artru and G. Menessier, Nucl. Phys. B70 93, 1974. 
[27] Ya.I. Azimov et al. Phys. Lett. B165 147, 1985. Yu.L. Dokshitzer, VA Khoze and S.1. 

Troyan, in A.H. Mueller ed., Perturbative QCD, p. 241, World Scientific. 
[28] M. Baker and KA Ter-Martirosyan, Phys. Rep. 28C 1, 1976. 
[29] Ya.Ya. Balitzkij and L.N. Lipatov, Sov. J. Nucl. Phys. 28 822, 1978. 1.B. Bronzan and R.L. 

Sugar, Phys. Rev. D17 585, 1978; L.N. Lipatov, Sov. Phys. JETP 63904, 1986; V.S. Fadin, 
E.A. Kuraev and L.N. Lipatov, Phys. Lett. B60 50, 1975; L.N. Lipatov in Perturbative QCD, 
(World Scientific 1989). 

[30] J.D. Bjorken and S.D. Drell, Relativistic Quantum Fields (McGraw-Hill 1965). 

465 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


466 References 

[31) N. Bohr and L. Rosenfeld, Dan. Mat. Fys. Medd. 12(8), 1933. 
[32) M.G. Bowler, Z. Phys. Cll 169, 1981. 
[33) M.G. Bowler, Z. Phys. C29 617, 1985. 
[34) M.G. Bowler, Phys. Lett. B180 299, 1986. 
[35) M.G. Bowler, Phys. Lett. B185 205, 1987. 
[36) R. Brandt, Ann. Phys. (New York) 44 1967, 221. W. Zimmerman, in Lectures on Elementary 

Particles, S. Deser ed. (MIT Press 1971 :1). 
[37) S.J. Brodsky, C. Peterson and N. Sakai, Phys. Rev. D23 2745, 1981. 
[38) C.D. Buchanan and S.-B. Chun, Phys. Rev. Lett. 59 1997, 1987. C.D. Buchanan and S.-B. 

Chun, preprint UCLA-HEP-92-008. 
[39) A Casher, J. Kogut and L. Susskind, Phys. Rev. DI0 732, 1974. 
[40) A Casher, H. Neuberger and S. Nussinov, Phys. Rev. D20 179, 1979. 
[41) H.B.G. Casimir, Proc. Kon. Ned. Akad. Wetenschap Ser B 51277, 1948. 
[42) S. Catani, F. Fiorani and G. Marchesini, Phys. Lett. B234 339, 1990; Nucl. Phys. 18, 1990. 
[43) N. Christ, B. Hasslacher and AH. Mueller, Phys. Rev. D6 3543, 1972. 
[44) M. Ciafaloni, Nucl. Phys. B296 249, 1987. S. Catani, F. Fiorani and G. Marchesini, Phys. 

Lett 234B 339, 1990; Nucl. Phys. B336 18, 1990. 
[45) S. Coleman, Aspects of symmetry, (Cambridge University Press 1985). 
[46) P.D.B. Collins and E.J. Squires, Regge Poles in Particle Physics (Springer Tracts in Modern 

Physics 45 1968). 
[47) Per Dahlqvist, Lund preprint LU-TP 88-11. 
[48) Per Dahlqvist, Perturbative and Nonperturbative Aspects of Multiparticle Production, Ph.D. 

thesis, Lund University, Dept Theor. Physics, 1989. B. Andersson, P. Dahlqvist and G. 
Gustafson, Phys. Lett. B214 604, 1988; Z. Phys. C44 455, 1989; Z. Phys. C44 461, 1989. 

[49) B.S. Deaver and W.M. Fairbank, Phys. Rev. Lett. 7 43, 1961. R. Doll and M. Nlibauer, 
Phys. Rev. Lett 7 51, 1961. 

[50) TA DeGrand and H.I. Miettinen Phys. Rev. D23 1227, 1981. 
[51) E. DeWolf, paper at 1993 Moriond Meeting, Les Arcs. 
[52) Yu.L. Dokshitzer, Y.A. Khoze, AH. Mueller and S.I. Troyan, Basics of Perturbative QCD 

(Edition Frontieres 1991). 
[53) Yu.L. Dokshitzer and S.I. Troyan, Proceedings of the XIX Winter School of the LNPI, 1144, 

1984. Ya.l. Azimov, Yu.L. Dokshitzer, VA Khoze and S.l. Troyan, Z. Phys. C27 6, 1985. 
[54) S.D. Drell and T.M. Yan, Phys. Rev. Lett. 24 855, 1970. G.B. West, Phys. Rev. Lett. 24 1206, 

1970. 
[55) E. Eichten et a!., Phys. Rev. Lett. 34 369, 1975. 
[56) R.K. Ellis, DA Ross and AE. Terrano, Nucl. Phys. B178 421, 1981. 
[57] A Erdelyi, W. Magnus, F. Oberhettinger and F.G. Tricomi, Bateman Manuscript Project: 

Higher Transcendential Functions: 2, (McGraw-Hill 1953). 
[58) S. Erhan et al., Phys. Lett. B85 447, 1979. AM. Smith et al., Phys. Lett. B185 209, 1987; T. 

Henkes, in Proceedings of XXIV Rencontre du Moriond, J. TranThanhVan ed. (Editions 
Frontieres 1989). 

[59) B.I. Ermolaev and Y.S. Fadin, JETP Lett. 33 161, 1981. AH. Mueller, Phys. Lett. BI04 161, 
1981. 

[60) R.P. Feynman, Photon-Hadron Interactions (WA Benjamin 1972). 
[61) M. Fierz, Helv. Physica Acta 23 731, 1950. 
[62) P.H. Frampton, Dual Resonance Models and Superstrings (World Scientific 1986). A general 

reference for formal string theory from Veneziano, Koba-Olesen and Nambu to Schwartz et 
al. 

[63) G. Ingelman, Compo Phys. Comm. 46 217, 1987. G. Inge1man and A Weigend, Compo Phys. 
Comm. 46 241, 1987. 

[64) N.K. Glendenning and T. Matsui, Phys. Rev. D28 2890, 1983. 
[65) G. Goldhaber, S. Goldhaber, W. Lee and A. Pais, Phys. Rev. 120 300, 1960. 
[66) K. Gottfried and F.E. Low, Phys. Rev. D17 2487, 1978. 
[67) L.Y. Gribov, E.M. Levin and M.G. Ruskin. Phys. Rep. 100 1, 1983. 
[68) DJ. Gross and F. Wilczek, Phys. Rev. Lett. 30 1343, 1973. H.D. Politzer, Phys. Rev. Lett. 30 

1346,1973. 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


References 467 

[69] DJ. Gross and F. Wilczek, Phys. Rev. Lett. 30 1343, 1973. H.D. Politzer, Phys. Rev. Lett. 30 
1346, 1973; D.J. Gross and F. Wilczek, Phys. Rev. D8 3633, 1963; H. Georgi and DJ. 
Politzer, Phys. Rev. D9 416, 1974. 

[70] G. Gustafson, paper at QCD 20 Years After, Aachen meeting, 1992. 
[71] G. Gustafson, Z. Phys. CIS 155, 1982. 
[72] G. Gustafson, Nucl. Phys. B392 251, 1993. 
[73] G. Gustafson and A. Nilsson, Z. Phys. C52 553, 1991. 
[74] G. Gustafson and M. Olsson, Lund preprint, 1992. 
[75] G. Gustafson and U. Pettersson, Nucl. Phys. B306 746, 1988. 
[76] R. Hagedorn, CERN Yellow Report 71-12. 
[77] F. Halzen and A.D. Martin, Quarks and Leptons, John Wiley and Sons, 1984. 
[78] R. Hanbury-Brown, The Intensity Interferometer, (Taylor and Francis, London 1974). 
[79] W. Heisenberg and H. Euler, Z. Phys. 98 714, 1936. 
[80] H.G.E. Hentschel and 1. Procachia, Physica D8 435, 1983. T. Halsey et al., Phys. Rev. A33 

1141, 1986. 
[81] L. Van Hove, Nucl. Phys. B9 331, 1969. 
[82] A. Jaffe, Ph.D. thesis, Princeton University, 1967. 
[83] J. Glimm and A. Jaffe, Quantum Physics, a Functional Integral Point of View 

(Springer-Verlag 1981). 
[84] G. KiiJJ(m, Elementary Particle Physics (Addison-Wesley 1964). 
[85] R. Kleiss, Phys. Lett. B180 400, 1986. 
[86] Z. Koba, H.B. Nielsen and P. Olesen, Nucl. Phys. B40 317, 1972. 
[87] J.B. Kogut and D.E. Soper, Phys. Rev. Dl 2901, 1970. 
[88] H.A. Kramers, in Atti del Congress Internationale de Fisici Como, 1927. 
[89] R. Kronig, J. Amer. Optical Soc. 12 547, 1926. 
[90] A. Krzyvicki and B. Peters son, Phys. Rev. D6 924, 1972. F. Niedermayer, Nucl. Phys. 879 

355, 1974. 
[91] F. London and H. London, Proc. Roy. Soc. (London) A147 71, 1935. 
[92] L. Lonnblad, DESY preprint 1992, ARIADNE version 4. 
[93] B. Lorstad, Int. J. Mod. Phys. A4 2861, 1988. w.A. Zaic, in Hadronic Multi-particle 

Production, ed. P. Carruthers (World Scientific 1988); B.H. Boal, e.K. Gelbke and B.K. 
Jennings, Rev. Mod. Phys. 62 553, 1990. 

[94] G. Marchesini and B.R. Webber, Nucl. Phys. B238 1, 1984. 
[95] A.H. Mueller and J. Qiu, Nucl. Phys. 8268 427, 1986. 
[96] A.H. Mueller, Nucl. Phys., 8415 373, 1994. 
[97] Y. Nambu, Phys. Rev. 106 1366, 1957. 
[98) H.B. Nielsen and P. Olesen, Nucl. Phys. 861 45, 1973. 
[99] C. Peterson, D. Schlatter, 1. Schmitt and P.M. Zerwas, Phys. Rev. D27 105, 1983. 

[100] 1. Schwinger, Phys. Rev. 82 664, 1951. 
[101] 1. Schwinger, Phys. Rev. 128 2425, 1962. 
[102] D.Y. Shirkov, Mass and scheme effects in coupling constant evolution, preprint 

MPI-Ph/9-94. 
[103] e. Sjogren, Parton cascades and multiparticie production, Ph.D. thesis, Lund University, 

Dept Theor. Physics, 1992. 
[104) T. Sjostrand, Nucl. Phys. 8248 469, 1984. 
[105] T. Sjostrand, Compo Phys. Commun. 39 347, 1986. T. Sjostrand and M. Bengtsson, Compo 

Phys. Commun. 43 367, 1987; T. Sjostrand, CERN-TH.6488/92. 
[106] A.M. Smith et al., Phys. Lett. B163 267, 1985. 
[107) A.E. Sudakov, Izv. Akad. Nauk SSSR 19 650, 1955. 
[108] K. Symanzik, Comm. Mat. Phys. 18227, 1970. e.G. Callan, Phys. Rev. D2 1541, 1970. 
[109] G.E. Uhlenbeck and L.S. Ornstein, Phys. Rev. 36 823, 1930. R. Kubo, M. Toda and N. 

Hashitsume, Statistical Physics II (Springer Series in Solid State Sciences 31, 1983). 
[110] B.R. Webber, Nucl. Phys. B238 492, 1984. 
[111] S. Weinberg, Phys. Rev. 150 1313, 1966. 
[112) E.P. Wigner, Ann. Math. 40 149, 1939. M.A. Naimark, Uspekhi Mat. Nauk 9 19, 1954. 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


Index 

~±-distributions, 39, 44 
Kin-ratio, 227 
S-operator, 33, 38 
Ii-function, 85, 407 
b-distribution, 39, 45, 50 
1'/' -puzzle, 261 
K-method for analytic A-calculations, 350, 363 
A-measure, generalised rapidity, 270, 298, 347, 

350, 384 
p-trajectory, 190, 347 
a-, a* -operators, 29 
a-parameter in the Lund model, 151, 166, 178, 

190,239,347 
b-parameter in the Lund model, 151, 178, 192, 

196, 197, 199, 205, 347 
n-particIe phase space, 62, 178, 181, 192 

Aharanov-Bohm effect, 202 
Amati-Fubini-Stanghellini (AFS) model, 183 
Anomalous dimensions of QCD, 270, 352, 391, 

407,410 
Antenna pattern, 314, 320 
Area interpretation of the decay formulas, 153, 

158, 178, 192 
ARIADNE, Monte Carlo program for the 

DCM, 318, 320, 321, 325, 337, 339, 340, 
346, 349, 356, 363, 381, 391, 424, 432, 433, 
441 

Artru-Menessier-Bowler model, AMB, 159,238, 
322,343 

Attractive fixed point, 88 

Baryon fragmentation, 423 
Baryon production, 234, 241, 298, 344 
BFKL mechanism, 401 
Bohr radius, 20, 98 
Bowler's area suppression, 236, 237 
Breit frame, 307 
Breit-Wigner form factor, 240, 259 
Brownian motion, 189, 213, 219, 389 

468 

Callan-Symanzik equation, 85, 351, 365, 398, 
400,407 

Casimir effect, 37 
Causal dependence region of MRS, 278 
Causality, 16, 18, 42, 108, 121, 135, 146, 430 
Centre-of-mass system, cms, 16 
Chaotic limit, 252 
Classical electron radius, 25 
Classical turning point, 116 
Coherence, gluon bremsstrahlung, 292, 303 
Coherent limit, 253 
Coherent states, 40, 118, 253 
Color charges, 114, 134, 283, 329, 345, 346 
Color-flow direction, 282 
Commutator, ~, 42 
Compton wavelength, 25 
Confinement, 117, 126, 135, 146,249 
Constituent and current quark, 225 
Cooper pair size, ~, 127 
Coulomb potential, 97, 100 
Crossing symmetry, 73, 306, 406 
Current conservation, 70, 71 
Cut diagrams, 60, 77, 79 

Deep inelastic scattering, DIS, 106, 250, 392, 
423 

DGLAP (Dokshitzer-Gribov 
Lipatov-Altarelli-Parisi) equation, 400, 409 

Dielectrics, 19 
Dipole cascade model, DCM, 318, 320, 333, 352 
Dipole emission cross section, 307 
Dipole size, 326 
Dipole virtuality, 326 
Diquarks, 242, 246, 344 
Directrix curve, 276, 318, 328, 331, 333, 347, 

349, 351 
DIS events on a valence constituent, 423, 430 
DIS events on an ocean constituent, 424, 432 
Discrete QCD, 376 
Distribution, test-function, 20, 42, 45 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


Index 469 

Dyson's propagator equation, 66, 75 

Elastic scattering, 16, 101 
Energy-momentum conservation, 146,262 
Energy-momentum four-vector, 10 
Equation of motion for MRS, 269, 276 
Exclusive-inclusive formulas, 179 
External-part formulas, 158, 163 

Fermi motion, intrinsic transverse momentum, 
429 

Fermi's Golden Rule, 50, 178 
Feynman path integrals, 221 
Feynman propagator, I1F , 42, 43, 46, 53, 131, 

195, 240, 245, 260 
Feynman-Wilson gas, 193, 207 
Fine structure constant, 24 
Finite-energy cluster, 154 
Flavor generation, 213, 289 
Flux factor, 24, 50, 51, 95, 110 
Flux quantisation, 132 
Form factor, 101, 105, 240, 297 
Formation time, 144,291 
Four-vectors, 9 
Fractal dimensions in QCD cascades, 351, 390 
Fragmentation function in the lund model, 151, 

166, 177, 236, 289 
Fragmentation region, 169, 300 

Gain-loss equations, 86, 365 
Gauge invariance, 18, 71, 200, 203, 303, 306, 346 
Generalised Bessel functions § and Jr, 357, 374 
Gluon cascade, fluctuations, 334, 361 
Gluon cascade, self similarity, 331, 347 
Gluon emission process, 319, 328, 334, 338, 372 
Gluon fragmentation, Sjostrand's, 288, 390 
Gluon model, the Lund, 269, 271 
Gluon phase space, generalised emission region, 

325, 341, 342 
Gluon splitting process, 319, 338, 373 
Gluons in QCD, 8-charge, 318, 319 
Green's function method, 32, 358 
Gribov-Levin-Ruskin (GLR) model of 

shadowing, 400, 421 
Group velocity, 22 

Hagedorn spectrum, 161 
Hamilton's principle for the MRS, 281 
Hanbury-Brown-Twiss (HBT) effect, 249, 251 
Harmonic oscillator, 29, 97 
Heaviside distribution 0, 33, 43 
Heavy flavor fragmentation, 234, 235 
Heisenberg, 13, 48, 195, 240, 245 
Helicity conservation, 69, 73 
Hotspots in the wave function of a hadron, 

401, 422 

Hyperbola breakup, 166, 254, 270, 299 
Hyperbola relation between adjacent vertices, 

136 

Ideal gas law for rapidity gas in the Lund 
model,209 

Impact parameter, 22 
Impact parameter dual to transverse 

momentum, 186 
Indeterminacy relations, 13, 48, 195, 240 
Index of refraction, 21 
Infinite momentum frame, 52, 240 
Infrared stability, 24, 269, 284, 295 
Initial-state bremsstrahlung (ISB), 400 
Internal-part formulas, 158, 163 
Isospin, 112 
Isotropic emission, 255 
Iterative cascade fragmentation models, 141, 

168, 169, 359 

Jet of flavor-connected hadrons, 138 

Kallen-Lehmann representation, 61, 68 
KNO scaling, 350, 358 
Kramers-Kronig relations, 22, 61 

L-method for analytic A-calculations, 350, 352 
Langevin equation, 219, 389 
Leading-log approximation (LLA), 351, 397, 

400 
Left-right symmetry of Lund fragmentation, 

158 
Lightcone components, 12 
Lightcone physics, 108, 399, 400 
Lightcone singularities, 43 
Lightlike vector, 14 
Linked dipole chain (LDC) model, 3, 423, 440 
Lipatov results, 413 
Local conservation of quantum numbers, 147 
Local field, 42 
Local parton-hadron duality, 352, 386 
London equations, 129 
Lorentz boost, 7 
Lorentz contraction, 9, 23, 291, 427 
Lorentz covariance, 9, 69, 72, 121, 273, 331 

Main momentum transfer flow, Feynman graph 
relevance, 433 

Marchesini-Webber model, HERWIG, 318, 
334, 337, 339, 340, 349 

Markovian stochastic process, 141 
Mass renormalisation, 24, 67 
Massless relativistic string, MRS, 114, 213, 269, 

423, 425, 430 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


470 

Maxwell equations, 18 
Method of virtual quanta, 22, 93, 392 
Minimal surface property of MRS, 269, 281 
Minkowski space, 17 
Modified leading-log approximation (MLLA), 

351,373 
Moment method (MM) of Christ, Hasslacher 

and Mueller, 399, 403 
Momentum and period translation of the 

MRS, 123, 273 
Momentum transfer, 16 
Mother-daughter relation, 227 
Mott cross section, 100 
Multiperipheral diagrams, 172, 192 
Multiplicative renormalisation, 82 

Normal-ordering, 30 
Number of parameters of a model, 235, 244 

Ocean quarks, 112 
One-dimensional bag model, 229 
One-particle irreducible diagrams, 65 
Operator exponential, 31 
Operator product expansion (OPE), 399, 403 
Ordering variable, 321, 333, 346 
Ornstein-Uhlenbeck process, 219, 352, 389 

Partition function, statistical mechanics, 192, 
207 

Parton model, 90, 302 
Partons as quarks, 111 
Penetration depth A., 127 
Period of motion of the MRS, 120, 273 
Peterson formula, 234, 236, 240 
Phase-space triangle, 325, 341, 342, 352,402 
Phase velocity, 21 
Plasma frequency, 21 
Poisson distribution, 32 
Polarisation, 249, 262 
Pomeron trajectory, 190 
Popcorn mechanism, 244 
Poynting vector, 21 
Proper time, 8, 288, 290 

relation to momentum transfer, 164, 172 
Pseudo-rapidity, 15 

Quarkonia decay, 270, 296 

Rank, for hadron in a cascade, 141, 147, 242 
Rapidity, 11, 270 
Rapidity density, 167 
Rapidity gaps, 175 
Rapidity plateau, 169 
Recoil problems, 319, 345, 370 

Kleiss' prescription, 345 

Index 

Reduced matrix element, 72, 102 
Regge theory, 177, 183, 189 
Regge trajectory, 177, 190, 239, 347 
Reggeon calculus, 185 
Renormalisable field theories, 59, 71 
Renormalisation group, 60, 83, 400, 407 
Rosenbluth formula, 105, 111 
Running coupling, 88, 89, 351, 398, 407 

in QCD, 374 
Rutherford scattering, 90, 95, 98 
Rydberg energy, 98 

Scalar quantum free field, 35 
Scalars, 9 
Scale breaking, 88, 399 
Scattering cross sections, 49, 103, 192 
Schwinger model, 117, 169, 171 
Self-energy contribution, 68 
Self-similarity, 331, 347, 390 
Sign-distribution, E, 42 
Sjostrand cascade, JETSET, 318, 334, 337, 339, 

340, 342, 349 
Snow star curve, von Koch's, 390 
Soft and collinear gJuon emission, 295, 327, 344 
Soft radiation model (SRM), 424, 434 
SpaceJike difference between vertices, 137 
SpaceJike vector, 15 
Space-time area, mass of the MRS, 120, 281 
Spectator relation, 171 
Sphericity, 293 
Spin-averaged matrix elements, 69, 72 
Spin-orbit coupling, 265 
Spin-spin interaction, 214, 228 
Splitting functions, 319, 334, 338, 339, 410 
State density, 36, 50, 52 
Strangeness, 112 
String effect, 290, 291, 319 
Strong angular ordering, 440 
Strong angular ordering condition, 303, 314, 

319, 329, 331, 341, 344 
Structure functions, 110 
Sudakov form factor, 321, 340, 341 
Super-renormalisable field theories, 58 
Super-selection quantum numbers, 284 
Superconductor type I, 'bag-type', 128 
Superconductor type II, 'string type', 128 
Superconductors, 126 

The law of large numbers, 188 
Thomas precession, 265 
Thompson cross section, 25 
Thrust, 294 
Time dilation, 8, 403 
Time dilation of tension of the MRS, 126 
Time-ordering, 41 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


Timelike vector, 14 
Transition rate, 50, 192 
Transverse correlation length, 219 
Transverse momentum generation, 213, 258, 

262,290 
Tunnelling, 192, 193, 214, 242 

UCLA model use of Lund fragmentation, 235, 
247 

Unitarity equations of the S-matrix, 177, 180, 
183 

Vacuum persistence probability, 195 
Valence quarks, 112 
Vector-to-pseudoscalar meson ratio, 214, 228 
Velocity, 9 
Vertex, for breakup of the MRS, 134 

Index 

Vertex proper time, area, 142, 148 
Virial expansion, 193 
Volume momentum cutoff, 36, 49, 62, 118 
Vortex line like the MRS, 132, 433, 435 

471 

Webber-Marchesini fragmentation model, 319, 
342,343 

Weizsacker-Williams method, 22 
Wick's theorem, 41 
Wilson phase operators, 192, 200 
WKB approximation, 194 
Wroblewski relation, 358 

x-curve, 351, 384 

Yoyo-mode of the MRS, 114, 119, 146 

https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296


https://doi.org/10.1017/9781009401296 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296

	Cover
	Half-title page
	Series page
	Title page
	Copyright page
	Contents
	Acknowledgements
	1 Introduction
	2 Relativistic kinematics, electromagnetic fields and the method of virtual quanta
	2.1 The Lorentz boost
	2.2 Particle kinematics
	2.3 Timelike, lightlike and spacelike vectors in Minkowski space
	2.4 The electromagnetic field equations and some of their consequences
	2.5 The method of virtual quanta

	3 The harmonic oscillator and the quantum field
	3.1 Introduction
	3.2 The quantum field as a sum of harmonic oscillators
	3.3 Feynman's time-ordering prescription
	3.4 The method for calculating the scattering cross sections
	3.5 The propagators in lightcone physics in the infinite-momentum frame

	4 The vacuum as a dielectric medium; renormalisation
	4.1 Introduction
	4.2 The Kallen-Lehmann representation, the n-particle phase space
	4.3 A scalar-field-theory propagator in the Kallen-Lehmann representation
	4.4 The photon propagator in QED and the gluon propagator in QCD
	4.5 Two reasons why in QCD the polarisation tensor behaves differently; the introduction of cut diagrams
	4.6 The Callan-Symanzik equations for the renormalisation group

	5 Deep inelastic scattering and the parton model
	5.1 The parton model: Feynman's proposal
	5.2 Rutherford's formula from classical mechanics
	5.3 Rutherford's formula in relativistic quantum mechanics
	5.4 The target recoil and the general elastic cross section for the scattering of spin 1/2 particles
	5.5 The extension to non-pointlike baryons, form factors
	5.6 The inelastic scattering of electrons on baryons; lightcone physics
	5.7 The parton model revisited
	5.8 The partons as quarks

	6 The classical motion of the massless relativistic string
	6.1 Introduction
	6.2 The MRS as a constant force field
	6.3 The QeD vacuum as a color superconductor

	7 The decay kinematics of the massless relativistic string
	7.1 Introduction
	7.2 The kinematics of the decay and its implications
	7.3 Ordering of the decay process along the lightcones
	7.4 Iterative cascade fragmentation models
	7.5 The formation time and iterative cascade jets

	8 A stochastic process for string decay
	8.1 Introduction
	8.2 The unique breakup distribution for a single hadron
	8.3 The production of a finite-energy cluster of hadrons
	8.4 The Artru-Menessier-Bowler model

	9 The properties of the Lund model fragmentation formulas; the external-part formulas
	9.1 Introduction
	9.2 The production properties of a cluster
	9.3 The properties of the distributions H and f
	9.4 The particle density in a general iterative cascade model
	9.5 The relationship between the vertex proper time and the momentum transfer across the vertex

	10 The internal-part fragmentation formulas and their relations to the unitarity equations of a field theory; Regge theory
	10.1 Introduction
	10.2 The decay properties of a cluster
	10.3 The relationship to the unitarity equations for the S-matrix in a quantum field theory

	11 The dynamical analogues of the Lund model fragmentation formulas
	11.1 Introduction
	11.2 The decay of the vacuum in an external field
	11.3 The Wilson loop exponential laws and gauge invariance
	11.4 The fragmentation formulas and the partition functions for the Feynman-Wilson gas in rapidity space

	12 Flavor and transverse momentum generation and the vector meson to pseudoscalar meson ratio
	12.1 Introduction
	12.2 The classical transverse motion of a string
	12.3 A general process for transverse momentum generation
	12.4 The phenomenological implications of the tunnelling process
	12.5 Vector meson suppression

	13 Heavy quark fragmentation and baryon production
	13.1 Introduction
	13.2 Heavy quark fragmentation
	13.3 Baryon-antibaryon production
	13.4 A different use of the Lund model formulas, the UCLA model

	14 The Hanbury-Brown-Twiss effect and the polarisation effects in the Lund model
	14.1 Introduction
	14.2 The Hanbury-Brown-Twiss effect
	14.3 The polarisation effects in the Lund model

	15 The Lund gluon model, its kinematics and decay properties
	15.1 Introduction
	15.2 The dance of the butterfly
	15.3 The general description of string motion
	15.4 Multigluon states and some complications
	15.5 The breakup of a gluonic Lund string
	15.6 The final-state particles in the breakup of a qgq-state
	15.7 A measure of multigluon activity, the generalised phase-spacerapidity

	16 Gluon emission via the bremsstrahlung process
	16.1 Introduction
	16.2 The matrix element for dipole emission
	16.3 The dipole cross section
	16.4 The antenna pattern of dipole emission

	17 Multigluon emission, the dipole cascade model and other coherent cascade models
	17.1 Introduction
	17.2 The consequences of the second-order matrix element
	17.3 An aside on ordering and the Sudakov form factors
	17.4 The generalisation of the A-measure to multigluon situations
	17.5 The phase-space triangles of DCM
	17.6 The description of multigluon emission as a process on the directrix
	17.7 Single-parton emission compared to the DCM procedure
	17.8 Some further comments

	18 The A-measure in the leading-log and modified leading-log approximations of perturbative QCD
	18.1 Introduction
	18.2 The L-method
	18.3 The K-method
	18.4 The next-to-Ieading-order corrections
	18.5 On the running coupling in QCD
	18.6 Discrete QCD, another approximation method
	18.7 The x-curve and an infrared-stable A-measure
	18.8 The fractal properties of the QCD cascades

	19 The parton model and QCD
	19.1 Introduction
	19.2 The DIS cross sections, initial- and final-state bremsstrahlung
	19.3 A bird's-eye view of the features of deep inelastic scattering
	19.4 The moment method and the DGLAP mechanism
	19.5 The Lipatov results and a critique on the stability
	19.6 The CCMF model, interpolating between the DGLAP and the BFKL contributions
	19.7 The GLR model of reinteraction of partons

	20 Inelastic lepto-production in the Lund model, the soft radiation model and the linked dipole chain model
	20.1 Introduction
	20.2 The classical motion of a yoyo-string exposed to a large momentum transfer at an endpoint
	20.3 The fragmentation of a final-state yoyo-string stemming from a DIS event
	20.4 A model for baryon fragmentation
	20.5 The soft radiation model
	20.6 The relationship between the SRM and the non-local form factor of the CCMF model
	20.7 The linked dipole chain model
	20.8 The structure function behavior of the LDC model

	References
	Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.5
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




