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#### Abstract

A Riesz space-fractional reaction-dispersion equation (RSFRDE) is obtained from the classical reaction-dispersion equation (RDE) by replacing the second-order space derivative with a Riesz derivative of order $\beta \in(1,2]$. In this paper, using Laplace and Fourier transforms, we obtain the fundamental solution for a RSFRDE. We propose an explicit finite-difference approximation for a RSFRDE in a bounded spatial domain, and analyse its stability and convergence. Some numerical examples are presented.
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## 1. Introduction

Space-fractional diffusion equations have been shown to be useful as models of anomalous transport in many diverse disciplines, including finance, semiconductor research, biology and hydrogeology [9, 19]. For example, they have been used in groundwater hydrology to model the transport of passive tracers carried by fluid flow in a porous medium [1, 22] or in financial markets to model high-frequency price dynamics [21, 25]. Feller [4] provided a basic analytic theory for the space-fractional diffusion processes via inversion of the Riesz potential. Mainardi et al. [17] presented an explicit representation of the Green function for the space-fractional diffusion equation, and provided a general representation of the Green functions for which the fundamental solution can be interpreted as a spatial probability density. Gorenflo and

[^0]Mainardi [6] considered random walk models for space-fractional diffusion processes. Gorenflo et al. [5] used the method of Laplace transform to obtain the Wright function as the scale-invariant solution of the diffusion-wave equation. Benson et al. [2, 3] considered the space-fractional advection-dispersion equation and gave an analytic solution in terms of the $\alpha$-stable process. Mainardi [16] obtained the fundamental solutions for the basic Cauchy and signalling problems for a time-fractional diffusionwave equation. Liu et al. [13] derived the complete solution of the time-fractional advection-dispersion equation.

However, numerical methods and theoretical analyses of fractional differential equations are still at an early stage of development. Lin and Liu [10] proposed higher-order (2-6) approximations of a nonlinear fractional-order ordinary differential equation with initial value and proved the consistency, convergence and stability of the fractional higher-order methods. Lynch et al. [15] presented two different discretization methods for fractional-order equations, but stability and convergence was not presented. Shen and Liu [23] estimated the discretization error of the spacefractional diffusion equation. Liu et al. [12] presented the numerical solution of a space-fractional Fokker-Planck equation. Meerschaert et al. [18] considered the finitedifference approximations for two-sided space-fractional partial differential equations and discussed their stability, consistency and convergence.

Henry and Wearne [8] considered a two-species fractional reaction-diffusion system. Fractional reaction-diffusion equations can be used to model activatorinhibitor dynamics with anomalous diffusion, which occurs in spatially inhomogeneous media [8]. To the best of the authors' knowledge, this area has not been explored vigorously.

In this paper we define a Riesz space-fractional reaction-dispersion equation (RSFRDE). Using the method of Laplace and Fourier transforms, we obtain their fundamental solutions. We then propose an explicit finite-difference approximation (EFDA) scheme for these equations in a bounded spatial domain, and analyse its stability and convergence. Some numerical examples will be presented to show the application of the technique.

## 2. The fundamental solution of the RSFRDE

The following RSFRDE with initial and boundary conditions is considered:

$$
\left\{\begin{align*}
\frac{\partial u(x, t)}{\partial t} & =-u(x, t)+{ }_{x} D_{0}^{\beta} u(x, t), & & x \in \mathbf{R}, t \in \mathbf{R}^{+},  \tag{2.1}\\
u(x, 0) & =g(x), & & x \in \mathbf{R}, \\
u( \pm \infty, t) & =0, & & t \in \mathbf{R}^{+},
\end{align*}\right.
$$

where ${ }_{x} D_{0}^{\beta}$ is the Riesz fractional derivative of order $\beta$ for $1<\beta \leq 2$, defined by analytic continuation in the whole range $0<\beta \leq 2, \beta \neq 1$ (see [7]) as

$$
\begin{gather*}
{ }_{x} D_{0}^{\beta}:=-c\left(I_{+}^{-\beta}+I_{-}^{-\beta}\right)  \tag{2.2}\\
\text { where } \quad c=\frac{1}{2 \cos (\beta \pi / 2)}, \quad I_{ \pm}^{-\beta}=\frac{d^{2} x}{d x^{2}} I_{ \pm}^{2-\beta}
\end{gather*}
$$

and the Weyl integrals $I_{ \pm}^{\beta}$ defined in [20] are as follows:

$$
\begin{cases}\left(I_{+}^{\beta} \phi\right)(x)=\frac{1}{\Gamma(\beta)} \int_{-\infty}^{x}(x-\xi)^{\beta-1} \phi(\xi) d \xi, & \beta>0 \\ \left(I_{-}^{\beta} \phi\right)(x)=\frac{1}{\Gamma(\beta)} \int_{x}^{+\infty}(\xi-x)^{\beta-1} \phi(\xi) d \xi, & \beta>0\end{cases}
$$

where $\phi(x) \in L_{1}(-\infty,+\infty)$.
Note that ${ }_{x} D_{0}^{\beta}$ is a pseudo-differential operator with the symbol ${ }_{x} \widehat{D}_{0}^{\beta}(k)=-|k|^{\beta}$. In particular, we have ${ }_{x} D_{0}^{2}=d^{2} / d x^{2}$, but ${ }_{x} D_{0}^{1} \neq d / d x$. Throughout the remainder of this section we derive the fundamental solution to (2.1) by applying Laplace and Fourier transforms to (2.1) with an initial condition with respect to the variables $t$ and $x$. Recall the following formulae proved in [17]:

$$
L\left\{f^{\prime}(t) ; s\right\}=s \tilde{f}(s)-f\left(0^{+}\right), \quad \mathcal{F}\left\{_{x} D_{0}^{\beta} f(x) ; k\right\}=-|k|^{\beta} \widehat{f}(k)
$$

Applying the Laplace transform to (2.1) produces the following nonhomogeneous differential equation:

$$
\begin{equation*}
s \tilde{u}(x, s)-g(x)=-\tilde{u}(x, s)+{ }_{x} D_{0}^{\beta} \tilde{u}(x, s) \tag{2.3}
\end{equation*}
$$

Next, application of the Fourier transform to (2.3) with respect to the variable $x$ taking into account the Fourier transform of the Riesz fractional derivative, yields

$$
\begin{equation*}
s \widehat{\tilde{u}}(k, s)-\widehat{g}(k)=-\widehat{\tilde{u}}(k, s)-|k|^{\beta} \widehat{\tilde{u}}(k, s) . \tag{2.4}
\end{equation*}
$$

From (2.4) we obtain

$$
\widehat{\tilde{u}}(k, s)=\frac{\widehat{g}(k)}{s-\left(-1-|k|^{\beta}\right)} .
$$

By using the known Laplace transform

$$
e^{c t} \stackrel{\mathcal{L}}{\longleftrightarrow} \frac{1}{s-c}, \quad \operatorname{Re}(s)>|c|,
$$

where $c \in \mathbf{R}$, we have that

$$
\begin{equation*}
e^{\left(-1-|k|^{\beta}\right) t} \widehat{g}(k) \stackrel{\mathcal{L}}{\longleftrightarrow} \frac{\widehat{g}(k)}{s-\left(-1-|k|^{\beta}\right)}=\widehat{\tilde{u}}(k, s) . \tag{2.5}
\end{equation*}
$$

Inverting the Laplace transform in (2.5) gives

$$
\begin{equation*}
\widehat{u}(k, t)=e^{\left(-1-|k|^{\beta}\right) t} \widehat{g}(k) \tag{2.6}
\end{equation*}
$$

To invert the Fourier transform in (2.6), we recall the formulae

$$
\begin{gathered}
f(x)=\mathcal{F}^{-1}\{\widehat{f}(k) ; x\}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i k x} \widehat{f}(k) d k, \quad x \in \mathbf{R}, \\
\widehat{f}(k)=\int_{-\infty}^{+\infty} e^{i k x} f(x) d x, \quad k \in \mathbf{R} .
\end{gathered}
$$

Then,

$$
u(x, t)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i k x} e^{\left(-1-|k|^{\beta}\right) t} \widehat{g}(k) d k=\int_{-\infty}^{+\infty} G_{\beta}(x-y, t) g(y) d y
$$

where

$$
G_{\beta}(x-y, t)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{\left(-1-|k|^{\beta}\right) t-i k(x-y)} d k
$$

the Green's function of (2.1) obtained when $g(x)=\delta(x)$ (the Dirac delta function).

## 3. An EFDA for RSFRDE

In this section, we obtain the numerical solution of a RSFRDE in a bounded spatial domain

$$
\left\{\begin{align*}
\frac{\partial u(x, t)}{\partial t} & =-u(x, t)+{ }_{x} D_{0}^{\beta} u(x, t), & & 0<x<b, 0 \leq t \leq T  \tag{3.1}\\
u(x, 0) & =g(x), & & 0 \leq x \leq b \\
\frac{\partial u(0, t)}{\partial x} & =0, \quad u(b, t)=0, & & 0 \leq t \leq T
\end{align*}\right.
$$

where $1<\beta \leq 2$, and we assume that both $u(x, t)$ and $g(x)$ are real-valued and sufficiently well-behaved functions. We discretize the Riesz derivative to derive a numerical solution for the RSFRDE.

From (2.2), using the boundary conditions $\partial u(0, t) / \partial x=0$ and $u(b, t)=0$,

$$
\begin{align*}
I_{+}^{-\beta} & =\frac{d^{2} x}{d x^{2}} I_{+}^{2-\beta}=\frac{d^{2}}{d x^{2}}\left[\frac{1}{\Gamma(2-\beta)} \int_{0}^{x}(x-\xi)^{1-\beta} u(\xi, t) d \xi\right] \\
& =\frac{u(0, t) x^{-\beta}}{\Gamma(1-\beta)}+\frac{1}{\Gamma(2-\beta)} \int_{0}^{x} \frac{\partial^{2} u(\xi, t)}{\partial \xi^{2}}(x-\xi)^{1-\beta} d \xi  \tag{3.2}\\
I_{-}^{-\beta} & =\frac{d^{2} x}{d x^{2}} I_{-}^{2-\beta}=\frac{d^{2}}{d x^{2}}\left[\frac{1}{\Gamma(2-\beta)} \int_{x}^{b}(\xi-x)^{1-\beta} u(\xi, t) d \xi\right] \\
& =\frac{1}{\Gamma(2-\beta)}\left[-(b-x)^{1-\beta} \frac{\partial u(b, t)}{\partial x}-\int_{b}^{x}(\xi-x)^{1-\beta} u_{\xi}^{\prime \prime}(\xi, t) d \xi\right] . \tag{3.3}
\end{align*}
$$

Define $\Delta t=\tau$ as the grid step in time, $t_{n}=n \tau, 0 \leq t_{n} \leq T$, as the integration time, $\Delta x=h>0$ as the grid size in the spatial variable $x, h=b / L, L$ being a
positive integer, $u\left(x_{l}, t_{n}\right)=u(l h, n \tau), u_{L}^{n}=u(b, n \tau)$ and $u_{l}^{n}$ denotes the numerical solution at point $\left(x_{l}, t_{n}\right)$. Using a second-order difference approximation, the resulting discretization on $I_{+}^{-\beta}$ and $I_{-}^{-\beta}$ takes the following form:
$I_{+}^{-\beta} u\left(x_{l}, t_{n}\right) \approx \frac{h^{-\beta}}{\Gamma(3-\beta)}\left[\frac{u_{0}^{n}(1-\beta)(2-\beta)}{l^{\beta}}+\sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}^{n}-2 u_{l-j}^{n}+u_{l-j-1}^{n}\right)\right] \quad$ and
$I_{-}^{-\beta} u\left(x_{l}, t_{n}\right) \approx \frac{h^{-\beta}}{\Gamma(3-\beta)}\left[-\frac{(2-\beta)\left(u_{L}^{n}-u_{L-1}^{n}\right)}{(L-l)^{\beta-1}}+\sum_{j=0}^{L-l-1} c_{j}\left(u_{l+j-1}^{n}-2 u_{l+j}^{n}+u_{l+j+1}^{n}\right)\right]$,
where $c_{j}=(j+1)^{2-\beta}-j^{2-\beta}$.
Substituting the above expressions into (3.2) and (3.3), we obtain a finite-difference approximation for Equation (3.1) as

$$
\begin{align*}
\frac{u_{l}^{n+1}-u_{l}^{n}}{\tau}= & -u_{l}^{n}-\frac{h^{-\beta}}{2 \cos (\beta \pi) \Gamma(3-\beta)}\left[u_{0}^{n}(1-\beta)(2-\beta) l^{-\beta}\right. \\
& +\sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}^{n}-2 u_{l-j}^{n}+u_{l-j-1}^{n}\right)-(2-\beta)(L-l)^{1-\beta}\left(u_{L}^{n}-u_{L-1}^{n}\right) \\
& \left.+\sum_{j=0}^{L-l-1} c_{j}\left(u_{l+j-1}^{n}-2 u_{l+j}^{n}+u_{l+j+1}^{n}\right)\right] \tag{3.4}
\end{align*}
$$

The above equation together with the boundary conditions can be written as the following EFDA:

$$
\begin{align*}
u_{l}^{n+1}= & u_{l}^{n}-\tau u_{l}^{n}+d_{1}(l) u_{0}^{n}+k \sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}^{n}-2 u_{l-j}^{n}+u_{l-j-1}^{n}\right) \\
& +k \sum_{j=0}^{L-l-1} c_{j}\left(u_{l+j-1}^{n}-2 u_{l+j}^{n}+u_{l+j+1}^{n}\right)+d_{2}(l) u_{L-1}^{n} \tag{3.5}
\end{align*}
$$

for $l=1, \ldots, L-1$, where $k, d_{1}(l)$ and $d_{2}(l)$ are given by the expressions

$$
\left\{\begin{align*}
k & =-\frac{\tau h^{-\beta}}{2 \cos (\beta \pi / 2) \Gamma(3-\beta)}>0,  \tag{3.6}\\
d_{1}(l) & =k(1-\beta)(2-\beta) l^{-\beta}<0, \\
d_{2}(l) & =k(2-\beta)(L-l)^{1-\beta}>0 .
\end{align*}\right.
$$

The EFDA (3.5) can be written in the matrix form $U^{n+1}=B U^{n}$, where $U^{n}=$ $\left(u_{1}^{n}, u_{2}^{n}, \ldots, u_{L-1}^{n}\right)^{\mathrm{T}}$ and $B=\left(b_{i j}\right)_{(L-1) \times(L-1)}$ is a matrix of coefficients.

## 4. Analysis of stability

Let $U$ represent the exact solution of the partial differential equation (3.1), and let $u$ be the exact solution of the EFDA, then the error $e=U-u$. To prove the stability and the convergence, we need the following lemmas.

Lemma 4.1. Let $A \in C^{m \times n}$ and let $\rho(A)$ be the spectral radius of the matrix $A$, then $\rho(A) \leq\|A\|$ for any matrix norm.

Proof. See [24].
LEMMA 4.2. Let $c_{l}=(l+1)^{2-\beta}-l^{2-\beta}(l \geq 0)$, and let $k, d_{1}(l)$ and $d_{2}(l)$ be as defined in (3.6). Then:
(1) $c_{l-1}>c_{l}>0, c_{l-1}-2 c_{l}+c_{l+1}>0, l \geq 1$;
(2) $d_{2}(l)+k\left(-2 c_{L-l-1}+c_{L-l-2}\right)>0,0 \leq l \leq L-1$;
(3) $d_{2}(l)-c_{L-l-1} k<0,0 \leq l \leq L-1$;
(4) $d_{1}(l)+k\left(c_{l-2}-c_{l-1}\right)>0, l \geq 2$.

PROOF. (1) Let $f(l)=c_{l}=(l+1)^{2-\beta}-l^{2-\beta}$. Then for any $l \geq 0$,

$$
\begin{gather*}
f^{\prime}(l)=(2-\beta)\left[(l+1)^{1-\beta}-l^{1-\beta}\right]=(2-\beta)(1-\beta) \xi^{-\beta}<0  \tag{4.1}\\
f^{\prime \prime}(l)=(2-\beta)(1-\beta)\left[(l+1)^{-\beta}-l^{-\beta}\right]=(2-\beta)(1-\beta)(-\beta) \eta^{-\beta-1}>0 \tag{4.2}
\end{gather*}
$$

where $\xi, \eta \in(l, l+1)$. It follows from (4.1) and (4.2) that

$$
c_{l-1}>c_{l}>0, \quad c_{l-1}-2 c_{l}+c_{l+1}>0, \quad l \geq 1
$$

(2) Owing to $c_{l}=(l+1)^{2-\beta}-l^{2-\beta}=(2-\beta) \xi^{1-\beta}, \xi \in(l, l+1)$, it follows that

$$
(2-\beta)(l+1)^{1-\beta}<c_{l}<(2-\beta) l^{1-\beta}
$$

Hence,

$$
\begin{align*}
d_{2}(l) & +k\left(-2 c_{L-l-1}+c_{L-l-2}\right) \\
& =k(2-\beta)(L-l)^{1-\beta}+k\left(-2 c_{L-l-1}+c_{L-l-2}\right) \\
& =k\left[(2-\beta)(L-l)^{1-\beta}-c_{L-l}\right]+k\left(c_{L-l}-2 c_{L-l-1}+c_{L-l-2}\right)>0 \tag{4.3}
\end{align*}
$$

(3) From (4.3), $d_{2}(l)-k c_{L-l-1}=k\left[(2-\beta)(L-l)^{1-\beta}-c_{L-l-1}\right]<0$.
(4) Owing to

$$
\begin{aligned}
c_{l-2}-c_{l-1} & =f(l-2)-f(l-1) \\
& =-(2-\beta)\left[(\xi+1)^{1-\beta}-\xi^{1-\beta}\right] \\
& =-(2-\beta)(1-\beta) \eta^{-\beta}>-(2-\beta)(1-\beta) l^{-\beta},
\end{aligned}
$$

where $\xi \in(l-2, l-1)$ and $\eta \in(\xi, \xi+1)$, we obtain $(1-\beta)(2-\beta) l^{-\beta}+\left(c_{l-2}\right.$ $\left.-c_{l-1}\right)>0$. Noting that $k>0$ and $d_{1}(l)=k(1-\beta)(2-\beta) l^{-\beta}$, we have $d_{1}(l)$ $+k\left(c_{l-2}-c_{l-1}\right)>0$.

Theorem 4.3. Suppose that

$$
\tau+\frac{\tau h^{-\beta}}{\cos (\beta \pi / 2) \Gamma(3-\beta)}\left(-3+2^{2-\beta}\right)<1
$$

then the explicit finite-difference method (3.5) for Equation (3.1) is stable.
Proof. Noting that $k>0, d_{1}(l)<0, d_{2}(l)>0$ and

$$
\begin{align*}
\sum_{j=1}^{L-1}\left|b_{1 j}\right|= & \left|1-\tau+d_{1}(1)-2 k+k c_{1}\right|+\left|k+k\left(c_{0}-2 c_{1}+c_{2}\right)\right| \\
& +\sum_{j=1}^{L-4}\left|k\left(c_{j}-2 c_{j+1}+c_{j+2}\right)\right|+\left|d_{2}(1)+k\left(-2 c_{L-2}+c_{L-3}\right)\right| \tag{4.4}
\end{align*}
$$

applying Lemma 4.2, we conclude that, if $1-\tau+d_{1}(1)-2 k+k c_{1}>0$, then $b_{11}$ $\geq 0$. Thus,

$$
\begin{equation*}
\sum_{j=1}^{L-1}\left|b_{1 j}\right|=1-\tau+d_{1}(1)+d_{2}(1)-k c_{L-2}<1 \tag{4.5}
\end{equation*}
$$

Similarly, if $1-\tau+2 k\left(-2 c_{0}+c_{1}\right)>0$, then when $2 \leq i \leq L-2$,

$$
\begin{equation*}
\sum_{j=1}^{L-1}\left|b_{i j}\right|=1-\tau+d_{1}(i)+d_{2}(i)-k c_{L-i-1}<1 \tag{4.6}
\end{equation*}
$$

and if $1-\tau+d_{2}(L-1)+k\left(-4 c_{0}+c_{1}\right)>0$,

$$
\begin{equation*}
\sum_{j=1}^{L-1}\left|b_{L-1}\right|=1-\tau+d_{1}(L-1)+d_{2}(L-1)+k\left(c_{1}-2\right)<1 \tag{4.7}
\end{equation*}
$$

Combining (4.5)-(4.7), we easily conclude that, if $1-\tau+2 k\left(-2 c_{0}+c_{1}\right)>0$, that is,

$$
\tau+\frac{\tau h^{-\beta}}{\cos (\beta \pi / 2) \Gamma(3-\beta)}\left(-3+2^{2-\beta}\right)<1
$$

then $\|B\|_{\infty}=\max _{1 \leq i \leq L-1} \sum_{j=1}^{L-1}\left|b_{i j}\right|<1$. Furthermore, using Lemma 4.1 and according to the Lax-Richtmer definition of stability [24], we obtain that the EFDA (3.5) is conditionally stable.

## 5. Analysis of convergence

In order to prove convergence, we introduce the following propositions.
Proposition 5.1. Let $u_{j}=u(j h, t)$,

$$
\begin{gathered}
I_{+}^{-\beta} u(x, t)=\frac{u(0, t) x^{-\beta}}{\Gamma(1-\beta)}+\frac{1}{\Gamma(2-\beta)} \int_{0}^{x}(x-\xi)^{1-\beta} \frac{\partial^{2} u(\xi, t)}{\partial \xi^{2}} d \xi \\
\tilde{I}_{+}^{-\beta} u(x, t)=\frac{h^{-\beta}}{\Gamma(3-\beta)}\left[u_{1} \frac{(1-\beta)(2-\beta)}{l^{\beta}}+\sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}-2 u_{l-j}+u_{l-j-1}\right)\right]
\end{gathered}
$$

and assume that $u(x, t)$ is a smooth function. Then $I_{+}^{-\beta} u(x, t)-\tilde{I}_{+}^{-\beta} u(x, t)$ $=O\left(h^{2-\beta}\right)$, where $x=l h, l=1, \ldots, L-1$.
Proof. Considering the standard central difference formula, we have

$$
\begin{align*}
& \frac{h^{-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}-2 u_{l-j}+u_{l-j-1}\right) \\
& \quad=\frac{h^{2-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j} \frac{\partial^{2} u(x-j h, t)}{\partial z^{2}}+\frac{C x^{2-\beta}}{\Gamma(3-\beta)} h^{2} \tag{5.1}
\end{align*}
$$

The mean value theorem of differential calculus then yields

$$
\begin{align*}
& \frac{1}{\Gamma(2-\beta)} \int_{0}^{x}(x-\xi)^{1-\beta} \frac{\partial^{2} u(\xi, t)}{\partial \xi^{2}} d \xi \\
& \quad=\frac{1}{\Gamma(2-\beta)} \sum_{j=0}^{l-1} \int_{j h}^{(j+1) h} z^{1-\beta} \frac{\partial^{2} u(x-z, t)}{\partial z^{2}} d z \\
& \quad=\frac{h^{2-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j} \frac{\partial^{2} u\left(x-\theta_{1} h, t\right)}{\partial z^{2}}, \tag{5.2}
\end{align*}
$$

where $\theta_{1} \in[j, j+1]$.
From (5.1) and (5.2),

$$
\begin{aligned}
& \left|\frac{1}{\Gamma(2-\beta)} \int_{0}^{x}(x-\xi)^{1-\beta} \frac{\partial^{2} u(\xi, t)}{\partial \xi^{2}} d \xi-\frac{h^{-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}-2 u_{l-j}+u_{l-j-1}\right)\right| \\
& \quad=\left|\frac{h^{2-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j}\left[\frac{\partial^{2} u\left(x-\theta_{1} h, t\right)}{\partial z^{2}}-\frac{\partial^{2} u(x-j h, t)}{\partial z^{2}}\right]-\frac{C x^{2-\beta}}{\Gamma(3-\beta)} h^{2}\right| \\
& \quad=\left|\frac{h^{2-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j} \frac{\partial^{3} u\left(x-\theta_{2} h, t\right)}{\partial z^{3}}\left(j-\theta_{1}\right) h-\frac{C x^{2-\beta}}{\Gamma(3-\beta)} h^{2}\right|
\end{aligned}
$$

$$
\begin{align*}
& \leq \frac{M h^{3-\beta}}{\Gamma(3-\beta)} \sum_{j=0}^{l-1} c_{j}+\frac{|C| b^{2-\beta}}{\Gamma(3-\beta)} h^{2} \\
& =\frac{M x^{2-\beta}}{\Gamma(3-\beta)} h+\frac{|C| b^{2-\beta}}{\Gamma(3-\beta)} h^{2} \leq \frac{M b^{2-\beta}}{\Gamma(3-\beta)} h+\frac{|C| b^{2-\beta}}{\Gamma(3-\beta)} h^{2}=O(h) \tag{5.3}
\end{align*}
$$

where $\theta_{2} \in[j, j+1]$.
Hence,

$$
\begin{align*}
& \mid I_{+}^{-\beta} u(x, t)-\tilde{I}_{+}^{-\beta} u(x, t) \mid \\
&= \left\lvert\, \frac{\left(u_{1}+C^{\prime} h^{2}\right) l^{-\beta} h^{-\beta}}{\Gamma(1-\beta)}+\frac{1}{\Gamma(2-\beta)} \int_{0}^{x}(x-\xi)^{1-\beta} \frac{\partial^{2} u(\xi, t)}{\partial \xi^{2}} d \xi\right. \\
& \left.-\frac{h^{-\beta}}{\Gamma(3-\beta)}\left[u_{1} \frac{(1-\beta)(2-\beta)}{l^{\beta}}+\sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}-2 u_{l-j}+u_{l-j-1}\right)\right] \right\rvert\, \\
& \quad \leq\left|\frac{C^{\prime} x^{-\beta}}{\Gamma(1-\beta)} h^{2}\right|+C h \leq\left|\frac{C^{\prime}}{\Gamma(1-\beta)}\right| h^{2-\beta}+C h=O\left(h^{2-\beta}\right) \tag{5.4}
\end{align*}
$$

Proposition 5.2. Let

$$
\begin{gathered}
I_{-}^{-\beta} u(x, t)=-\frac{u^{\prime}(b, t)(b-x)^{1-\beta}}{\Gamma(2-\beta)}+\frac{1}{\Gamma(2-\beta)} \int_{x}^{b}(\xi-x)^{1-\beta} \frac{\partial^{2} u(\xi, t)}{\partial \xi^{2}} d \xi, \\
\tilde{I}_{-}^{-\beta} u(x, t)=\frac{h^{-\beta}}{\Gamma(3-\beta)}\left[\sum_{j=0}^{L-l-1} c_{j}\left(u_{l+j-1}-2 u_{l+j}+u_{l+j+1}\right)-\frac{(2-\beta)\left(u_{L}-u_{L-1}\right)}{(L-l)^{\beta-1}}\right] .
\end{gathered}
$$

Then $I_{+}^{-\beta} u(x, t)-\tilde{I}_{-}^{-\beta} u(x, t)=O\left(h^{2-\beta}\right)$, where $x=l h, l=1, \ldots, L-1$.
Proof. The proof is similar to that of Proposition 5.1.
From Propositions 5.1 and 5.2, we obtain the following result.

## Proposition 5.3. Let

$$
\begin{gathered}
{ }_{x} \tilde{D}_{0}^{\beta} u(x, t)=-\frac{1}{2 \cos (\beta \pi / 2)}\left[\tilde{I}_{+}^{-\beta} u(x, t)+\tilde{I}_{-}^{-\beta} u(x, t)\right] \quad \text { and } \\
{ }_{x} D_{0}^{\beta} u(x, t)=-\frac{1}{2 \cos (\beta \pi / 2)}\left[I_{+}^{-\beta} u(x, t)+I_{-}^{-\beta} u(x, t)\right] .
\end{gathered}
$$

Then ${ }_{x} \tilde{D}_{0}^{\beta} u(x, t)={ }_{x} D_{0}^{\beta} u(x, t)+O\left(h^{2-\beta}\right)$, where $x=l h, l=1, \ldots, L-1$.
REMARK 1. The explicit finite-difference scheme (3.5) has a local truncation error of $e=O(\tau)+O\left(h^{2-\beta}\right)$.

Theorem 5.4. If

$$
\tau+\frac{\tau h^{-\beta}}{\cos (\beta \pi / 2) \Gamma(3-\beta)}\left(-3+2^{2-\beta}\right)<1,
$$

then the explicit finite-difference method (3.5) for the RSFRDE (3.1) is convergent.
Proof. At the mesh points $\left(x_{l}, t_{n}\right), u_{l}^{n}=U_{l}^{n}-e_{l}^{n}$. Substituting into (3.4) and using the Taylor theorem and Proposition 5.3, we obtain

$$
\begin{align*}
\frac{e_{l}^{n+1}-e_{l}^{n}}{\tau}= & -e_{l}^{n}-\frac{h^{-\beta}}{2 \cos (\beta \pi / 2) \Gamma(3-\beta)}\left[e_{1}^{n}(1-\beta)(2-\beta) l^{-\beta}\right. \\
& +\sum_{j=0}^{l-1} c_{j}\left(e_{l-j+1}^{n}-2 e_{l-j}^{n}+e_{l-j-1}^{n}\right)-(2-\beta)(L-l)^{1-\beta}\left(e_{L}^{n}-e_{L-1}^{n}\right) \\
& \left.+\sum_{j=0}^{L-l-1} c_{j}\left(e_{l+j-1}^{n}-2 e_{l+j}^{n}+e_{l+j+1}^{n}\right)\right]+O\left(h^{2-\beta}\right)+O(\tau) \tag{5.5}
\end{align*}
$$

and the initial and boundary conditions are

$$
e_{l}^{0}=0, \quad(l=0, \ldots, L), \quad e_{0}^{n}=e_{1}^{n}+O\left(h^{2}\right) \quad \text { and } \quad e_{L}^{n}=0, n \in N
$$

Equation (5.5) can be rewritten in matrix form as

$$
E_{n+1}=B E_{n}+R, \quad E_{0}=O_{(L-1) \times 1},
$$

where $E_{n}=\left(e_{1}^{n}, e_{2}^{n}, \ldots, e_{L-1}^{n}\right)^{\mathrm{T}}, \quad R=\tau\left(O\left(h^{2-\beta}\right)+O(\tau)\right)(1, \ldots, 1)^{\mathrm{T}}$. Thus, we have

$$
\begin{gathered}
E_{n+1}=B E_{n}+R=\cdots=\left(B^{n}+B^{n-1}+\cdots+B^{2}+B+I\right) R \quad \text { and } \\
\left\|E_{n+1}\right\|_{\infty} \leq\left(\left\|B^{n}\right\|_{\infty}+\left\|B^{n-1}\right\|_{\infty}+\cdots+\|B\|_{\infty}+\|I\|_{\infty}\right)\|R\|_{\infty}
\end{gathered}
$$

According to Theorem 4.3, if $\tau+\tau h^{-\beta}\left(-3+2^{2-\beta}\right) / \cos (\beta \pi / 2) \Gamma(3-\beta)<1$, then $\|B\|_{\infty} \leq 1$. We thus obtain

$$
\left\|E_{n+1}\right\|_{\infty} \leq(n+1) \tau\left|O\left(h^{2-\beta}\right)+O(\tau)\right| \leq C\left(h^{2-\beta}+\tau\right) .
$$

This inequality completes the proof.

## 6. Numerical results

In order to demonstrate the efficiency of the RSFRDE, the method of lines (MoL) for RSFRDE is now presented. This method was introduced by Liu et al. [11, 12, 14] to solve fractional partial differential equations successfully. The MoL for the RSFRDE can be written in the following form: for $1<\beta<2, l=1, \ldots, L-1$,


Figure 1. (a) The numerical solutions obtained using the MoL and the EFDA for $\beta=1.7$ and $T=0.3$; (b) the evolution result using the EFDA with $\beta=1.7(0 \leq t \leq 1,0 \leq x \leq \pi)$.

$$
\begin{aligned}
\frac{d u_{l}}{d t}= & -u_{l}^{n}-\frac{h^{-\beta}}{2 \cos (\beta \pi / 2) \Gamma(3-\beta)}\left[u_{0}(1-\beta)(2-\beta) l^{-\beta}\right. \\
& +\sum_{j=0}^{l-1} c_{j}\left(u_{l-j+1}-2 u_{l-j}+u_{l-j-1}\right)-(2-\beta)(L-l)^{1-\beta}\left(u_{L}-u_{L-1}\right) \\
& \left.+\sum_{j=0}^{L-l-1} c_{j}\left(u_{l+j-1}-2 u_{l+j}+u_{l+j+1}\right)\right]
\end{aligned}
$$

with $u_{0}=u_{1}, u_{L}=0$ and $u_{l}=u\left(x_{l}, t\right)$.
To test the numerical scheme, it is preferable to use a simple analytical model. In this section we present an example in a bounded domain to demonstrate that the RSFRDE can be applied to simulate the behaviour of a fractional reaction-diffusion equation. Such a numerical technique overcomes the problem of not being able to evaluate the analytical solution for $1<\beta \leq 2$ owing to the nature of the Mittag-Leffler function. We consider the system

$$
\left\{\begin{aligned}
\frac{\partial u(x, t)}{\partial t} & =-u(x, t)+{ }_{x} D_{0}^{\beta} u(x, t), & & 0 \leq x \leq \pi, 0 \leq t \leq T \\
u(x, 0) & =g(x)=x^{2} \sin x, & & 0 \leq x \leq \pi \\
\frac{\partial u(0, t)}{\partial x} & =0, \quad u(\pi, t)=0, & & 0 \leq t \leq T .
\end{aligned}\right.
$$

REMARK 2. We take $L=100$, that is, $h=\pi / 100, \tau=0.0001$ and $\beta=1.7$. Then $\tau+\tau h^{-\beta}\left(-3+2^{2-\beta}\right) /(\cos (\beta \pi / 2) \Gamma(3-\beta))=7.936 \times 10^{-2}<1$. Thus, $\tau, h$ and $\beta$ satisfy the convergence condition.

Figure 1(a) shows the numerical solutions using the MoL and the RSFRDE with $h=\pi / 100$ and $\tau=0.0001$ for $\beta=1.7$ and $T=0.3$. It is seen that the EFDA is in good agreement with the MoL.


Figure 2. Comparison of the response of the RSFRDE for real orders $\beta=1.2,1.4,1.6$ and 1.8 at: (a) $T=0.4$; (b) $T=0.8$.

Figure 1(b) shows the evolution result using the EFDA with $h=\pi / 100, \tau=0.0001$ and $\beta=1.7,0 \leq t \leq 1,0 \leq x \leq \pi$. It is apparent that the order $\beta=1.7$ exhibits diffusive behaviour for different times.

Figures 2(a) and (b) compare the response of the RSFRDE equation for different orders $1.2 \leq \beta \leq 1.8$ at $T=0.4$ and $T=0.8$, respectively.

## 7. Conclusions

In this paper we have given the fundamental solution for a RSFRDE and have provided an EFDA in a bounded domain. The difference approximation has been proved to be conditionally stable and convergent.
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