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1. Introduction
In this paper we consider a function f(x) defined by

All quantities are taken to be real, it is assumed that R is a function of the
variable x, b is a constant, N and G are functions of the variable t and all the
functions are such that the integral (1) exists when x is large enough. We
wish to find an asymptotic representation of f{x) as x-y + aa, assuming that
we are given certain information about the limiting behaviours of the functions
R, N and G.

Asymptotic representations of integrals like (1) but with fixed limits of
integration are customarily found by Laplace's method. Erdelyi (1) gives a
convenient discussion of this method, including further references, and proves
the following general result about the case where R(x) = a, a constant with
a<b.

Suppose that N and G are functions on (a, b) for which the integral exists
for all x sufficiently large; N is continuous at a, continuously differentiable with
dNjdt<0 in (a, a+£] and N(t)^N(a)-A in [a+%, b] where £>0, A>0;

b

G I dt exists; as t^a, dN/dt~ -nit-aY'1, G(t)~g(t-a)7~1 where y, v,1
n > 0. Then as x-*oo

/(*) ~ (5/v)r(v/v)[v/(nx)]v/vex)V(a), (2)

where r(T) denotes the Gamma-Function.

The condition on | G \ dt is not explicitly stated as a hypothesis in

Erdelyi's theorem but is used in the proof, so we shall include it among the
hypotheses.

In the present paper we shall apply Laplace's method to the more general
case where R depends on x. We shall assume that R-^a+ in a prescribed
fashion as JC-KX> and shall allow G to have a more violent singularity at a

https://doi.org/10.1017/S0013091500025402 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091500025402


178 E. W. ROSS

than is possible when R — a. The main theorem is stated in § 2, some useful
definitions and lemmas are established in § 3, and the proof of the main
theorem is given in § 4. § 5 contains a discussion of various special cases of
the general result, and the resulting asymptotic formulas are summarised in
§«.

The proof follows the general lines of the one given by Erdelyi in the case
where the limits of integration are fixed.

2. Statement of the Main Theorem
At the outset we shall assume once and for all that G(i), N(t) and R(x)

are such that the integral (1) exists for all x sufficiently large and shall not in
the theorem state conditions guaranteeing the existence of the integral.

Theorem: Suppose that
(i) as x—* oo

R(x)-a~rx-p (3)
where r>0, p>Of;

(ii) N is continuous at a, N'{i) = dN/dt is continuous and N'(t)<0 in
(a, a+£]for some £>();

(iii) N(t)gN(a)-Ain [a+£,b] for some A>0;

(iv) I | G | dt exists for any s satisfying a<s<b;

()(v) as t-ya,

N'(t)~-nit-ay'1 (4)

g(t-ay-1 (5)

where n>0, v>0, but g and y can be any real constants.
Then as JC->OO,

/W~(Wv)[v/(«x)]"/V^>r[y/v,A(x)] : (6)

where F(a, y) is the Incomplete Gamma-Function,

l
Jy

u'-le~'du
y

and
k(x) = x{N(a)-N[R(x)]}.

3. Definitions and Lemmas
In this section we shall record the definitions to be used in the subsequent

sections and establish some very simple lemmas (under the conditions of the
main theorem) that are needed in the proof of the main theorem.

t So far as the main theorem is concerned we need only assume that R-+a+ as jr->-oo.
However, when we derive specific asymptotic formulas in § 5, we shall limit ourselves to the
situation described by (i), and so shall assume this from the outset.
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Definitions:

F(x) = !"+i G(t)exim)-NM:idt (7)

J
u =N(a)-N(t) (8)

<K») = -G(O/JV'(O (9)

A(x)=x{N(a)-N[R(x)]} (11)

a=T/v (12)

P=(9/v)(vlny'v (13)

Cl(x, a) = x " T [ a , cox~\ = x~" J " " ^ " ^ (14)
J (ax

A(x, a) =x-*r[a, A(x)] = x~a j y V i f (15)

M«-lg-*«dM (J6)

= nr [v (it)

H = l~pv (18)

X(x) = T[a, A(x)] (19)

Lemma 1: ^(M)~)SM<"~1 as M->0.

Proof. Inserting (5) in (8) we have as t-*a

M= r \_-N'(s)~]ds~n \' (s-ay-lds=(n/v)(t-ay,

from which
/ / \ 1 /v /̂ 1YV

t — a~ (uvjn) ' (20)
Combining (4) and (5) with (9) and then using (20), (12) and (13), we obtain
finally

Lemma 2: <j>(x, a) = j8[A(*, a)-Q(x, a)].

Proof. Setting s = ux in (14) and (15), we obtain directly

j3[A-Q]=/?rP° - S"'\u'-1e-"du = ̂

Lemma 3: For any constant, c>0, ecxA(x, oc)->oo as x-*oo.
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Proof. We put s = ux in (15) and find

ecxA(x, a ) = u'-le{c-tt)xdu.
Jx/xIX/x

From (11) and (3) A/x^0 as X-KJO. Hence we can choose x so large that
Xjx <c—d, where 3 satisfies 0 < d < c. Then

e"A>
In/.

and, since c—u>5 in this integral,

rc-i
u'-lelc-u)xdu,

JH/x

i)X/x

The last integral is positive and bounded away from zero for x large enough,
hence ecxA-* oo.

Lemma 4: (a) Q/A->0 as x-* oo.
(b) ecx(A—fi)-*oo cs x-+co for any c with 0<c<m.

Proof. From the asymptotic representation for the Incomplete Gamma
Function (see (2)) we have as *-* oo

Cl=e-axO(x-1) (21)

and so

by Lemma 3 since <a>0. This proves part (a). To prove (b), we have from
(21)asx-»oo

and the proof then follows from the fact that ecxA-* oo by Lemma 3.

Lemma 5: If c satisfies O<c<to, \ I i/r(u) I du exists.

Proof. Because of (ii) one and only one c* exists satisfying c = N{a)—N{c*)
and a < c < a+f. From (8) and (9) then,

/•to fa + l f» fi
| ^ ( « ) | d « = | G ( 0 | d « = | G | A - \G\dt

Ju = c Jt = c* Jt = c* Ja + i

and the last two integrals exist according to (iv).

4. Proof of the Main Theorem
We observe first that for x sufficiently large a<R<a+£. The integral

is split as follows:

Gexfldt+ T GexNdt ,(22)
Jo+C
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The second of these two integrals may be estimated immediately from condition
(Hi).

f*If* GexNdt G\dt.

n
Condition (iv) states that | G | dt exists, hence

Ja + (

= exN(a>O(e-xA) (23)If Ge"Ndt

Let us now turn our attention to the first integral in (22). From (7)
faff

GexNdt = exN<a) F(x) (24)
IR

If we introduce in F(x) the transformation defined by (8)-(ll), the result is
f

F(x)= \ ^(u)e-xudu (25)

J
The next step in the proof will be to show that F~/?A as defined by (13) and
(15).

From (25) and (16)

I | iKu)-Pua-1 | e~xudu
i/x

( ) (

~[\c + r
where c is a number satisfying 0<c<o) and such that in 0 < « < c

| iKu)-Pu'-% \<e\P\ u'-1 (27)
for any e>0. That such a number, c, exists follows from the fact that \]/ ~^u"~ *
as M-+0 according to Lemma 1. Since A/JC->0 as x->oo, (27) holds true in
Xfx<u<c for x sufficiently large, and so from (27) and (16)

I | ip(u)-pu"-11 e-xudu<e \ p \ \ u'-le-xudu<t \ <f> \. (
Ji/X Ji/X

the second integral of (26) we have

f" | t(u)-pu°-1 | e-"diike-'x["f" | ̂ (u) | du + \p | {" u'~ldu 1 (

The first integral on the right exists according to Lemma 5, and the second
obviously does also. Thus an upper bound (say Mt) exists for the bracketed
expression in (29). If we use (28) and (29) in (26) and take account of Lemma 2,
we obtain

\.F-<t>\lU\<£+
 M
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Then by Lemma 4 (b), the second term on the right approaches zero and so
F ~ <f> as x-> oo. By Lemmas 2 and 4 (a)

and so we get that F~fiA, or

/• = /?A(l + *"i). -(30)
where i ^ O as x->oo.

The proof of the theorem is completed by putting (23), (24) and (30) into
(22) to obtain

The last term in the bracket approaches zero by Lemma 3, and so

When account is taken of definitions (11), (12), (13) and (15), the conclusion (6)
of the main theorem is reached.

5. Discussion
In order to obtain specific asymptotic formulas for f{x) in various cases,

it is necessary first to find an asymptotic representation of X(x). To do this
we observe that from (11) and (4)

= - r
Jo

and so because of (3), (17) and (18)

(31)

as x-*oo. We shall now use the known properties of the Incomplete Gamma
Function to find asymptotic formulas for f{x). In doing this a number of
different cases may be distinguished, depending on the values of the parameters
pv and a = y/v. The cases in which A(x) approaches a finite value as A:-*OO,
i.e. when pvjgl, are straightforward. More care is necessary when A-*oo,
or pv<l , as in this case the function obtained by substituting the asymptotic
representation of k(x) as x->oo into that of T(a, A) as A->oo is not necessarily
the asymptotic representation of the function x(x) = F[a, A(x)].

We consider first the cases where p v ^ l . In particular if pv = 1, A->(«/v)ry>0
as x-»oo, and so we obtain in this simple situation just
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If pv>l, A-+0 as jc-+ao, and the asymptotic behaviour of F(a, A) depends on
a and is given in (2) as

F(a, A) = r(a)+ O(A") if a>0

= - lnA+O(l) if a = 0

= - ^ - [ 1 + 0(1)]+ 0(1) if a<0,
(—a)

where-F(a) = F(a, 0) is the (Complete) Gamma Function. When we insert
the asymptotic dependence of A upon JC from (31), we obtain

F(y/v, A) ~ F(y/v) if y/v>0

~ (pv— l)ln x if y/v = 0

~ r y ( n / v ) y / V x^- ' -^ ) if y/v<0.
(-y/v)

The asymptotic representations of J{x) are obtained by substituting these
asymptotic representations of F(y/v, A) into (6). We obtain finally for pv> 1

if y/v>0

if y/v=O

if y/v<0.

By considering the remainders in the original asymptotic representations we
may verify that it is permissible to substitute asymptotic representations as
we have done in all the foregoing cases.

The first of the above formulas is just the result (2) given by Erdelyi (1)
for the case where R = a and y>0. Since the parameter p characterises the
rapidity with which the lower limit of integration approaches a as x->oo,
we conclude that the asymptotic representation is too insensitive to distinguish
between the situations where R = a and R—a = O{x~p) and p> 1/v.

We consider now the case 0<pv<l , for which A-»oo as x-*co. To see
that in this case it is not permissible merely to substitute the asymptotic
representation of A(x) into that of F(a, A), we combine the asymptotic repre-
sentation of F(a, A) as A -»oo (see (2)),

r(a,A)=A«-1e^[l+O(A-1)]) (32)

with that of A(JC) given by (31),

where A^x)-^ as x->oo and //>0 in the present case. This leads to

X(x) = F[ct, A(x)] = {(fix")""1^^"} xCl+CKAOlCl+CKx-")]^^^^ (33)

If the result
1 e - £ " ' (34)
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is to be true, than we must have x"A1(x)-+0 as x-> oo, and this does not necessarily
follow from Xt-*0.

It is clear from (32) that we must retain more terms in the asymptotic
representation of X(x) if we want to find a correct representation of x(x) when
H>0. We have assumed in the main theorem that

R-a =j-x-p[

where R^x^O as x->oo and JV,(O-»O as t-Ki; we shall now assume in
addition that the remainders, J?t and'A^, possess asymptotic expansions in
powers of x~" and {t—df (where <x>0, 5>0) to any desired number of terms,
say ct and c2 respectively^ i.e.

P = i

Using these assumptions in the formula

t = o

and carrying out the integration, we obtain

(35)

where

•(36)

Using the binomial expansion, we find after some manipulation
Cl

m = 0

[1 + R1(x)]p*= Y, Bs(p)x~as + o(x~aCl),
s = O

where

for m ^

t c, and c2»do not need to be assumed arbitrarily large; see the remarks preceding (43).
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In these formulas £m denotes that the summation is over all terms with
h

£ ij = m and ij taking integer values satisfying l^ij^cl. £, denotes a
h

similar summation except that £ ij = s. If these results are used in (35),
. . 7 = 1

we obtain

= Ex"[\ +Xl],
where

W^-VfAJBAp), (37)

the summation is over all integer values of p, m and s satisfying

and T is the smaller of pc2S and c^a. If we insert the above asymptotic expan-
sion for X(x) into (32), we find

O(x )]

) l j (38)
The summation in this formula can be split so that

I =2fl+2: (39)

where I o is extended over all integer indices satisfying

H-a(m+s)-pp5^0 (40)

p+m+s^l

and Zr is extended over all integer indices satisfying

H-<r(m+s)-pp5<0 (41)

p+m+s^l

As x-KX>, it is clear from (38) and (41) that Z,.-»0 and also that the remainder
term o{x"~t) approaches zero if ct and c2 are large enough. Then we obtain

X(x)~(£xT-1exp[-£(x"+Z<))] (42)
as x->oo.

It is now possible to see that we do not need to assume that ct and c2 are
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arbitrarily large but only that they are large enough so that So contains all

the terms of X, not approaching zero as x-»oo. The following inequalities
Pm»P.m.»

are sufficient to ensure this:

1
=(l-pv)/a j

It is also worth observing that if £ a is vacuous, then (34), which is obtained by
substituting (31) into (32), is in fact correct. Sufficient conditions for this
to be so are found by setting p=\, m = s = 0 and p — s = 0, m = 1 in
(41). Hence (34) is true if the two inequalities

p5> n = 1— pv

o> n = 1—pv
are met.

Combining (42) with (6), and using the definitions of E and \i, we obtain
for the case 0 < pv < 1

For convenience we include here a list of the first five of the coefficients
Am; the coefficient Bs is identical with As except that the binomial coefficient

( I must be replaced by I ). With these coefficients and the formulas (36)
*/ V * /

for Vp, enough of the coefficients Wpms may be calculated by (37) to cover
most cases of probable interest. The coefficients AQ, ...AA are

=(;)

7?

11

- (0 T'+(0(2T-rs+r/)+ ($v™+ (i)
6. Summary .of Results

We consider/(x) given by

/ (x )= T G(t)e*N(l)dt.
J
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Under the conditions of the main theorem, if

R(x)-a~rx~p as x-*co; r>0, p>0,

N'(t) n(t-a)v~l as t->a; n>0, v>0,

G(t)~g(t-a)y~l as t^a,

(g and y may be any real numbers), then as x-*co, the asymptotic behaviour
of J{x) is as follows:

For pv> 1, y>0,

y = 0 ,

y<0,

For pv = 1 /(x)~(0/v)r(y/v, «r7v)[v/(nx)]y/vclW('l)

Forpv<l f(x)~gn-1ry-yx-l+piv-y)e\p{xN(a)-nrvv-\xl-pv + I.a)},

where So is defined by (39) and (40).
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