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0. I n t r o d u c t i o n . In this paper we s tudy the Lie algebra 2 of derivat ions of 
the exterior algebra c? of a vector space V over a field K of characterist ic 
7e 2, and the group A of automorphisms of S. 

Both S and 2 have natural Z2-gradings 2 = 20® 2i and â = *f 0 © S\. 
Let A0 be the subgroup of A which preserves this grading of (f'. W e 
show tha t 2 \ is the ideal of inner derivations of S except in the case when 
dim V = Ko-

For A we assume tha t dim V = n is finite. In the case when K is the complex 
field, AQ has been determined by F . A. Berezin [1]. He claimed there t h a t 
A = Ao, which is erroneous. In fact A is a semidirect product A — N\ Xj A() 

where N\ is the group of inner automorphisms of (oJ and N\ is abelian. All our 
results are established for a rb i t ra ry K of characterist ic ^ 2. 

I t is impor tan t to note t h a t 2 is the Lie algebra of ordinary derivations of S . 
The case of graded derivations (also called antiderivations) is much easier and 
well-known. See for instance [4] or [3, p. 111-114]. 

1. P r e l i m i n a r i e s . Let A be an associative algebra over a field K. Wi th 
respect to the bracket operation, [a, b] = ab — ba, A becomes a Lie algebra 
over K which we will denote by A L. 

Each a G A determines a derivation Da of A defined by Da(x) = [a, x] 
= ax — xa (x (z A). T h e map AL—>Der A which sends a to Da is a homo-
morphism of Lie algebras. T h e image of this homomorphism is I n d e r / 1 , the 
Lie algebra of inner derivations of A. 

If a e A and D d Der A then we have [D, Dfl] = DDa - DaD = Db where 
b = D(a). This shows t ha t Inder A is an ideal of Der A. 

Now let us assume t h a t A is Z2-graded, i.e., A = A0 © A\ is a fixed direct 
decomposition such t h a t A tA j C Ai+j (i, j = 0, 1; indices are added modulo 
2) . Let D e r ^ (i = 0, 1) be the subspace of Der A consisting of all derivat ions 
D such t h a t D(Aj) C Ai+j (j = 0, 1). 

L E M M A 1. With the above hypotheses we have Der A = DeroA 0 Der^4 , Der0A 
is a subalgebra of Der A, and [Der0^4, Deri^4] C Deri^4. 
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Proof. The last two assertions are obvious. I t is also clear t ha t 
Der0^4 C\ Deri/1 = 0 and so it remains to prove tha t Der A = Der 0T + Deri^4. 

Let pt\ A —> At (i = 0, 1) be the canonical projections. For D G Der A we 
d e f i n e d (i = 0, 1) by 

Dt\Aj = pi+joD\Aj ( j = 0 , 1 ) . 

Clearly the linear transformations Dt satisfy D t{A f) C A i+j (j = 0, 1). We 
claim tha t they are derivations of A, which will complete the proof. T h u s we 
have to show tha t D t(xy) = (D tx)y + x(Dty) holds for x, y G A. Clearly, it 
suffices to prove this when x and y are homogeneous, say x = Xj G Aj and 
y = yk £ Ak (i,j, ft = 0, 1). Then 

Diixjyjt) = Pi+j+jciDixjyjc)) 

= Pi+j+k((Dxj)yk) + Pi+j+k(Xj(Dyk)) 

= (pi+j(Dxj))yk + Xj(pt+k(Dyk)) 

= Di(xj)yk + XjDiiyjç). 

LEMMA 2. Assume moreover that A is anticommutative, i.e., 

yx = (— l)ijxy for x G A u y G A j (i} j = 0, 1). 

Then Inder A is an abelian ideal of Der A and Inder A C Der^4 . 

Proof. We have mentioned before tha t Inder A is an ideal of Der A. Recall 
t ha t we have a surjective Lie algebra homomorphism A L—> Inder A whose 
kernel is clearly the center ZA of A. Thus Inder A = AL/ZA as Lie algebras. 
Since A0 C ZA (by an t icommuta t iv i ty) and [A, A] C A0 we see tha t AL/A{) 

is abelian and also A L/ZA is abelian. Thus Inder A is an abelian ideal of Der A. 

If a G AQ then Da = 0 and if a G Ai then Da G DeriA. This proves t h a t 
Inder A C D e i v l . 

2. Der ivat ions of exterior a lgebras . Let V be a vector space over a field K 
and let S be the exterior algebra of V. (f has a Z-grading 

where Si is the i-th exterior power of L. In particular, cf0 = K and (f1 = V. 
We shall be more interested in the induced Z2-grading 

<f = S 0 © <? x 

where 

If char K = 2 then cf is commutat ive and it follows from [2, Chapter 
III, §10, Prop. 14] t ha t every linear map Tr —> <? extends uniquely to a deri­
vat ion of $. 
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Therefore we shall assume from now on that char K ^ 2. 
Since <$ is an t icommuta t ive , we have ^ o C ^ where «2T is the center of 

S\ In fact it is known t h a t we have equal i ty cf 0 = 2? except in the case when 
dim F = n is finite and odd. In the exceptional case we have 3? = 3§ © tff". 

We shall write 9 = Der S\ J = Inder <f, and ^ = Der .c? (i = 0, 1). 
We know from Lemmas 1 and 2 t ha t ^ = ^ 0 © i^ i , «/ C 2$\ and t h a t , / is 
an abelian ideal of Qi. 

Let <Jé be the maximal ideal of # , i.e., 

e ^ = ] £ Cf. 

We shall denote by S the ^ - c o m p l e t i o n of S. Clearly, S inherits a Z 2 -
grading from S ; $ = (f Q © <^\. In fact £? is a subalgebra of (f and is dense 
in (f for the ^ - t o p o l o g y . <ffj is the closure of (f i (i = 0, 1) in (f for the same 
topology. The elements of $* can be identified with the formal infinite series 

(i) .%-= £ .%-,, *«e <f\ 

If Xj = 0 for all i except finitely many of them, then x G S. 
Let c? l)e the idealizer of ^ ^ in <^, i.e., cy9 consists of all x ^ <§ such t h a t 

x^éé C ^ and - # x C - ^ . Clearly <# is a subalgebra of S containing S. I t is 
easy to see t ha t if x G <ff satisfies x V C dé and Vx C - ^ then in fact x G S'. 

T h u s if x is given by (1) then x G (? if and only if for every 3/ G F ^0> = 0 
for all bu t finitely many i ^ 0. 

For a G <̂  let Z)„ be the corresponding inner derivation of S*. F rom the 
definition of S it follows tha t Dn{3) C <¥ • Hence we have a restriction homo-
morphism Inder & —^ 9 . This is clearly infective and we denote by J the 
image in 2) of this homomorphism. I t is clear t h a t J C 2& \> 

T H E O R E M 3. We have S = S' except when a basis of V has cardinality Ko. 

T H E O R E M 4. We have J = Ql\. Moreover, if the cardinality of a basis of V is 
not Ko then J = 9i. 

Let us first introduce some notat ion. Let at (i G "/) be a basis of F and assume 
t h a t the index set I is totally ordered. By £F we shall denote the set of all finite 
subsets of / . W7e have a part i t ion of ^ into J^~0 and ^ " 1 where J ^ 0 (resp. J S ) 
consists of those S G ^ whose cardinal i ty is an even (resp. odd) integer. 

T h e algebra <§* has a basis {as | S G ^ \ where if S = {i\, i<>, . . . , ik} with 
ii < i2 . . . < ik then 

as — ciiidi2 • • . ciih. 

In part icular a4, = 1 is the ident i ty element of (f and a{i] = ai for i G I. 

Proof of Theorem 3. If / is a finite set then $ — <ff and consequently 
Now let us assume tha t I is not countable. Let x G S be a rb i t ra ry and write 

x = xo + xi + x2 + • . . with xr G ^ r . Let P = {r | x r ^ 0}. For r G P let 
7 r = {i G I I <3pcr = 0}. Then each Ir is a finite set and consequently their 
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union is countable. Therefore there exists an i (z I such t ha t i G Ir for all 

r G P. Then atxr ^ 0 for all r G P. Since 

atx = ciiXo + atxi + (iiX2 + . . . G $ 

and (iiXr G (or+i (r ^ 0) , this implies tha t P is a finite set. Consequently 
x 6 <5 and so 6 = & . 

Finally, let us assume tha t I has cardinali ty Ko. Then we may assume tha t 
/ is the set of positive integers. I t is easy to see t ha t the element 

X = ^2 Cila2 • ' • (li 

is in S bu t is not in (f. 

Proof of Theorem 4. Let D G 2)\ and write Da t = b t. Since at G F = 
Sl C <H we have bt G H ) . From a f = 0 we obtain (Da^a-i + a^Da-i) = 0, 
i.e., /h< î + «-1&1 = 0. Since bt G H C 2f this gives 2r/^^ = 0 and since 
char K 7^ 2 we have a ^ = 0. 

F o r i , j G / l e t jr(f) = I\{i) and i * ^ = 7 \ { i , j } . We denote F ( f ) ( r e s p . F ( i ' H 
the subspace of F spanned by ak for £ G J (z ) (resp. £ G I(iJ)). Fur ther , <^(?) 

(resp. <¥(iJ)) will be the exterior algebra of F ( 7 ) (resp. F ( 2 j ) ) . We also put 
J ^ = {S G J H i G S} , J ^ ' ^ = ^ ° ' } H J ^ G Finally, we define J H 0 

= J ^ H J H , J H 0 = # " ( i ) n « f i and similarly J H ^ ' } and J H Z ' J ) . 
I t follows from a ^ j = 0 and/;,• G <H that/>; = a ^ where d G H ° } . 
From a ^ - + a-fii = 0 we obtain 

(Da^cij + diiDcij) + (Da^a-t + a^Da-i) = 0, or 

M i + fl*&i + bjCit + â fr* = 0. 

Since bt G ^ o C ^ and char / ( ^ 2 this gives a^bj + a^z- = 0. Using 
bi = a id and bj = afj we obtain 

(2) ciiCijicj — et) = 0. 

Using the basis H s | S G J H 0 } of H ( * \ we can write 

(3) ct= E « ^ , ( S G J H 0 ) . 

The coefficients a,s* G i£ are defined for S G J H and i G / \ 5 . I t follows from 
(2) and (3) t ha t as1 = asj whenever S G J H and i, j G / \ 5 . Therefore for 
each S G J H there is a scalar a s G X such tha t as1 = as for all i G 7 \ 5 . 

Let m be an odd positive integer and let &m be the set of all S G ^ of 
cardinali ty m. W7e claim tha t « , ^ 0 for only finitely many 5 G ^m• Indeed, 
let ii, i2, . . . , im be distinct elements of I. Since cil G 3* there are only finitely 
many 5 G J^™ such t ha t as ^ 0 and ii G 5 . Similar s ta tements are valid for 
indices i2, . . . , iw. Flence there are only finitely many 5 G ^~m such tha t 
a s ^ O and {i'i, i2, . . . , H (2 3 . This proves our claim. Thus each sum 

X « s ( 5 ^ w , m o d d ) 
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is in fact finite and so 

c= £ asas(Se^i) 

is an element of S. 
We have 

— cat = atc = Yl asdics = X) as%atas = ciiCf = bt £ S (i G I), 

which proves t h a t c Ç S. T h e same computa t ion gives Dc(a{) = — 2bi = 

-2D(ai), and so D G À 
We have proved t ha t <2?i C </ and since we remarked before t h a t J C i ^ i , 

we have J = Q)\. The second assertion now follows from Theorem 3. 

3. A u t o m o r p h i s m s of exterior a lgebras . In this section we assume tha t 
dim V = n is finite and char K ^ 2. As before, o is the exterior algebra of T\ 

Let 4̂ be the group of automorphisms of <$ (considered jus t as a i f -a lgebra) 
and let A0 be the subgroup of A consisting of those au tomorphisms a which 
preserve the Z2-grading of S*, i.e., such t ha t (T{(O {) = S t (i = 0, 1). 

Recall t ha t S is a local algebra with the maximal ideal ~ # = X l ^ i $ t and 
t h a t 

<Jtk = J2 <?\k ^ o). 

Therefore, every a Ç A stabilizes the chain 

cf = ^ # ° D ^ D ^ 2 D • • • D ^ n D 0. 

Hence every <r £ 4̂ induces an automorphism at of the vector space ^ 2 / ' ^ i + l . 
Since the canonical map Sl —> ̂ il/^iArX is an isomorphism we can consider 
(7j as operat ing in S \ 

The m a p / * : 4̂ —» G L ( c ^ ) defined by/i(<r) = Ci is clearly a homomorphism. 
In part icular, a0 is the identi ty for every a Ç A; i.e., / 0 is the trivial homo­
morphism and it is well-known tha t fi is surjective. In fact every au tomor­
phism r of V extends uniquely to an automorphism g(r) of S. T h u s if A" 
= ker ( / i ) than we have a short exact sequence 

l-*N->A^àGL{V) - > 1 

with g a section, i.e., / i o g = identi ty. 
Let G be the image of g in A. Then A is a semidirect product yl = N XI G. 

LEMMA 5. If a £ A" //^w a-* w / / ^ identity for all i. 

Proof. We always have a0 = ident i ty and by hypothesis we also have 
di = identi ty. Now let 2 ^ k ^ n and let Xi, . . . , xk £ F . Then a{%i) = 
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^i + Ji where yt G ^ 2 and consequently 

a(xix2. . . xjt) - XiX2. . . xk = (xi + yi) (x2 + y2) . . . (xk + yk) 
— XiX2 . . . xk G <Jtk+l. 

This proves t ha t cr̂  = identity. 

LEMMA 6. TV is a unipotent group. 

Proof. Let 1 be the identi ty map of S. I t follows from Lemma 5 tha t for 
a e N we have (0- — \)(^i) C ^ i + l (i ^ 0) and so a — 1 is nilpotent, i.e., 
a is unipotent . 

Let N0 = N n A0. Since A = N XI G and G C ^ o it follows t ha t A0 

= No X G. 
Recall t ha t every inner derivation of S is of the form Dn (a G <f> \). 

LEMMA 7. If a, b G <^i then DaDb = 0. 

Proof. I t suffices to check tha t DaDb(x) = 0 for x G d% (i = 0, 1). Indeed 

DaDb(x) = a (foe — xb) — (for — xb)a 

= (a&x + xôa) — (axô + foca). 

This is zero because xba = foz# = - r / k a n d ^ w = ( — l)z+1x«£> = — axb. 

In particular, it follows from this lemma tha t Da
2 = 0 for a G (f 1 and so 

exp(Da) = 1 + Da £ A. Since for a G <^i 

(1 + P f l ) (x) = x + ax — xa (x G <f ) 

it is clear t ha t 1 + Da G N . 
If a, & G <^i then by Lemma 7 

(1 + A , ) ( l + Db) = 1 + £„+> = (1 + Db)(l + A , ) . 

Hence, the automorphisms 1 + Du (a G £?i) form an abelian subgroup of N 
which we will denote by Ni. The map (f 1 —> TVi sending a to 1 + Z)„ is a 
homomorphism of the addit ive group of SJ

1 onto Ni with kernel £\C\2? . 
For £ ^ 1 let Mk be the subgroup of 7V\ consisting of all automorphisms 

1 + Da with a G cf2*-1. 

T H E O R E M 8. For each k ^ 1 //ze product M{k) = ilffc ^ f 1 • • • ̂  ^ normal 
subgroup of A. In particular, N\ <\ A. 

Proof. For a G <̂  and a £ A we have aDaa~l = Da(a). I t remains to notice 
t ha t M(k) consists of all 1 + Da with a G ^# 2 A _ 1 , and tha t ^ 2 A ' ~ 1 is o-stable. 

Now let us define for k ^ 1 the subgroup N(k) of TV. I t consists of all a G N 
such t h a t 

<T(X) G SPk = <S\ + ^# 2 * f o r * G F. 

I t is clear t ha t 

N = i \ w D iV<2> D . . . D N ( m ) 3 N ( w + 1 ) = iV0 
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where m = , and that 

jVWHiVi - MM (k ^ 1). 

THEOREM 9. We have 
(i) N™ - A7(fc+1)X M* (i è 1), 

(ii) iV = JVi X iV0, 
(iii) A = N^ Ao. 

Proof. By Theorem 8, Nx <\ A. If a G «?i and 1 + Dn G 4 0 then for x G F 
we must have Da(x) = 0. Thus D(l = 0 and so Ni P\ ,4o = 1. Hence in order 
to prove (ii) and (iii) it suffices to show that TV = iViiVo and A = NiA0. Since 
A = NG and G C A 0 it suffices to prove only that N = NINQ. This last 
equality clearly follows from (i), which we now proceed to prove. 

If a G <?2k~l then for x G F we have (1 + Da)x - x = £ U G <?2/\ Thus if 
1 + A, G iV(fc+1) then Dax = 0 for all x G 7, i.e., A = 0. Therefore 
N(*+D n Mk = l. 

We claim that ilfft normalizes 7V(/l"+1). For this purpose let a G N{k+1\ 
a G <^2fc_1, # G 7. Then we have to show that 

(1 - Dn)a(l + Da)x G ^ * + i . 

We have 

(1 - Da)a(l + Da)x = x + (ax - x) - DaaDax + (aDn - Dna)x. 

Since x G SP^\, <JX — x G ̂ V i and DaaDax G <Jé2k+1 C ^+-1 we need only 
show that (oA< — Dna)x G ̂ Wi - This is so because Da(ax — x) G Da(<y$2) 
C -#2 / l + 1 C ^ f c f i and (rP„x - AA~ G ̂ V K . This last relation holds because 
Dnx G -^2A: and a2k = identity. 

It remains to show that 7V(A) = AIkN
(k+l). Let a- G N^'K For x G 7 we can 

write uniquely 

a(x) = x + r(x) + z 

where r(x) G ^27c and z Ç j 2 n ^ + 1 . 
Since x2 = 0 we have 

0 = (ax)2 = (x + r(x) + z)2 = 2xr(x) + u 

where « G ^ 2 / : + 2 . Thus xr(x) = 0 for all x G V. By [2, Chapter III , §10, 
Frop. 14] r extends to a unique derivation D of (f. Clearly Z> G A and since 
^ 1 = J by Theorem 4, there exists an a G <^i such that Da = D. Since 
T(X) = Dx = Dax = ax — xa G <^2k for all x G 7, we may assume that 
a G ^2"-1 . 
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We finish the proof by showing tha t (1 — Da)a Ç iV(/c+1). This is equivalent 
to 

(1 - Dn)ax G ^ V i forx £ V. 

We have 

(1 - Da)ax = x + r(x) + z - Da(x) - Dnr(x) - Daz 

= x + z - Daz 

because Da(x) = r(x) and D„T(X) = Da
2(x) = 0 by Lemma 7. Since x G <?i, 

z e &k+i and £>„s G Da(~£2) C ^ 2 / c + 1 C ^ V i , the proof is complete. 

4. Inner a u t o m o r p h i s m s of cf. Our hypotheses about K, V, SJ will be 
the same as in the preceding section. 

Since S is a local algebra, an element x Ç S is invertible if and only if 
x ([ *Jé. We shall denote by U the group of units of SJ, i.e., £/ = (?\^Je. 
Clearly £/o = £7 Pi (f0 is a subgroup of U. We put 

u, = ur\ (i + A ) = i + «?i. 

Of course, £/i is not a subgroup (in general) bu t we have 

aU\orl = Hi for « Ç ï/0. 

T h e center Z of £/ is contained in the center 3? of S and so we have 

z = t/nâ*. 
Since S\ C_2? we have £/o C Z. In fact £/0 = Z except when dim V = w 

is odd. In the exceptional case we have 

Z = î/o ' (1 + <^*). 

T H E O R E M 10. U\ is a system of coset representatives of £/0 in U. 

Proof. Let x, y £ S\. Then 1 + x, 1 + v are in V\ and 

(1 + x)-^! + y) = (1 - x ) ( l + 3 , ) = i - ^ + y - xv. 

If this product belongs to U0 then since 1 — xy £ <£% and y - x f (2% we 
must have y — x = 0, i.e., 3/ = x. This shows tha t if x 9e y then (1 + x) Uo 
* (l + y)U,. 

I t remains to show tha t U = U0U1. Let t ing a (E £/ wTe have to show tha t 
a Ç U0U1. Clearly we may assume tha t a = 1 + b with & G e^#. If Z? G d% 
then a £ Z7i and there is nothing to prove. So let b = b0 + /;i with 
&{G ( f f H ^ # , and b0 9e 0. We can write 

£>0 = C2k ~f" C2fc+2 + . . . 

where c2* (: (^2i and c2^ ^ 0 (& ^ 1). We shall say tha t 2k is the order of the 
element a. Now it is clear t ha t (1 — C2k)a has order > 2k and our claim follows 
by induction. 
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The automorphisms of of of the form x —> axa"1 (a Ç U, x £ of) are called 
inner. The inner automorphisms of of form a group Inaut of and we have a 
short exact sequence 

l - > Z - > [/-> Inaut of - > 1 . 

THEOREM 11. Le/ TVi &e //zc group defined in the previous section. We have 

Ni = Inaut of. 

Proof. Let a G Î7. By Theorem 10 we can wrrite a = (1 + b)c with b Ç of i 
and c Ç L70. Since f/o C ^ C ^ we have, for x f of, 

axa"1 = (1 + b)cxc~l(l - 6) = (1 + &)s(l - 6) 

- x + ax - *6 = (1 +Db)(x). 

Note that £>x£> = 0 for all x Ç of because a Ç of i. 
This proves that Inaut of C iVi. 
Conversely, if a G of i then 1 + Da is simply conjugation by 1 + a G £/. 

This Theorem gives an alternative proof of the assertion N\ <\ A. 
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