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Abstract

In this paper we present a combinatorial proof of an identity involving the two kinds of Stirling numbers
and the numbers of permutations with prescribed numbers of excedances and cycles. Several recurrence
relations related to the numbers of excedances, fixed points and cycles are also obtained.
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1. Introduction

Let Sn be the symmetric group on the set [n] = {1, 2, . . . , n} and π = π(1)π(2) · · ·
π(n) ∈ Sn. The number of excedances of π is exc(π) := |{1 ≤ i ≤ n : π(i) > i}| and that of
fixed points is fix(π) := |{1 ≤ i ≤ n : π(i) = i}|. Denote by cyc(π) the number of cycles
of π. Clearly, we have exc(π) ≤ n − cyc(π) for π ∈ Sn. For example, the permutation
π = 315 426 has the standard cycle decomposition (1, 3, 5, 2)(4)(6), so exc(π) = 2,
fix(π) = 2 and cyc(π) = 3. We say that π is a derangement if fix(π) = 0. Let Dn be
the set of all derangements in Sn. The Eulerian polynomials An(x) are defined by

A0(x) = 1, An(x) =
∑
π∈Sn

xexc(π)+1 for n ≥ 1.

It is well known that the Eulerian polynomials An(x) satisfy∑
k≥0

knxk =
An(x)

(1 − x)n+1
,

and one representative form of An(x) is the Frobenius formula

An(x) = x
n∑

k=0

k!S (n, k)(x − 1)n−k for n ≥ 1,
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where S (n, k) are the Stirling numbers of the second kind. The numbers S (n, k) count
partitions of [n] with k disjoint, nonempty subsets (blocks, for short). We follow
Comtet [4] for the basic definitions, notation and terminology.

In recent years, several authors have devoted attention to the statistics of
excedances, fixed points and cycles (see [10–12], for instance). In [3], Brenti studied
the q-Eulerian polynomials

A0(x, q) = 1, An(x, q) =
∑
π∈Sn

xexc(π)qcyc(π),

and established the link with q-symmetric functions arising from plethysm. He
obtained the recurrence relation

An+1(x, q) = (nx + q)An(x, q) + x(1 − x)
d
dx

An(x, q)

[3, Proposition 7.2] and showed that An(x, q) has only real simple zeros when q
is a positive rational number [3, Theorem 7.5]. Brenti [3, Conjecture 8.8] also
conjectured that An(x, −t) has only real zeros, where n, t ∈ N. This conjecture has been
settled by Brändén [2]. Moreover, by the theory of symmetric functions, Brenti [3,
Proposition 7.3] proved that∑

n≥0

An(x, q)
tn

n!
=

(
et(x−1) − x

1 − x

)−q

. (1.1)

Let

P0(x, y, q) = 1, Pn(x, y, q) =
∑
π∈Sn

xexc(π)yfix(π)qcyc(π) for n ≥ 1.

Clearly, An(x) = xAn(x, 1) = xPn(x, 1, 1) and An(x, q) = Pn(x, 1, q) for n ≥ 1. Since

Pn(x, y, q) =

n∑
i=0

(
n
i

)
(yq − q)i

∑
π∈Sn−i

xexc(π)qcyc(π)

=

n∑
i=0

(
n
i

)
(yq − q)iAn−i(x, q),

it follows from (1.1) that∑
n≥0

Pn(x, y, q)
tn

n!
=

(et(x−y) − xet(1−y)

1 − x

)−q

. (1.2)

The case q = 1 of (1.2) was given by Foata and Schützenberger [5, Theorem 4.2].
Using the exponential formula [14, Corollary 5.5.5], Ksavrelof and Zeng [7, p. 2] also
obtained (1.2). In [9, Theorem 1], the author obtained the identity∑

i≥0

in
(
q + i − 1

i

)
xi =

xn

(1 − x)n+q
An(x−1, q). (1.3)

Combining (1.2) and (1.3), we immediately obtain the following result.
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P 1.1. For n ≥ 0,∑
k≥0

(
q + k − 1

k

) (
k +

y − 1
1 − x

xq

)n

xk =
xn

(1 − x)n+q
Pn(x−1, y, q).

As a generalization of the classical Eulerian polynomials An(x), if a polynomial
g(x) satisfies ∑

k≥0

f (k)xk =
g(x)

(1 − x)d+1
,

where deg g(x) = d, then g(x) is called the f-Eulerian polynomial [13, p. 209]. It is
well known that An(x) = xn+1A(x−1) for n ≥ 1. It follows from Proposition 1.1 that the
polynomial Pn(x, y, q) may be seen as a generalized f-Eulerian polynomial.

Set
a(n, k, i) = |{π ∈ Sn : exc(π) = n − k, cyc(π) = i}|

and
p(n, s, t, r) = |{π ∈ Sn : exc(π) = n − s, fix(π) = t, cyc(π) = r}|.

This paper is organized as follows. In the next section we combinatorially prove an
identity involving the two kinds of Stirling numbers and the numbers a(n, k, i). In
Section 3 we present several recurrence relations involving the numbers p(n, s, t, r).

2. An identity

There is an identity relating Stirling numbers of the second kind to Eulerian
numbers, that is,

r!S (n, r) =

r∑
k=0

A(n, k)
(
n − k
r − k

)
(2.1)

(see [1, Theorem 1.17], for instance). Various q-generalizations of the identity (2.1)
have been pursued by several authors (see [6], for instance). Recall that the signless
Stirling number of the first kind c(r, i) counts permutations of [r] with exactly i cycles,
so

∑r
i=1 c(r, i) = r!. As a refinement of (2.1), we obtain the following result.

T 2.1. For all nonnegative integers n ≥ r ≥ i,

S (n, r)c(r, i) =

r∑
k=i

a(n, k, i)
(
n − k
r − k

)
. (2.2)

P. The left-hand side of (2.2) counts the following objects: first partition [n] into r
blocks and then arrange the r blocks into i cycles. We will show that the right-hand side
of (2.2) counts the same objects. For convenience, we will write π ∈ Sn in standard
cycle decomposition, where each cycle is written with its smallest entry first and the
cycles are written in increasing order of their smallest entry. Take a permutation

π = (π(p1), . . .)(π(p2), . . .) · · · (π(pi), . . .)
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counted by a(n, k, i). If i = r, let us write down r − 1 bars between the cycles of π, that
is,

(π(p1), . . .) | (π(p2), . . .) | · · · | (π(pi), . . .).

Erasing the parentheses, we get a partition of [n] with r blocks. Hence a(n, r, r) =

S (n, r).
If i < r, we will split some of the cycles of π. Now consider positions where π( j) > j.

There are by definition n − k such positions, choose r − k of these positions to put a
bar behind. Note that there are

(
n−k
r−k

)
ways to choose these positions. Erasing the

parentheses, we will get a partition of [n] with r blocks. It is easy to verify that each
such partition will be obtained exactly c(r, i) times. This completes the proof. �

Recall a pair of inverse relations used in [1, p. 13].

L 2.2. We have

f (n, r) =

r∑
k=0

g(n, k)
(
n − k
r − k

)
if and only if g(n, k) =

k∑
r=0

(−1)k−r f (n, r)
(
n − r
k − r

)
.

Combining Theorem 2.1 and Lemma 2.2, we obtain an explicit formula for the
numbers a(n, k, i).

C 2.3. For all nonnegative integers n ≥ k ≥ i,

a(n, k, i) =

k∑
r=i

(−1)k−rS (n, r)c(r, i)
(
n − r
k − r

)
.

3. Basic recurrence relations

Let A1, A2, . . . , An be subsets of a finite set. We say that the sets A1, A2, . . . , An are
exchangeable [4, p. 179] if and only if the cardinality of any intersection of k arbitrary
subsets among them depends only on k, where 1 ≤ k ≤ n.

T 3.1. We have

p(n, s, t, r) =

(
n
t

) n−t∑
j=0

(
n − t

j

)
(−1) ja(n − t − j, s − t − j, r − t − j). (3.1)

In particular,

p(n, s, 0, r) =

n∑
j=0

(
n
j

)
(−1) ja(n − j, s − j, r − j).

P. Let

Ai = {π ∈ Sn : exc(π) = n − s, π(i) = i, cyc(π) = r} for 1 ≤ i ≤ n.

Note that

|Ai1 ∩ Ai2 ∩ · · · ∩ Ait | = a(n − t, s − t, r − t) for 1 ≤ t ≤ n,

https://doi.org/10.1017/S0004972711002760 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972711002760


[5] Excedances, fixed points and cycles 419

which implies the exchangeability of the sets A1, A2, . . . , An. Using the inclusion–
exclusion principle [4, p. 195, Theorem A], we obtain

p(n, s, t, r) =

n∑
i=t

(−1)i−t

(
i
t

)(
n
i

)
a(n − i, s − i, r − i)

=

(
n
t

) n−t∑
j=0

(−1) j

(
n − t

j

)
a(n − t − j, s − t − j, r − t − j).

The theorem is thus proved. �

We now present a recurrence relation for the numbers p(n, s, t, r).

T 3.2. We have

p(n + 1, s, t, r) = (t + 1)p(n, s, t + 1, r) + (s − t)p(n, s, t, r)

+ (n − s + 1)p(n, s − 1, t, r) + p(n, s − 1, t − 1, r − 1).

P. We will write π ∈ Sn in standard cycle decomposition. Let n be a fixed positive
integer. Let σi ∈ S n+1 be the permutation obtained from σ ∈ Sn by inserting the entry
n + 1 just before σ(i) if i ∈ [n] or as a new cycle (n + 1) if i = n + 1. Then

exc(σi) =


exc(σ) if i ∈ [n] and σ(i) > i,

exc(σ) + 1 if i ∈ [n] and σ(i) ≤ i,

exc(σ) if i = n + 1;

fix(σi) =


fix(σ) − 1 if i ∈ [n] and σ(i) = i,

fix(σ) if i ∈ [n] and σ(i) , i,

fix(σ) + 1 if i = n + 1;

and

cyc(σi) =

cyc(σ) if i ∈ [n],

cyc(σ) + 1 if i = n + 1.

Recall that

p(n + 1, s, t, r) = |{σi ∈ S n+1 : exc(σi) = n + 1 − s, fix(σi) = t, cyc(σi) = r}|.

The following statements then hold.

(a) If σ has n − s excedances, t + 1 fixed points and r cycles, then we can insert the
entry n + 1 just before one of the t + 1 fixed points of σ. We have p(n, s, t + 1, r)
choices for σ. This case applies to the first term in the recurrence relation.

(b) If σ has n − s excedances, t fixed points and r cycles, then we can insert the
entry n + 1 just before one of the s − t entries σ(i) that satisfies σ(i) < i. We
have p(n, s, t, r) choices for σ and the second term of the recurrence relation is
obtained.

(c) If σ has n − s + 1 excedances, t fixed points and r cycles, then we can insert the
entry n + 1 just before one of the n − s + 1 entries σ(i) that satisfies σ(i) > i. We
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have p(n, s − 1, t, r) choices for σ and the third term of the recurrence relation is
obtained.

(d) If σ has n − s + 1 excedances, t − 1 fixed points and r − 1 cycles, then we can
insert the entry n + 1 at the end of σ to form a new cycle (n + 1). We have
p(n, s − 1, t − 1, r − 1) choices for σ and the last term of the recurrence relation
is obtained.

This completes the proof. �

Equivalently, we can express Theorem 3.2 in terms of a differential equation.

C 3.3. For n ≥ 0,

Pn+1(x, y, q) = (nx + yq)Pn(x, y, q) + x(1 − x)
∂

∂x
Pn(x, y, q) + x(1 − y)

∂

∂y
Pn(x, y, q).

(3.2)

Using (3.2), the polynomials Pn(x, y, q) for i = 1, . . . , 5 are as follows:

P1(x, y, q) = qy,

P2(x, y, q) = qx + q2y2,

P3(x, y, q) = q(x + x2) + 3xyq2 + q3y3,

P4(x, y, q) = q(x + 4x2 + x3) + q2(4xy + 4x2y + 3x2) + 6xy2q3 + q4y4,

P5(x, y, q) = q(x + 11x2 + 11x3 + x4) + q2(5xy + 10x2 + 20x2y + 5x3y + 10x3)

+ q3(10xy2 + 15x2y + 10x2y2) + 10xy3q4 + q5y5.

Let Dn,k(x, q) be the coefficient of yk in Pn(x, y, q). Note that the polynomial
Dn,0(x, q) is the corresponding enumerative polynomial on Dn. Set Dn(x, q) =

Dn,0(x, q), that is, Dn(x, q) = Pn(x, 0, q). Then

Dn,k(x, q) =
∑
π∈Sn

fix(π)=k

xexc(π)qcyc(π)

=

(
n
k

)
qk

∑
σ∈Dn−k

xexc(σ)qcyc(σ)

=

(
n
k

)
qkDn−k(x, q).

Equating the coefficients in (3.2), we immediately derive

Dn+1(x, q) = nxDn(x, q) + x(1 − x)
∂

∂x
Dn(x, q) + nqxDn−1(x, q). (3.3)

Let π ∈ Dn. Weighting π by the monomial xexc(π)qcyc(π), the bijective map from π
to its inverse π−1 gives a monomial xn−exc(π)qcyc(π). Hence Dn(x, q) = xnDn(x−1, q).
The recurrence relation (3.3) enables us to show that the sequence of polynomials
{Dn(x, q)}n≥2 forms a Sturm sequence, where q > 0. The proof turns out to be an
application of the following lemma.
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L 3.4 [8, Corollary 2.4]. Let { fn(x)}n≥0 be a sequence of polynomials with
positive leading coefficient. Assume that

fn+1(x) = an(x) fn(x) + bn(x) f ′n(x) + cn(x) fn−1(x) for n ≥ 1,

where an(x), bn(x) and cn(x) are real polynomials such that

deg fn+1(x) = deg fn(x) + 1.

Suppose that for each n, the coefficients of fn(x) are nonnegative. If bn(x) ≤ 0 and
cn(x) ≤ 0 whenever fn(x) = 0, then { fn(x)}n≥0 forms a Sturm sequence.

Thus we reach the following assertion.

T 3.5. For n ≥ 2, the polynomial Dn(x, q) is symmetric and the sequence of
polynomials {Dn(x, q)}n≥2 forms a Sturm sequence, where q > 0.
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