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1. I n t r o d u c t i o n . In an earlier paper (2) reflexive transit ive binary rela
tions were considered on a connected ordered space. These relations were 
topologically restricted and their minimal sets were either an end point of 
the space or empty. I t was shown tha t these relations could be characterized 
as one of the two orders of the space. Viewing the situation somewhat differ
ently as suggested by I. S. Krule, one could say tha t this class of relations 
was characterized in terms of the identi ty function on the space. In this case 
the relations are considered in their natural setting, the product of the space 
with itself. 

Pursuing this viewpoint one might ask if a more general class of t ransi t ive 
binary relations could be characterized in terms of suitably chosen continuous 
functions on subsets of the space to itself. 

This paper considers the class of all transit ive binary relations t ha t are 
monotone, closed above, closed below, and continuous, and shows t h a t these 
relations can be characterized in this manner. 

2. N o t a t i o n a n d def in i t ions . Throughout this paper it is assumed t ha t 
X is a set consisting of more than a single element. I t is further assumed t h a t 
X is a connected topological space and R is a relation on X such t ha t (X, R) 
is an ordered set and the order topology induced by R is the topology on X. 
T h e usual meaning regarding lower and upper bounds, infima, and suprema 
with respect to R of subsets of X will be used. Topological closure will be 
denoted by * throughout this paper. 

If L (the dual of L is denoted by <JL) is any relation on the topological 
space X, then the following terminology and notation will be used: 

(1) if x G X then L(x) = {3/ G X | (y, x) G L] ; 
(2) if A CX then L(A) = U{L(a) \a G A}; 
(3) L is continuous provided L(A*) C L(A)* for each A C X ; 
(4) L is monotone provided L(x) is connected for each x f l ; 
(5) if k G X , then k will be called L-minimal provided the following con

dition is satisfied: whenever x G L(k) and x £ X then k G L(x) (the set of 
L-minimal elements is denoted by KL) ; 

(6) L is closed above provided aL(x) is closed for each x G X ; 
(7) L is closed below provided L(x) is closed for each x G X ; 
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(8) if B C. X, then B will be called an L-ideal provided B 7^ 0 and 
L(B)CB; 

(9) if x Ç X , then L x = {3; G X \ x \J L(x) = y U L (y )} . 
If R is a relation on X such t h a t (X, i?) is an ordered set, then the following 

addit ional terminology and notat ion will be used: 
(10) if x £ X, then x will be called i^-minimal provided x Ç i^(;y) for each 

y e x-, 
(11) if x Ç X , then x will be called i^-maximal provided x £ o"-R(^) for 

each y Ç X ; 
(12) if x, y 6 X then x < y (x > y) means x £ R(y) — y {x Ç vR(y) — y)> 
Throughou t this paper ° will denote the interior of a set. T h e pair 

\p, q] = {x e X I p < x < q] 

where p and q are elements of the space. T h e symbols —» and <— indicate 
convergence. 

I t is well known t h a t if L is a t ransi t ive, closed-below relation on the 
T\ -space X and if A is a compact L-ideal, then A C\ KL ^ 0. 

T h e notion of nets will be used frequently and the reader is referred to (1) 
for the definitions and the general theory. In addit ion to nets, a notion of 
convergence of sets will be used. If T is a directed set and if {Aa \ a £ V} is 
a family of subsets of the space X, then the two following definitions of subsets 
of X are made : 

(1) lim sup Aa is defined as follows: x G lim sup Aa if and only if for each 
open set U about x there exists a cofinal subset Tu C r such t h a t U C\ Aa 9^ 0 
for each a G Tu; 

(2) lim inf Aa is defined as follows: x G lim inf Aa if and only if for every 
open set U abou t x there exists a residual subset Tu C r such t h a t U O Aa 7^ 0 
for each a G Tu. 

T h e following lemma will be used frequently wi thout reference. I t is con
tained in more general form in (4). 

LEMMA. Let L be a relation on the Hausdorff space X. Then L is continuous 
if and only if for each net {xa \ a G T} converging to x, L(x) C lim inf L(xa). 

For addit ional information and facts pertaining to relations similar to 
those discussed in this paper, the reader is referred to (2; 3; and 5) . 

3 . P r e l i m i n a r y l e m m a s . This section is a collection of lemmas, es tab
lishing certain properties of monotone, continuous, closed above and below, 
transi t ive relations in terms of nets, continuous functions, and connected 
subsets of the space. These lemmas are proved in general and should be most 
helpful in s tudying one specific relation of this type . 

Throughout this section it is assumed t h a t (Xy R) is a connected ordered 
space and L is a monotone, continuous, closed above and below, t ransi t ive 
relation on X. 
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LEMMA 1. Either Lx = {x\ for each x G KL or 0 9e L(x) = KL ^ {x} for 

each x G KL. 

Proof. Suppose Lx 9e {x} for each x G KL and consider the case where 
0 ^ i£ L ^ X. Let a be an element of KL such t ha t La 9e {a}. By definition 
L(a) C -Kz, and for each x G £ ( # ) , L(x) = L(a ) . Wi thout loss of generality 
suppose s u p L ( a ) = p and p is not i^-maximal. Assume there exists a net 
{xa\a £ r } in aR(p) — p converging to p such tha t xa G i^z,- Cont inui ty 
of L implies t ha t L(p) C lim inf L(xa). I t follows t ha t for some a G I \ 
L(x a ) r\L(a) 9e 0, a contradiction. Therefore there exists z > p such t h a t 
\p, z]C\KL = 0. Let N = {x £ KL\z < x] and if N ^ 0, let g = inf N and 
let H = {y £ X \y $ KL and p < y < g}. The continuity of L and the con
nectedness of H imply L(a) C £(;y) for each y £ H. Now establish t h a t 
N = 0 by showing t ha t the existence of g = inf N leads to a contradiction. 

(1) Suppose q £ H and let {ya \ OL G F} be a net in KL converging to q. T h e 
cont inui ty of L implies L(q) C lim inf L(ya) and hence for some a G r , 
£(3k) C\ L(a) 7* 0, a contradiction. 

(2) Suppose qiH and let {;ya | a G T} be a net in fl" converging to q. Now 
{̂ a} C <rL(p) and since L is closed above, q G <rL(p), a contradiction. Hence 
iV = 0. 

By a similar argument it can easily be shown tha t there does not exist 
any element of KL less than L(a). Therefore {a} 9e KL = L(a) 9e- 0. For 
KL = 0 the lemma is obvious and in the case where KL = X the proof jus t 
presented will suffice. 

LEMMA 2. The minimal set KL is closed. 

Proof. Consider only the case where Lx = {x} for each x G KL. Let 
y G KL* — KL and let {ya \ a G T] be a net in KL converging to y. For 
y (KL it follows t ha t 0 ^ L(y) ^ {3/}. Let t G L(y)° - y and let Z7 and V 
be open connected sets such t ha t y G F, / G U Q L(y), and [ / H V = 0. 
Since LVa = {̂ «} it follows tha t either L(y a) = {ya} or L(y a) = 0. Therefore, 
there exists a G T such tha t L ( ^ ) C F for /3 > a, which implies L(yp) C\ UT£0. 
Hence t $ lim inf L(ya)j a contradiction. 

LEMMA 3. If x G X - KL, then Lx° = 0. 

Proof. Suppose x £ X — KL such t h a t Lx° 9^ 0. Let y G Lx°, where y 9^ x. 
Now y\J L(y) = x^J L(x) implies x G L(y) = L(x) and it follows t h a t 
Lx C L (x). Clearly Lx 9^ L (x), since x (£ KL. Let A = L(x) — Lx. Now 
A* C\ Lx 9^ 0 since L is monotone and Lx is closed. The continuity of L implies 

L{x) C L{LX) C L(A*) C L ( 4 ) * C A*, 

since clearly L(^4) C A. But 4̂ C £ (# ) and L(x) is closed; therefore A* C_ L(x) 
and hence Z,(#) = A*, SL contradiction since y G Lx° C £ (x ) and 

A* nix° = 0. 
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L E M M A 4. If x G X — KL and L(x) P (R(x) — x) ^ 0, /ftew L(x) C i?(x). 

Proof. Suppose x Ç l - i£ L such t ha t L(x) P (R(x) — x) ^ 0 and 
L(x) (£ R{x). Clearly x G L(x) . Let z G L(x) Pi (aR(x) — x) and let 
{xa | a £ T} be a net in (aR(x) — x) P (i?(z) — z) converging to x such t ha t 
x $L(x a ) for each a G I \ Hence there exists a cofmal set Tz C r such t h a t 
either L(xa) C R{x) for each a G 1% or L(xa) G aR(x) for each a G r z . If 
£(#a) C R(x), then 

L(X) c £({*«}*) c L({xa}y c ie(*) 

for each a G 1%, a contradiction. 
A similar a rgument suffices if L{xa) C <TR{X). 

COROLLARY. If x G X — KL, then either L{x) C R(x) and s u p L ( x ) exists 
or L(x) C <TR(X) and inf L(x) exists. 

LEMMA 5. / / M is a connected subset of X — KL then either L(x) C R(x) for 
each x G M or L (x) C vR (x) for each x G M. 

Proof. Let A = {x G M \ L(x) C R(x)}, B = {x € M \ L(x) C <rR(x)\. 
Clearly M = A U B. Suppose A ^ 0 and £ ^ 0. H A* H B 7* 0, then let 
x G ^4* P -S and let {xa \ a G T} be a net in A converging to x. Since x G B, 
there exists y G £ ( x ) such t h a t x < y. T h e cont inui ty of L implies 
L(x) C lim inf L(xa). Let f/ be an open connected set about x and let V be 
an open connected set about y such t h a t V C\U = 0. For xa G A, sup L (xa) < xa. 
Hence for some (3 G T, xa G U tor a > fi. I t follows t h a t L(x a) H F = 0 for 
a > /3 and therefore 3; $ lim inf L(xa), a contradiction. A similar a rgument will 
suffice for A P JB* =̂  0. Therefore either .4 = 0 or 5 = 0 and the lemma is 
proved. 

L E M M A 6. If M is a connected subset of X — KL and L(x) C R(x) for each 
x G M, then the function f defined by f(x) = sup L (x) for each x G M is con
tinuous. 

Proof. Suppose / is not continuous a t x G M. Let U be an open connected 
set a b o u t / ( x ) and let {xa \ a G T} be a net converging to x such t h a t / ( x « ) $ U 
for each a (~ T. T h e continui ty of L implies t h a t there exists a residual set 
rM C r such t h a t L(xa) P U ?* 0 for a G Tu. Let s = sup U, and it follows 
t h a t z G L(x«) f ° r each a G Tw and hence s G £ ( # ) , a contradict ion. 

L E M M A 7. / / Af is an open connected subset of X — KL, L(x) C R(x) for 
each x G M, and G = {x G M | inf L(x) exis/s}, /&ew G is o^^/z an<i the function 
g defined by g(x) = inf L(x) /or eac/^ x (z G is continuous. 

Proof. Let N = M — G and suppose 7V is not closed relative to M. Let 
x G iV* — iV so t h a t x G C and let \xa \ a G T} be a net in iV converging to 
x. Let y = inf L(x) and let U be a connected set about y which is bounded 
below. The continuity of L implies t h a t there exists a residual set Tu C r 
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such that L(xa) P U 9e 0 for a G IV Let t (z X such that / is less than the 
greatest lower bound of U. It follows that / G L(x«) for a £ Yu and therefore 
/ G L(x), a contradiction. 

An argument similar to that given in the preceding lemma will suffice to 
prove that g is continuous. 

In the following three lemmas it will be assumed that p G KL P (X — KL)*, 
{xa | a G Fj is a net in a connected subset i f of X — î V converging to ^ 
and L(xa) C Ri^a) for each a G T. 

LEMMA 8. If 0 9e L(p) = KL 9e {p}, then {sup L(xa)} converges to p. 

Proof. Let U be an open connected set about y G L(p)° such that 
U C Lip) — p. The continuity of L implies that there exists a residual set 
Yy C r such that U C\ L{xa) 9+ 0 for a G IV Since Z,(s) = L ( » for each 
z £ L(p) = KL, it follows that L(p) C £(#<*) for each a G IV Hence 
p < sup L(xJ for each a G Yy and since L(xa) (Z R(xa) it follows that 
p < supL(xa) < xa for each a G IV Therefore (supL(xa)} converges to p 
since {xa} converges to p. 

LEMMA 9. If Lv — {p} and L(p) = {p}, then {sup L(xa)} converges to p. 

Proof. Suppose {sup L(xa)} does not converge to p. Let U be an open con
nected set about p and let Yp C r be a cofinal set such that supL(xa) $ £/ 
for each a G IV Since supL(xa) < xa, it follows that there exists a residual 
set r / C r^ such that sup L(xa) < u for each u £ U and a G T/. Hence 

£({*«}*) ££({*«})* 

for a G r / , a contradiction. 

LEMMA 10. 7/ Lp = {p} and L{p) = 0, then either (supL(xa)} converges to 
-co or {supL(xa)j converges to z G KL — p. 

Proof. Suppose (supL(xa)} does not converge to — 00. Then there exists 
/ G X and a cofinal set r t C r such that t < sup L (xa) for each a G Y t. 
Clearly t < p. Let A = {x £ Rip) — p\ there exists a cofinal set Yx C r 
such that supL(xa) < x for each a G r^} and let z = sup A. Suppose 
{supL(xa)j does not converge to z. Then there exists an open connected set 
U about z and a cofinal set Yu C. Y such that supL(xa) (£ U for a G IV 
Clearly 2 is not i^-minimal. Since s = sup A, there exists a residual set 
IV C TM such that fixa) < u for each u £ U and each a G IY. Also there 
exists a cofinal set I \ C T such that /(#«) € £/ for a G IV For each a: G Ty 

there exists at least one (3 G IY such that x$ G i£(xa) — xa. Choose one such 
X(3 for each a £ Yy and consider the set {aRixp) P i? (x a )} , where xp is the 
chosen one for xa. It follows that sup LiaRixp) Pli?(xa)) is connected and 
y G sup LicrRixp) Pi i£(#«)), where ;y = inf £/. Hence there exists at least one 
ya G (TRixp) P i£(tf«) for each a G I\y such that sup Liya) = y. Choose one ya 
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for each a G Yy and it follows t h a t the net [ya \ a G Yy) converges to p. Hence 
L is closed above implies y G L(p), a contradiction. Therefore {supL(x a )} 
converges to z. 

Clearly if z is i?-minimal, z G KL. Suppose z $ KL. There exists an open 
connected set U about y which is bounded below and a residual set Tu C r 
such t ha t U H KL = 0 and sup L(xa) G [/for each a G rw. Clearly inf L(x a ) $ U. 
Let y = inf £/ and it follows t h a t {xa} C &L{y) and hence y G L(p), a con
tradict ion. Therefore z G i£L . 

L E M M A 11. If L^ = {x} /o r each x G i^L, ^ ^ L(KL) is contained in and 
open relative to KL. 

Proof. Clearly L(KL) C KL and the cont inui ty of L implies t h a t the com
plement of L(KL) is closed. 

L E M M A 12. If M is an open connected subset of X — KL and 

0 ^ L(x) = KL ^ {x} 

for each x G KL, then KL C L(x) for each x G M. 

Proof. T h e argument presented in Lemma 8 showed the existence of an 
element of X — KL t h a t contained KL. Using the connectedness of M and 
the cont inui ty of L, it can be shown t h a t KL C L(x) for each x G M. 

I t should be noted t h a t duals of lemmas are omit ted. References will be 
made to the duals and the meaning will be clear from the context . 

4. Genera l r e s u l t s . This section contains two general theorems which 
completely characterize monotone, continuous, closed above and below, 
t ransi t ive binary relations on connected ordered spaces. L e m m a 1 is used to 
divide these relations into two large classes. Theorem 1 considers the class 
where 0 9^ L(x) = KL ^ {x} for each x G KL and Theorem 2 characterizes 
the class of relations where Lx = {x} for each x G KL. T h e special case where 
KL = 0 is understood to be in the la t ter class. 

T H E O R E M 1. Let (X, R) be a connected ordered space and let L be a relation 
on X. A necessary and sufficient condition that L be monotone, continuous, closed 
above and below, and transitive with {x) ^ KL = L(x) ^ 0 for each x G KL, 
KL 9^ 0, is that there exist open connected sets N and M, open sets G and F, 
G C Mj F C X, a closed connected non-empty set H, and continuous functions 
f :M\J FVH-+M* and g : TV\J G U H - » iV* such that 

(a) N\J H\J M = X, N C R(h) for every h G H, H C R{m) for every 
m G M, iV* C\ M* = 0, H, M, and N are pairwise disjoint, and p = sup N 
and a = inf M are interior points of F\J H and H\J G respectively if N 9^ 0 
and M j£ 0; 

(b) f{x) < x for each x G M and f{x) = q for each x G H; 

(W) x < g(x) for each x G N and g(x) = p for each x G H; 
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(c) ifx£GUF,yeMKJN, and g(x) < y < / (*) , then y G G U F and 
g(x) <g(y) <f(y) < / ( * ) ; 

(d) if x G M - G and y G N, then y G F and f(y) < /(*) ; 

(d') if x G N — F and y G M, then y G G and g(x) < g (y); 
(e) if {xa | a G r} w a »#/ i» G converging to x £ M — G, then {g(xa)} 

converges to — °° ; 

(e') if {xa | a G r} is a we£ râ F converging to x £ N — F, then {/(#«)} 
converges to + 0 0 ; 

(f) L= \x,y) eXX(GVJF)\ g{y) < x < / (y )} 

V{(x,y) eXX (M-G)\x<f(y)\ 

U{(x,y) G X X (N - F) \ g(y) < x} 

V{(x,y) eHxH}. 

Proof of necessity. Define H = KL and it follows that H is closed, connected, 
and non-empty. Let 

N = {x G X - KL | KL C o-^(x)}, I = { x f I - I L | i [ L C £(*)} , 
G = {x G M" I inf L(x) exists}, F = {x G N | sup L(x) exists}. 

It follows that M and N are open and connected, and G and F are open. Define 
fbyf(x) = sup L(x) and g by g(x) = inf L(x). By the definition and structure 
of KL, (b) and (b') are true. The transitivity of L implies (c), (d), and (d'). 

Let {xa | a G T} be a net in G converging to x G M — G. The continuity 
of L implies L(x) C lim inf L(xa). For any t G X it follows that there exists 
3/ G L(x) and an open connected set U about y such that t$U and y G R(t). 
Now 3> G lim inf L (xa) so that there exists a residual set Tw C T such that 
U C\ L (xa) 9e 0 for a G IV Hence g (xa) < t for a G Tu and it follows that 
{g(xa)} converges to —00. This establishes (e) and by a similar argument 
(e') is true. 

Let \xa I a: G T} be a net in ikf converging to q = inf JW and suppose that 
there exists a cofinal set I \ C r such that {xa} C M — G for a; G TQ. Let 
/ G iV. It follows that {xa} C <rL(t) for a G I \ ; hence q G <rL(/) or t G L(g), 
a contradiction since / < g(q) and g G î z,- This implies g G (H \J G)° and 
P £ (F^J H)° by a similar argument, and hence (a) is established. The 
definitions imply (f). 

Lemmas 6 and 7 and their corresponding duals imply the continuity of / 
and g over M and N. Lemma 8 and its dual establishes continuity at 
q = H r\ M* and p = H C\ N*. Clearly / and g are continuous on H°. This 
concludes the proof of necessity. 

Proof of sufficiency. Clearly from condition (a), F = 0 only if TV = 0, and 
G = 0 only if M = 0. Therefore, we assume M and N to be non-empty sets 
leaving special cases to the remarks. From (a) and (f) it follows that L is 
monotone and closed below, and where KL = H and {x} 9e KL = L(x) 9e 0 
for each x G KL. 
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Let (x, y) and (3;, 2) be elements of L and consider all possible cases to show 
t h a t L is transit ive. 

Case 1. If either 2 G KL or 3; G i£L , then x G i^z, and (a), (b), (V), and 
(f) imply KL C £ ( X ) for each x ^ I 

Case 2 . I f s Ç G U F and y £ M\J N, then (f) implies g (2) < 3/ < f(z) and 
hence (c) and (f) implies y £ GKJ F and g (2) < g (y) < x < / ( y ) < / (z ) ; 
therefore (x, 2) G L. 

Case 3. If s G M - G and j G -M, then (b) and (f) imply x < / ( y ) < y < / ( 2 ) 
and (x, 2) G L. 

Case 4. If 2 G M — G and y G iV, then (d) and (f) imply y G F and 
g (y) < x < / ( y ) <f(z) and (x, 2) G L. 

Case 5. If 2 G A7 - F and y G # , then (b') and (f) imply g (2) < y < g ( y ) < ^ 
and (x, 2) G L. 

Case 6. If 2 G iV — F and 3' G AT, then (d') and (f) imply y G C and 
g 0s) < g(3;) < # < f(y) a n d (x, 2) G L. Therefore L is t ransi t ive. 

Now to show tha t L is continuous. Clearly KL C L(x) for each x G X, 
hence for y G KL and {3^ | ou G T} a net converging to y, L{y) = KL C lim 
inf L(ya) and L is continuous over i^L . 

Case 1. Suppose L is not continuous a t x G G. Then there exists a net 
{x« I a G r} in G converging to x such t h a t L(x) (Z Km inf L(xa). Hence there 
exist a G L(x), an open set U about a, and a cofinal set Tu C T such t h a t 
U Pi L(x«) = 0 for a G r t t. Clearly a ^ / ( x ) and a 5e g (x) since / and g are 
continuous functions. Thus , there exists an open connected set V about f(x) 
and an open connected set V about g(x) such t ha t a $ V \J V'. I t follows 
t ha t there exists 0 G r such t h a t g(xa) G F ' and /(x«) G V for a > /3. Since 
L is monotone, a G £(x a ) for a > j3—a contradiction since L(xa) T^ U = 0 
for ce G rM and a G U. Therefore L is continuous on G. 

Case 2. Suppose L is not continuous a t x G M — G. Since AT is open, there 
exists a net {xa | « G F} in AT converging to x such t h a t L(x) (^ Km inf L(xa). 
Hence there exists a G L(x), an open connected set U about a, and a cofinal 
set rM C T such t h a t U O L(xa) = 0 for a G IV Clearly {xa | a G TM} is 
cofinal in either AT — G or G. Since / is continuous, a 9^ f(z). Let F be an 
open connected set about f(x) such t h a t a QV. If {xa \ a G I \} is cofinal in 
AT — G, then there exists 13 G TM such t h a t /(x/s) G F, x^ G AT — G. Hence 
a G L(xp)} a contradiction since L(x/s) P U' = 0. If {xa | a G TM} is cofinal 
in G, then there exists (3 £ Tu such t ha t /(x/3) G F, x# G C, and a G L(XB) 
by (e), a contradiction. Therefore L is continuous on AT — G. 

By arguments similar to those given in cases 1 and 2 it follows t ha t L is 
continuous over TV, hence L is continuous. 

Now to show tha t L is closed above. For every x G KL, <JL(X) = X, so 
t ha t crL(x) is closed. 

Suppose crL(x) is not closed for some x G AT. Let y G crL(x)* — aL(x). Now 
x ( L(y) implies 3/ G F\J M\J H and / (y) < x since L(^) is connected and 
contains KL. Let {xa | a G F} be a net in aL(x) converging to y. From (a) it 
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follows that there exists (3 G T such that xa G FU MU Hîora> Q. Let £/ 
be an open connected set about f{y) such that x $ U. The continuity of / 
implies that there exists fi' G T such that /(#«) G [/ for a > fif. Hence 
f(xa) < x for a > /3', a contradiction. By a similar argument it follows that 
<JL{X) is closed for x £ N; hence L is closed above and this concludes the 
proof of Theorem 1. 

Remarks. In considering the class of relations where 0 ^ L(x) = KL ^ {x} 
for each x G LL, i ^ ^ 0, it is clear that there exist three cases since L is 
monotone. 

Case 1. Suppose a <b and i^z, = <rR(a) r^R(b) assuming a non-i?-minimal 
and b non-i£-maximal. Therefore M 9e 0 and 7V ^ 0 and this case was con
sidered in Theorem 1. 

Case 2. Suppose KL = i?(a) for some non i^-minimal a G X. In this case 
it is clear that Â  = 0, F = 0 and either G = 0 or G = M depending on the 
existence or non-existence of an ^-minimal element. Consequently, N, F, 
and G can be deleted from the theorem and the conditions involving these 
sets are vacuous and can be omitted. In this case Theorem 1 becomes: 

Let (X, R) be a connected ordered space and let L be a relation on X. A necessary 
and sufficient condition that L be monotone, continuous, closed above and below, 
and transitive with KL = R(a) for some non R-minimal a G X and 

0 j * L(x) = KL^ {x} 

for each x G KL is that there exist an open connected set M, a closed connected 
non-empty set, H, and a continuous function f : M \J H —> M* such that 

(a) H \J M = X, H C R{m) for every m G M and H C\ M = 0; 
(b) f(x) < x for every x G M and f(x) = a — inf M for every x G H; 

(c) L = {(x,y) £XXX\x<f(y)}. 

Case 3. Suppose KL = <rR(b) for some non i^-maximal b G X, the obvious 
dual of case 2. 

For this class of relations if L is given the additional property of being 
reflexive, Theorem 1 will apply with only the following two slight modifica
tions. Condition (b) becomes :f(x) = x for every x G Mandf{x) =• qfor every 
x G H and (br) becomes: g(x) = x for every x G N and g(x) = p for every 
x G H. 

THEOREM 2. Let {X, R) be a connected ordered space and let L be a relation 
on X. A necessary and sufficient condition that L is monotone, continuous, closed 
above and below, and transitive with Lx = {x} for each x G KL is that there 
exist open sets N, M, G, and F, a set H contained in and open relative to 
X — (M U N), and continuous functions f : G —> X, g : M —> X, h : N —> X, 
and k : F —» X such that 

(a) F C X, G C M, M and N are mutually separated, and H, N, and M 
are pairwise disjoint', 
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(b) (i) x < g(x) for each x G M ; (ii) x < g(x) < / ( x ) for each x G G; 
(iii) h(x) < x for each x £ N; (iv) k(x) < h(x) < x /or m d x G F; and (v) 
/Aere exis/s « o x ^ I such that x = g(x) = /(x) or x = h(x) — k(x); 

(c) if {xa | a G T} is a net in G converging to x G M — G, then {/(#«)} C(?w" 
verges to + <» ; 

(c') i/ {xa I a G r} is a we/ iw T7 converging to x £ N — F, then \k(xa)} con
verges to -co ; 

(d) if {xa I a G r} is a net in G converging to x G X and there exists y G X 
such that g(xa) < y </(#«) /or eacA a G T, /Aew (y, x) G L (see (k)); 

(d') if {xa I a G T} is a net in M — G converging to x G X and there exists 
y G X such that g(xa) < y for each a G I\ /Aew (y, x) £ L (see (k)); 

(e) 'if jxa I a Ç r} is a we/ m F converging to x G X and there exists y G X 
such that k(xa) < y < A(xa) /or eacA a G I\ /Aew (3/, x) £ L (see (k)); 

(e') if {xa I a G r} is a net in N — F converging to x G X and there exists 
y G X such that y < h(xa) for each a G I\ /Aew (y, x) G £ (see (k)); 

(f) if {xa I a G T} is a net in M converging to x G H, then {xa | a G T} is 
eventually in G and {g(xa)} —» x <— {/(#«)} ; 

(f) if {xa | a G T} i5 0; we/ iw N converging to x G H, then {xa \ a G T} w 
eventually in F and {k (xa)} —> x <— {h (xa)} ; 

(g) if x £ G, y £ M, and g(x) < y < / ( x ) , /Aew 3/ G G and 

g(x) <g(y) <f(y) < / ( x ) ; 

(g') if x £ G, y £ N, and g(x) K y < / ( x ) , /Aew y £ F and 

g(x) <k(y) <h(y) < / ( x ) ; 

(h) 'if x G -F, y G iV, awd &(x) < y < A(x), /Aew y £ F and 

k(x) < ife(y) < h (y) < A(x); 

(h') if x G F, y G M, awd &(x) < y < h{x), then y G G awd 
*(*) < g ( y ) < / ( y ) < * ( * ) ; 

(i) if x £ M — G, y £ M, and g(x) < y, then g(x) < g (y); 

(i') if x £ M — G, y £ N,andg(x) < y, then y G F and g{x) K k{y) < A (y) 
(j) if x £ N — F, y £ Nf and y < A(x), /Aew A (y) < A(x); 

G') if x £ N — F, y £ M, and y < A(x), /Aew y G G awd 

g (y) <f(y) <Hx); 

(k) L = {(x, y) G X X G | g (y) < x < / ( ? ) } 

U{(x,;y) G X X ( M - G ) | g (y) < x} 

U { ( X J ) Ç I X F | É(y) < x < h(y)} 

\J {(x, y) G X X (iV - F) | x < A(x)} 

U{(x,3>) G HXH\y = x}. 
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The proof is omitted since the methods of Theorem 1 apply with slight 
modification. 

Remarks. In considering relations in this class, special cases are too numerous 
to discuss because of the many possibilities of the properties of KL, such as 
KL need not be connected as will be shown by an example. A few cases of 
special interest will be considered and examples will be used to illustrate 
others. 

Case 1. Suppose KL = 0 or KL = {a} where a is either i^-minimal or R-
maximal. Lemma 5 restricts this case since X — KL is connected and Theorem 
2 becomes: 

Let {X, R) be a connected ordered space and let L be a relation on X. A necessary 
and sufficient condition that L is monotone, continuous, closed above and below, 
and transitive with KL = 0 or KL = {a} where a is either R-minimal or R-
maximal is that there exists a continuous function f : X —> X such that 

(a) f(x) < x for all x £ X; 

(b) L= {(x,y) £XxX\x<f(y)\. 

or 

(a') f(x) > x for all x G X; 

(b') L= {(x,y) eXXX\x>f(y)}. 

Case 2. Suppose KL = R(a) for some non ./^-minimal a Ç X. Then by 
Lemma 5 only two cases could arise which are illustrated in Examples 4 and 5. 

Case 3. Suppose a < b and KL = <rR(a) P\ R(b) assuming a non i^-minimal 
and b non i^-maximal. The properties of L and Lemma 5, 9, and 10 imply 
six possibilities in this case. Examples 6 and 7, illustrate two possibilities and 
it is clear that their duals would illustrate two others. Example 10 considers 
another while 8 and 9 show characteristics of the remaining possibility. 

Case 4. Suppose KL is not connected. Example 11 illustrates this together 
with the special case where M = 0, G = 0, and F = 0. 

Examples 12 and 13 illustrate further the complexity of a possible relation 
that is characterized by Theorem 2. 

Consider now the relations of this class if L is given the additional property 
of being reflexive. It can easily be shown that KL is connected in this case, 
since x Ç L(x) for each x £ X and {x} = L(x) for each x G KL. In this case 
Theorem 2 becomes: 

Let (X, R) be a connected ordered space and let Lbea relation onX. A necessary 
and sufficient condition that L is reflexive, monotone, continuous, closed above 
and below, and transitive with L(x) — {x} for each x G KL, KL 9e 0, and 
KL 9e {a}, where a is either R-minimal or R-maximal is that there exist open 
connected sets M and N, open sets G and F, G C M, F C N, a closed set H, and 
continuous functions f : MKJ F\JH->M\JH and g : . V U G U H - + N K J H 
such that 
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(a) N\J M\JH = X, N C R(h) for each h G H, H Ç_ R(m) for each 
m G M, H, M, and N are pairwise disjoint, and p = sup N and q = inf M 
are interior points of F \J II and G\J H respectively ; 

(b) f{x) = x for each x G M^J II; 

(b') g(x) = x for each x G N \J II; 

(c) if x£G\J F,y £ MKJ N, and g(x) < y < f(x), then y G G U F and 
g(x) <g(y) <f(y) < / ( * ) ; 

(d) if x G M - G and y G iV, then y £ F and f(y) < / (x) ; 

(d') if x £ N — F and y G If, 2Âew 3; G G and g(x) < g (y); 
(e) if {xa\a £ V} is a net in G converging to x G M — G, then {g{xa)\ 

converges to — 00 ; 

(e') if {xa | a G T} is a we/ -m i7 converging to x Ç N — F, then {f(xa)} 
converges to +co ; 

(f) L = {(x,;y) G XX (GVF)\g(y) < x < f(y)} 

U {(*,?) £XX (M-G) \x<f(y)} 

W | ( x j ) a X ( . V - F) \g(y) <x\ 

U | ( x , x ) G H X H}. 

If iCx, = 0 or i^^ = {a} where a is either i^-minimal or i^-maximal the 
theorem will be very similar to the theorem stated in case 1. It will become: 

Let (X, R) be a connected ordered space and let L be a relation on X. A necessary 
and sufficient condition that L be reflexive, monotone, continuous, closed above 
and below, and transitive with KL = 0 or KL = {a} where a is either R-minimal 
or R-maximal is that L = {(x,y) =XXX\x<^y}orL= {(x, y) G X\y < x]. 
Note that L = R or L = aR and this theorem is equivalent to the theorem 
in (2). 

It should be noted that the relation L is closed for the class characterized 
in Theorem 1. Also for the class of relations characterized in Theorem 2, L 
is necessarily closed if KL is at most a single point. 

5. Examples. The first three examples correspond to Theorem 1 and the 
remaining ones illustrate Theorem 2. 

In each of the following examples X is a connected subset of the real num
bers R, and the usual meaning of less than and greater than applies. 

Example 1. Let X = { x G i ? ] 0 < x < 3 } and let 

L= {(x,y) e XXX\x<l\V {(x,y) £ X XX\x<h(y+ 1)}. 

Example 2. Let X = {x G R | 0 < x < 3} and let 
L = {(x, y) G X X X I 2 < x < 3} 

U | ( x j ) 6 Z X l | 3 < x < i ( y + 3) | 
W { ( x j ) G Z X X | i ( y + 2 ) < x < 2 ) . 
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Example 3. Let X = {x Ç i? | 0 < x < 5} and let 

L = {(x, y) € X X X\2 < x < 3} 

U {(x, y) e X X X I 3 < x < §(y + 3)} 

VJ {(x, y) e X X X | iCy + 2) < x < 2} 
U { ( x j ) e l X l | 2 y - 4 > x > - 2 y + 8| . 

Example 4. Let X = {x € R | 0 < x < 3} and let 
L = {(x, y) e X X X | y = x < M 

W f ( ï j ) a x l | §(y* - 4y + 9) < x < 3}. 

Example 5. Let X = j x ( E i ? | 0 < x < 3 } and let 
L = {(*, y) 6 X X X | y = x < 1} 

W{(x,y) e XxX\y < 3 and * ( - ? + 3) < * < è(y + 1)}. 

Example 6. Let X = { x < E i ? | 0 < x < 5 } and let 
L = {(x, y) <E X X X | 9/4 < x = y < 11/4} 

U {(x, y) 6 X X X 

VJ | (x, y) € X X X 

Example 7. Let X = { x £ i ? | 0 < x 
L = {(x, y) e X X X | 9/4 < x = 

VJ {(x, y) Ç X X X 
VJ {(x, y) € X X X 

Example 8. Let X = {x € i? | 0 < x 
L = { ( x , y ) € X X X | 2 < x = y 

W {(x, y) € X X X 
VJ {(x, y) É X X X 

Example 9. Let X = {x G i? | 0 < x 
L = { ( x , y ) G X X X | 2 < x = y 

W {(x, y) 6 X X X 
VJ {(x, y) 6 X X X 

Example 10. Let X = {x 6 i? | 0 < 

L= {(x,y) < E X X X | 2 < x = y 
VJ {(x, y) 6 X X X 
VJ {(x, y) € X X X 

Example 11. Let X = {x <G i? | 0 < 
L = { ( x , y ) e X X X | y = x < J 

VJ {(x, y) (E X X X 
VJ {(x, y) € X X X 

i(y2 - 2 y + 10) < x < 5} 

| ( y 2 - 8 y + 25) < x < 5}. 

< 5} and let 

y < 11/4} 
| (y 2 - 2y) > x > 0} 
| ( y 2 - 8 y + 25) < x < 5}. 

< 5} and let 

< 3 } 

| ( y + 2 ) < x < - i ( y - 6 ) } 

- M y - 9 ) < * < i ( y + 3)}. 

< 5} and let 

< 3 } 

| ( y + 2) < x < - J ( y - 6 ) } 

- 3 y + 12 < x < | ( y + 3)}. 

x < 5} and let 
< 5 / 2 } 

i(y + 2 ) < * < - M y - 6 ) } 
M y 2 - 8 y + 25) < x < 5}. 

x < 4} and let 

y = x > 7/2} 

| ( y 2 - 4 y + 11) < x < 4 } . 
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Examples 12 and 13. The last two examples are only suggestions of possible 
relations where KL neither is connected nor has but a finite number of com
ponents. Because of the structure of KL, diagrams will be used. 

-X--

71 - — y f - 1 

t \ \ 

RELRTIDN L 

ETC. 

EXAMPLE 12 

ETC/ 

-«u 
RELATION L 

EXAMPLE 13 
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