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ASYMPTOTIC BEHAVIOUR OF DISCONJUGATE 
nTH ORDER DIFFERENTIAL EQUATIONS 

D. WILLETT 

1. Introduction. An ordered set (ui, . . . , un) of positive (^(a, 6)-solutions 
of the linear differential equation 

(1.1) LU = « « + pxW'V + . . . + Pn(t)lL = 0 

will be called & fundamental principal system on [a, &) provided that 

(1.2) l i m _ - ^ r = 0, Jfe = 1, » - l , 

and 

(1.3) «*<*-» (a+) = 1, «* ( m ) (a+)=0 , ro = 0 , . . . f * - 2 , * = 1, . . . , ». 

A system (wi, . . . , un) satisfying just (1.2) will be called a principal system on 
[a, b). In any principal system (ui, . . . , #„)» the solution u\ will be called a 
minimal solution. 

Clearly, if there exists a fundamental principal system for (1.1), then it is 
unique. This follows from the fact that principal systems are linearly indepen
dent sets. 

Equation (1.1) is said to be disconjugate on an interval I if no non-trivial 
Cw(/)-solution (hereafter, simply called "solution") has more than n — 1 zeros, 
each zero being counted in accordance with its multiplicity, in / . Finally, (1.1) 
is said to be normal on / if pk Ç C(I), k = 1, . . . , n. 

Hartman [9] has recently shown that (1.1) has a principal system on 
(a, b) (a > — oo ), provided (1.1) is a normal disconjugate equation on [a0, b) 
for some a0 such that a0 < a. For any given set of functions £i, . . . , £w, define 

I(t,s;Si) = J £i(r)dr, 

I(t, * ; ( • ! , . . . , 6b) = J êi(r) J ( r , s; & , . . . , £ * ) dr, & = 2 , . . . , n. 
(1.4) 

In § 2, we will prove the following results. 

THEOREM 1.1. Assume that — oo < a 0 < a < & ^ o o and that Lu = 0 ÎS a 
normal disconjugate equation on [a0, fr). 77&e» £/zere exists %k, k = 1, . . . , n, such 
that the following hold: 
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(i) £k e 0-*+1(ao, b), £fc > 0, &(a) = 1, k = 1, . . . , n; 

(ii) S/cOO ŝ = oo, & = 2, . . . ,w 

(iii) The fundamental principal system (u±, . . . , wn) 072 [a, &) of Lu = 0 exists 
and 

(1.5) Mi(0 = fi(0,«Jb(0 = £ i ( 0 ^ a ; f 2 , . . . , & ) , * = 2, . . . , » ; 

(iv) JTÂ£ Cauchy function g(t, s) for the initial-value problem at t = a for 
Lu = 0 satisfies 

h~\t) g(t, s) f [ Us) = /(*, *;&,. . . , *») = (-l)""1/^, *;&,,..., £2). 

THEOREM 1.2. If Lu = Ois a normal disconjugate equation on [a0j b) and if its 
formal adjoint equation L*v = 0 is normal on[ao,b), then L*v = 0 is disconjugate 
on [a0, b), and its fundamental principal system on [a, 6) (a > a0) is (vni . . . , z>i), 
where 

y»® = ( n MO) \ (1.6) 

Vk(t) = vn(t)I(t, a; £ „ , . . . , ^+1), * = 1, . . . , n - 1 

and £*; is as in Theorem 1.1. Furthermore, 

(1.7) g(^ 5) = un(t)vn(s) - . . . + ( - l ) » - 1 ^ ) ^ ) . 

Hartman [9, pp. 329-331] showed in the general disconjugate case the 
existence of a minimal solution as a rather complicated limit of a sequence of 
other solutions. Our development in this regard is simpler and along the lines 
of the original proof of Morse and Leighton [12] for the case n = 2. We rely 
heavily upon the classic results of Pôlya [13], which are stated at the beginning 
of §2. 

The most interesting aspects of Theorems 1.1 and 1.2 are the possibilities that 
the representation (1.7) allows for the general development of an asymptotic 
theory for perturbed equations of the form 

(1.8) Ly =f(t,y,y',...,yW). 

We carry out such a development in §§ 3, 4. 
The equivalence of (1.8) to the integral equation 

(1.9) y = u(t) + Cg(t, s)f(s, y y 0 - » ) ds, 

where Lu = 0, is well known. The general asymptotic theory, which can be 
derived directly from (1.9), has been worked out in detail by Trench [17], 
Locke [11], and Katz [10]. Although quite adequate for equations where 
Lu = 0 is oscillatory on [a, 0), the resulting theory is inadequate for equations 
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where Lu = 0 is disconjugate on [a, b). This is clearly illustrated by the known 
results [1-4; 6; 20] for the cases when L is either a constant coefficient operator 
or an Euler operator, / is linear, and b = co. For example, the equation 

(1.10) y" - y = f(t)y 

has solutions 

yi = e'[l + o(l)], j2 = e- '[l + o(l)] , a s * - > a ) , 

provided 

(1.11) J 1/(01 * < oo. 

However, the specialization to (1.10) of the general results obtained in [17; 11; 
or 10] requires that Jœ e2t\f (t)\ dt < oo to make the same conclusion. Our 
asymptotic results in § 4 require only (1.11) as the "smallness condition". 

We obtain linearly independent solutions yj of (1.8) as solutions of an 
operator equation of the form 

(1.12) y = uj + Tjy, 

where Tj is an integral operator with the property that 

TjUj = o(Uj), as t —> 6~. 

Equation (1.12) is a modification of (1.9) that utilizes the known relative 
behaviour at a and b of the fundamental systems (tcly . . . , un) and (vn, . . . , Vi). 
The only assumption on L is that Lu = 0 be disconjugate. Previous results of a 
similar generality have always assumed that L = Dn or n = 2. For a more 
precise comparison of the asymptotic results in §§ 3 and 4 with previous results, 
see § 4. 

2. The disconjugate nth order linear equation. In this section, we will 
consider equation (1.1), Lu = 0, on intervals (a0, b) or [a, b)} where b may be 
finite or infinite. For two functions/ and g defined on [a, 5), we will write 
f = o(g), iî g(t) 9e 0 for t < b in some neighbourhood of b and 

Let 
t^- g{t) 

Wk(uh... ,uk) = det 

uk 

ur^ 
be the Wronskian determinant of the k functions ui, . . . , uk. Essential to our 
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proof of the existence of principal systems of Lu = 0 are the following 
fundamental results of Pôlya [13]. 

LEMMA 2.1. (i) Ifv^O, then 

(2.1) Wk(vuu . . . , vuk) = vkWk(ui, . . . , uk). 

(ii) / / U\ ?± 0, then 

(2.2) Wk(uu . . . , uk) = U!kWk-i(vu . . . , ^ _ i ) , 

where 

THEOREM 2.1. Assume that Lu = 0 is normal on [a,b). Then Lu = 0 is 
disconjugate on [a,b)1 if and only if there exist solutions Ui, . . . , un of Lu = 0 
such that 

(2.3) Wk(ui, . . . ,uk) > 0 on (a, 6), & = 1, . . . , w. 

Actually, Theorem 2.1 is an improvement of Polya's original result. We have 
utilized the recent result of Sherman [15; 16], which is that a normal linear 
equation on a half-open interval / is disconjugate on / if and only if it is 
disconjugate on the interior of / , to obtain Theorem 2.1. 

In what follows, an ordered set (ui, . . . , un) of solutions will be called a 
Pôlya system on the interval (a, b) if (2.3) holds. 

THEOREM 2.2. / / Lu = 0 is normal on (a,b) and if there exists a Pôlya system 
(ui, . . . , un) on (afb) for Lu = 0, then there exists a minimal solution % and 
solutions W2, . . . , wn such that (J, w2, . . . , wn) is also a Pôlya system on (a, b) for 
Lu = 0. 

Proof. The proof is by induction on the order n of the operator L. Clearly the 
theorem is true for all first-order equations. Suppose that the theorem is true 
for all (n — l)st order equations having Pôlya systems of solutions. Let 
Lu = 0 be any normal nt\v order equation with a Pôlya system (wi, . . . , un). 
Then, U\ > 0 on (a,b). Let u = U\(t)z in Lu = 0. Then, there exists a normal 
(n — l )s t order linear operator M on (a,b) such that 

(2.4) 0 = L[ui(t)z] = Ui(f)Mz' (z' = dz/dt). 

Let 

Then, (2.4) implies that Mvk — 0. Furthermore, Lemma 2.1 implies that 

Wkivu . . • , vk) = tti-^-Wjfc+ifai, . . . , ttfc+i) > 0 on (a, 6), k = 1 , . . . , n — 1. 

Thus, (»i, . . . , *V-i) is a Pôlya system on (a, b) for Afz; = 0. The induction 
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hypothesis now implies that Mv — 0 has a minimal solution f Ç Cn~1(at b) and 
solutions f2, . . . , fw-i such that (f, f2, . . . , fw-i) is a Pôlya system on (a, 6). 

At this point, the proof separates into two cases. First, suppose that 

(2.5) J f (0 * = 

In this case, we will show that £ = u\ is a minimal solution of Lw = 0. Clearly, J 
is positive on (a, 6). Suppose that Lip = 0 and that <p is linearly independent 
of £. Then X = (<?/£)' is a non-trivial solution of Mz; = 0. If X and f are linearly 
independent in Cn~l{a1 b), then f = o(\) because f is a minimal solution. Thus 
X(0 must eventually be of one sign as / —> b~, and 

(2.6) f X« * = 0 0 , 

because of (2.5). On the other hand, if X and f are linearly dependent functions 
in Cn~1(a1 b)y then X = cÇ for some non-zero constant c and (2.5) again implies 
(2.6). Therefore, in any case, 

LOI 
<p(t) 

1 1 

I nt I I nt 

13+ \(s)ds\ \(s)ds 

-> 0 as t • 

- M 

where a < a < b and 0 = <p(a)£_1(ûO. Thus, £ is a minimal solution, and 
furthermore, (£, w2> • • • , * 0 = (̂ i> w2, . . . , w») is a Pôlya system on (a, 6) in 
this case. 

Next, suppose that (2.5) does not hold. In this case, we will show that 

t(t) = ux(t) J r(s) ds 

is a minimal solution of Lu = 0. Clearly £ is a positive solution of Lu — 0 on 
(a, b). Let ^ be a solution of Lu = 0 linearly independent of J. Let X = (<p/ui)'. 
Then, AfX = 0. Let a < a < b and 0 = (fl^ur^a). Then, 

(2.7) *(0 = «i(0[|8 + J X(s) ifoj , a <t <b. 

At the beginning of this proof, we showed that (vi, . . . , «v_i) was a Pôlya 
system on (a, 6) for Mv = 0. Hence, Theorem 2.1 implies that Mv = 0 is 
disconjugate on [a, 6). Thus, \(t) is eventually of one sign, as / —» b~, and 
/« X (s) ds exists in the extended real numbers. If 

r X(s)ds 5* - 0 , 
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then 

J>> ds 
-+0, as / —» b . 

ft 

\P+ \ \(s)ds\ 

Suppose that Ja X(s) ^ = — jS. Then, (2.7) implies that 
«£,(/) = —Ui(t) I X(s) ds. 

Now, if f and X are linearly dependent functions in Cn~1(a1 b), then X = cf for 
some non-zero constant c. Hence, <p = — c£, which contradicts that <p and § are 
linearly independent. Thus, f and X must be linearly independent. Since f is a 
minimal solution, f = o(X). Thus, by L'Hôpital's Rule, 

lirn_ 
/ > ds 

- / > ) 

= lim_ 
x(0 

= 0. 

ds 

This completes the proof that J is a minimal solution in this case. 
To complete the induction proof, we still need to show the existence of a 

Pôlya system (£, w%,..., wn) in the second case considered above. Recall that the 
induction hypothesis implied the existence of a Pôlya system (f, f 2, • • • , fn-i) 
for Afu = 0. Let 

wk(t) = wi(/) J ffc-iOO ds (fe = 3, . . . , n\ a < a < b). 

Then, Lwk = MÇk-i = 0. Lemma 2.1 implies that 

Wk(£, wi, wz, . . . , Wft) = -Wk(uly £,wz, . . . ,wk) 

= - ^ ^ _ ! ( - f , f 2 , . . . , f , _ x ) 

= ^i*W*_i(f, f2, . . . ,f*-i) > 0, k — 3, . . . , n. 

j wn) is a Pôlya Since W^ii, u±) = Çu±2 > 0, it is clear that (£, Wi, w3, 
system for Lw = 0 in this case. 

To prove Theorems 1.1 and 1.2 and to establish the development in sub
sequent sections, we will need the identities contained in the following two 
lemmas. These lemmas can be proved by induction, and their proofs have been 
omitted. In what follows, we use the abbreviation 

I(t; £i, . . . , &) = I(t, a; £i, . . . , &)• 

LEMMA 2.2. Assume that f j G C[a, b),j = ! , . . . , £ . Let 

Jk(t, s) = X) ( - 1 ) ^ ; f*, • • • , Çk-j+i)I(s; fi, . . . , &_,), /, 5 G [a, 6), 
J=0 
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where I(t; ffc, ffc+i) = 1 = I(t; fi , f0) by definition. Then 

(2.8) Jk(t,s) = / ( * , / ; f i , . . . , f * ) = ( - ! ) * / ( * , * ; & , . . . , ft). 

LEMMA 2.3. Assume that f, € C*" i-1[a I 6), j = 1, . . . , k - 1, f* G C[a, ft). 

Ij(t) = / ( / ; f i , . . . , f , ) , i = l , . . . f * . 

(2.9) T7*(Ji, ...,/*) = /(*; r*...., f0 n i ^ o r ' . 
Proof of Theorem 1.1. Since Lw = 0 is disconjugate on [a0, &), Theorem 2.1 

implies the existence of a Pôlya system on (a0, &) for L ^ = 0. Hence, Theorem 2.2 
implies the existence of a Pôlya system (£i, w2, . . . , wn) with £j a minimal 
solution. Wi thou t loss of generality, we can assume tha t £i(a) = 1, since other
wise £i(t) can be replaced by £ i ( 0 £ i - 1 ( a ) - Let W i ( 0 = £i(0-

Let u = f i ( 0 z m Lu = 0. Then, there exists an (n — l ) s t order normal 
operator Mi on (a0, 6) such tha t 

0 = Lu = êi(/)Mi2' . 
Let 

^ = l ^ P J , * = 1, . . . f n - 1. 

L e m m a 2.1 implies t h a t 

Wjt(«>i, . . . , » * ) = &"*"1 W*+i(£i, W2,. • •, w*+i) > 0, * = 1 , . . . , n - 1. 

Hence, (vi, . . . , fln-i) is a Pôlya system on (a0, 5) for ikfifl = 0. Thus , 
Theorem 2.2 implies the existence of a minimal solution £2 € Cw_1(ao, b) and a 
Pôlya system (£2, w3, • . . , # 0 of i i > = 0. Let £2(a) = 1. Let 

«2(0 = £i(0 f fc(*)<k = £ i ( 0 / ( ' ; & ) . 

Lemma 2.1 implies t ha t 

W2(uu u2) = ^ W i f e ) = fc'fc > 0. 

Hence, &i and w2 are linearly independent solutions of Lu = 0. Since U\ is a 
minimal solution, 

|«2(0| ^ oo = lim_ f M*) ds. 
\ui(t)\ 

Thus , the following s ta tement for j = 2 has been established: 
(gfy) There exist functions £i, . . . , ^ such t ha t the following are valid: 

(i) £j is the minimal solution on (a0, b) of a normal (w — j + l ) s t order 
linear equation Mj-\U — 0 with £ ;(a) = 1; 

(ii) Solutions wj+i, . . . , wn of Mj-iU = 0 exist such t h a t (£;, w^+i, . . . , wn) 
is a Pôlya system on (a0, fr) ; 
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(iii) If Mj-xv = 0, then Lfo (*)/(/; £2, . . . , £^ l f v)] = 0 (L[^(t)I(t; v)] = 0 
i f i = 2); 

(iv) I &(s)ds = CQ,k = 2,...,j. 
*> a 

Assume that (%j) (J ^ 2) is true. Then, there exists an (n — j)th order 
normal linear operator Mj on (a0, b) such that 

(2.10) 0 = M^[Ut)z\ = ^ ( O M / . 

Let 

3>A = ( ^ j , * = j + 1 , . . . ,». 

Then, Lemma 2.1 and (§.,) (ii) imply that 

Wtfyj+i, . . . , y,+*) = £r*~1W7*+i(£y, w^+i, . . . , wi+Jfc) > 0, * = 1, . . . ,n - 7 . 

Thus, (3^+1, . . . , yn) is a Pôlya system on (a0, 6) for Af̂ y = 0. Hence, 
Theorem 2.2 implies ($j+i) (i) and ( 5 m ) 00-

Let £;+i be the minimal solution of Mjv = 0 with i-j+i(a) = 1. Since 

«J a 

is a solution of M3--iU — 0 which is linearly independent of the minimal 
solution £;, we conclude that 

00 = lim_ 

which establishes (I5J+I) (iv). 
Finally, assume that M g = 0. Let 

p(0 = fc(<) f f (*) ds. 

Thus, Mj-ip = 0. Hence, (£Çy) (iii) implies that 

(2.11) 0 = L K I ( 0 J T ( ^ ; £ 2 , . . . , £ / - I , P ) ] . 

However, 

L[Zi(t)I(t; ?2, . . . , ^ _ i , p)] = L[^(t)I(t; £2, . . . , f^, £„ f)]. 

Hence, (2.11) implies (0S+1) (m)-
We conclude by the Principle of Finite Induction that (%j) is true for 

j = 2, . . . , n. Thus, we obtain functions £1, . . . , £w satisfying parts (i) and (ii) 
of the theorem. Furthermore, it is clear that the system («i, . . . , un), where uk 

is defined by (1.5), is the fundamental principal system on [a, b) of Lu = 0. 
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It is well known that the Cauchy function g(t, s) for initial-value problems 
for Lu = 0 is given by the formula 

(2.12) g(t, s) = un(t)zn(s) - . . . + ( - i r - ^ i ( / M s ) , 

where 

( 2 ' 1 3 ) * * ( 0 = Wn(uh...,un) ' * = l , . . . , n . 

Repeated applications of Lemma 2.1 imply that 

(2.i4) wn(Ul, ...,«.) = a"^-i((g)'. • • •. (f)') = tfar1 •..••£.. 
Thus, Wn(ui, . . . , un)(a) = 1, and so Abel's formula implies that 

(2.15) Wn(uh . . . , « » ) = exp y- J p^s) dsj = P(t). 

Lemma 2.1 also implies that 

Wn-i(uu . . . , uk-lf «*+i, - . . , un) = £iw_1 • . . . • Zkn~*Wn-k(Iu . . . , In-k) 
(* = lt...,n;W0Ez 1), 

where 
-T* = -?(*; f*+ii • • • > £*+j)i i = l , . . . , » — *. 

But Lemma 2.3 implies that 

Wn-k(Ii> • • • » A-*) = ^(^î £n» • • • > Éfc+î fc+i71-"*-1 • . . . • £n-i-

Hence, sfc(/) = vfc(0i k = 1, . . . ,n, where z;* is defined in (1.6). The two 
formulas in part (iv) of the theorem now follow directly from Lemma 2.2 after 
substituting from (1.5) and (1.6) into (2.12). 

Proof of Theorem 1.2. The general theory of linear differential equations 
implies that L*zk = 0, where zk is defined in (2.13). But in the proof of 
Theorem 1.1, we established that zk = vk. Hence, L*vk = 0. 

Lemma 2.1 and (1.6) imply that 

Wk(vn, . . . , vn-*+i) = Vnin~l • . . . • £n-k+2 > 0 on (a0, b), k = 2, . . . , n. 

Thus, (vn,...,Vi) is a Pôlya system on (a0,b). Theorem 2.1 accordingly 
implies that L*v = 0 is disconjugate on [a0, b). Finally, a simple application of 
L'Hôpital's Rule implies that (vni . . . , V\) is the fundamental principal system 
on [a, b) of L*v = 0. 

3. The non-homogeneous equation. In this section, we will consider the 
equation 

(3.1) Ly = yW+p1(t)y(n-» + ... + pn(t)y=f(t), - c o < aQ ^ t < b ^ oo. 

Assume that Lu = 0 is disconjugate and normal on [ao, b) and let a0 < a < b. 
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.7 = 2 , . . . , » , 

Then, Theorems 1.1 and 1.2 imply that Lu = 0 has a fundamental principal set 
(ui, . . . , un) of solutions on [a, b) and L*v = 0 has a fundamental principal set 
(vn, . . . , Vi) of solutions on [a, &). In what follows, let j , 1 = j = », be fixed. 
We will be concentrating on determining when Ly = f has a solution yi such 
that yj — Uj = o(uj) (as / —» è~). 

With Ai = 0 if j = 1, A2 = 0 if i = », and 

*=1 \Vf\S)/ 

ut, s)= t i-irk+\(t)(^y, j = i,.. 
*-/+i WAS)/ 

define 
, . , , , _ /*i(/, 5) fora < 5 ^ / < 6, 
{6-Z) Ht' S) ~ W . s) iora^t<s<b. 
Let 

Q = {(t, s): a ^ t < b, a < s < b, s ?* t}. 

LEMMA 3.1. The system (vn, . . . ,vi) given by (1.6) satisfies 

»*(*) ' / > 0 /o r£ < j , 
»,(*)_! I < 0 / o r * > i f ' a<t<b. 

Proof. Since / ' > 0 implies ( 1 / / )' < 0 in general, we need to prove the 
lemma for just one of the cases, say k < j . Let 

The proof is by induction on n. For n = 2, clearly, tt/2'(0 = (fli/z^)' > 0. 
Suppose that wn-i (t) > 0. Then, 

I èn(s)u(s)ds\ 
(3.3) «*/(*) = | - ^ - * 

èn(s)v(s) ds 

\ J Us)v(s)ds) 

J wn^(s)yj £n(r)v(T)dTjds>0. 

THEOREM 3.1. Leth(t, s) be given by (3.2). Then dkh/dtk Ç C(O), k = 0 , . . . , n. 
Furthermore, for a < T < b, 

nd*h. _. d"h. + , ( ° _ v , / « r * = 0 t . » - 3 , 
(0 -^(.T,T ) - -TT* (T, T + ) = < - » , (T) fork =n-2, 

{P{r)[p-\r)v,r\T)Y fork=n-l; 
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(ii) u,(t) = (-IT'1-1 j h(t, s)ds, a^t< b; 

(m) ( - i r M M u ) > o , (t,s)en. 
THEOREM 3.2. Let h(t, s) be given by (3.2). If 

fv3(s)\f(s)\ds < 00 

and 

(3.4) y,(t) = £ h(t, s ) ( f vj(r)f (r) dr) ds, 

then Ljj — f on [a, b) and 

(3.5) y/*)(0 = o(/**+i(*)), * = 0, . . . , n - 1, 

where 

|MI(0 = ^ (0 , 

U*(o = z ^-"(okor 1^). * = 2,...,n - 1 , 
(3.6) m=i; 

1719* j 

M»(O = E k»,(""1)(0k«^10) + 'r1(0. 
m = l ; 

In order to prove Theorems 3.1 and 3.2, we will need the following lemma. 

LEMMA 3.2. Assume that Çk 6 C[a, 6), ffc > 0, k = 1, . . . , n. Then 

(3.7) Rn(s, T) = 7(s, r; f», . . . , ^)I(sf a; fn-i, . . . , fi) 

- 7(5, a; fn> . . . , fi)7(s, T; f„-i, . . . , f i) < 0 for a < T < s. 

Proof. Let r be fixed, a < T < b, and let 

77,*0>) = *(*» T; fif..., fi)I(s; f*,..., fi) - 7(5; f,,.. . , f i)7(s, r; f*, . . . , f 0 , 

r < s < b, k = 1, . . . , j , j = 1, 2, . . . , n. 

One can show by double induction on j and k that 

Hjk(s)<0, r<s<b, £ = l , . . . , j - l . 

Proof of Theorem 3.1. Let 

As(0 = fti(*, 5) — /*2(£, s). 
Then, 

0**1 rA2 AT
W(r) = ^ ( r , r ) - ^ ( r , r ) 

dt' ar 

-̂ jE (T, r J — — & (r, r ), « = 0 , . . . , » - 1, 
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and 

ds Vjis) 

where g(t, s) is the Cauchy function for L. Thus, 

v,{s) dtkds K' } ̂  Xvjis)/ dt (3.8) A.«W = „ 4 T £ 3 ( ^ ) + C - ^ ) ) ' S ( ^ ) -
It is well known that 

^!g /_ ^ _ }° for Jfe = 0, . . . , w - 2, 

and 

^ ( T , T ) | J f o r j f e = = „ _ l f 

n*+i ( 0 for £ = 0, . . . , » — 3 
~s r f ( r , r ) = < - l for £ = * - 2, 

Substituting into (3.8) with t = s = r, we obtain (i) after some minor compu
tations. 

Since (vn, . . . , Vi) is a fundamental principal system on [a, 6), 

»*(*) = o(vj(t))9 as / —» 6-, for * > 7, 
and 

^ ( 0 = o(Vj(t)), as / —» a+, for k < j . 

Hence, for any t G (a, 6), [vk(s)/Vj(s)Y is integrable on [/, b) for & > j and is 
integrable on (a, t] for & < 7. Thus, 

J6 /»* /•& 

h(t, s) ds = I &i(/, s) ds + I h2(t,s)ds 
a J a J t 

= i-iy-t-'ujit), 
which establishes (ii). 

To establish (iii), we note that 

(3.9) ln&s) = (-lr-^iMQffas), 

where 

Q'(t,s) = Z ( - D ^ f e j 1 jm|1V(f;&,...,€0, « < * < t, 
1=1 L i (,s, £n, • • • , i}+i)-i 

For « = 2, 3, . . . , 

&"(*, 5) = £ ( - l ) i + 1 / ' ( s ; £ . , . . . , É«+i)J(*; fe,..., *«) 

w - 1 

UO^-i.&O = l). 
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Thus, Lemma 2.2 implies that 

( - l ) W , s) = £n(s)I(f, s; a . . . , ?n-i) > 0, a < s < L 

Consider the statement 

&ln) ( - 1 ) W . s) > 0 for a < 5 < t, j=2,...,n. 

We have already shown that (9JJ2) is true and (9K„), for 7 = n, is true. Consider 
Qj

n
1 2 ^ j ^ n — I. Apply (3.3) in the proof of Lemma 3.1 to each term in the 

sum making up Q". Then, 

; V, 5 ) = T 2 / _ . t 1 x I i (r; { » , . . . , f*+i)(?j (*, r) dr. 

Thus, (2W»-i) implies (2Rn). This induction implies that (9K„) is true for 
n = 2, 3, We conclude from (3.9) that 

( - l ) n - i - 1 A(/ , 5) > 0 for a < 5 < /. 

We note next that 

(3.10) h2(t, s) = - J i ( / ) P / ( / , 5), a ^ * < ^ < b, 

where 

i=i L i ( s , §n, . . . , Çj+i) J 

Let 

I* (5) = [l/I(s;Zn ê m ) ] ' 

and assume that 5 is fixed and that 

in the following. Then, 

(3.11) P3
n(t,s) = I*(s) £ ( - l ) m / ( . ; ^ . . . , U 2 - i ) / ( ^ 2 , . . , U M ) 

+ {n(5) J" 1^; £ „ , . . . , f i+i) X) ( ~ l ) ' + 1 / ( 5 ; £n_i, . . . , S«+2-<) 

• / ( / ; £2, . . . , £n+i-*) 
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where 

R(s, r) = £ ( - l ) i + 1 I ( r ; £ m tn+i-,)I(s; £ . , . . . , 6H-»- I ) 
1=1 

+ /(Si £n, • • • » fi+l)-f (5Î £n-l> • • • > fj+l) 
W — J — 1 

• / J (~~1)1 "^(5i £»-l> • • • » %n+l-i)I(T\ ^+1 , . . . , %n-l) 

= ( - l ) - ' { J(*. T; & £ m ) - / ( * ; fc, ij+i) 

— I(s; i„,... , %i+i)I (s; £B-i> • • • , h+i) 

• [I(s, T; £„_I , . . . , Zj+i) — I(s; £„_i,. . . , | ; + i ) ] } 

= ( - l ) - ^ 1 ^ ; |B_!,. . . , £j+1)[I(s, r; £ , , . . . , f m ) 

* / (^ î fn-1» • • • > £;+l) — -̂ («y; In» • • • i ?i+l)-f fa, TÎ &i-l» • • • , £tt-l)l 

by Lemma 2.2. L e m m a 3.2 now implies t h a t 

(-l)n-jR(s,r) < 0 for r < s. 

Since J* fa) < 0, we conclude from (3.11) t h a t 

(-l)"-ipn(t, s) > 0 for / < 5 < b, 

which implies by (3.10) t ha t 

( - l ) n - i - 1 A 2 ( / , ^) > 0 for * < 5 < b. 

Proof of Theorem 3.2. Le t y y be given by (3.4). Theorem (3.1) (i) implies t h a t 

(3.12) y/k)(t) - fa^^^(jyÀr)f(r)dr)ds 

0 for k = 0, . . . ,n - 2 

~Vjrl(0 I f(s)Vj(s) ds for k = w — 1, 

l~pô>^) J , / ( ^ ( s ) d s + / w for* = w-
Since LJi(t, s) = 0 and P ' ( 0 = —pi(t)P(t), it is an easy ma t t e r to verify t ha t 

W e will show next t h a t (3.12) implies (3.5). Le t T be fixed, a < T < b. 
Lemma 3.1 implies t h a t 

3-1 

(3.13) I \p(t,s) 
Since um — o(uf) for m < j , (3.13) implies t h a t 

J \hi(t, s)\ ds = O(UJ). 
a 

<fc ^ £ \uJk\t)\vm(T)v-\T), h = 0 , . . . , n - 1. 
m = l 
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Since Vj = o(vm) for m < j , (3.13) further implies that 

f \-w{t>s) = o ( i : K(k,(t)\i ds = o\ >: i«m
w wk(<K- \t)j, k = 1 , . . . , » - 1 . 

Next, Theorem 3.1 implies that 

(3.14) f |A(*. s)\ds= ( - l ) " - ^ 1 f A(*. s) ds = «,(*) = w ( 0 , 
J a J a 

and Lemma 3.1 implies that 

J . r à ? ( * ' 5 ) l * = J. l-aF^^r + J, llF('-5) ^ ^ wt+i(0» 

fia"-1*,, v 
d s + ^ = ^ -

(3.15) * = l , . . . , n - 2 . 

IF 
Let e > 0 be given. Then, there exists T, a < T < b, such that 

f |/(S)|t>,(*)<fc<e. 

Thus, for t è 2" and fe = 0, . . . , n — 2, 

btt)(0l ^ £ | 5 (̂  *)|( f |/(T)|I>,(T) dr) & = f • + £ • 

+ Sa I ̂  ^ ̂  I ^ X j ]/ (5) lVj(S) ̂  
£ o(jJLk+i(t)) + fik+i(t)e. 

Since e > 0 is arbitrary, we conclude t h a t ^ w = o(fi.k+i) for & = 0, . . . , n — 2. 
Similarly, (3.12) and (3.15) imply that 

b (w-1}(0l ^ o(ixn(t)) + »n(t)e; 

hence, y ( n _ 1 ) = o(jjLn). 

4. Perturbations of linear equations. In this section, we will consider the 
equation 

(4.1) Ly = / (t, y, y', . l / ( » - l ) aQ <^ t < b ^ co, 

where L is a normal disconjugate ^th order linear operator on [a0, 6). 
Let aQ < a < b. Theorem 1.1 implies that Lu = 0 has the fundamental 

principal system (wi, . . . , #w) on [a, J), which can be represented by (1.5). Let 
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vk, k = 1, . . . , n, be the functions subsequently denned by (1.6), or equiva-
lently, by (2.13) (vk = zk). Define 

*>(/, s) = h(t, s) and nk
j(t) = nk(t), k = 1, . . . , n, 

where h(t, s) is defined in (3.2) and fik(t) is defined in (3.6). In this section, we 
wish to emphasize the dependence of these functions on j . Otherwise, the 
situation with respect to L and the notation used in this section are similar to 
that of the previous sections; hence, the results there are valid in the present 
setting when interpreted properly. 

THEOREM 4.1. / / there exists 5, 1 g b S °° , and j , 1 ^ j S n, such that for 

(4.2) S = {y € C*[a,b): \y™ (t)\ < ôpk+1'(t),a £t<b, k = 0, . . . , * - 1}, 

the function f (t, y(t), . . . , 3/(w-1)(/)) is continuous on [a, b)fory Ç 5, thefunction 

(4.3) M,(0 = sup{|/(/,y(0, • • • ,y^1 }(0)| : y € 1̂ 

is measurable on [a, &), and 

(4.4) j vj(s)Mj(s) ds < oo , 

then for any solution y j Ç 5qf (4.1), / ^ re a w / cm, m = 1, . . . , n, such that 

(4.5) yja)(t) = £ cmu(k)(t) + o(txk+1
j(t)), k = 0, . . . , n - 1. 

Furthermore, if b < oo, //ze» 

(4.6) c,+1 = . . . = c = 0. 

Proof. If 3^ G 5 is a solution of (4.1), then y3is a solution of the non-homo
geneous linear equation Ly = i7^), where F (0 = f (t, yj(t), . . . , y / w _ 1 ) (0) -
Furthermore, (4.4) implies that 

x 
6 

^OOI^COI ds < oo. 

Thus, by Theorem 3.2 and the general theory of linear differential equations 
there exist constants C\, . . . , cn such that 

ysiP) = Ê *»«»(0 + f * ' ( ' ,*)( f ^ ( r ) F ( r ) J r ) ^ . 

Theorem 3.2 also implies (4.5). 
If b < oo, then (4.6) follows from the fact that 

\yj(t)\ ^ w ' ( 0 = M O 

and um(t)ufl{t) —» oo , as / —» 6", when m > j . 
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THEOREM 4.2. Let the assumptions of Theorem 4.1 hold. If 

(4.7) J Vj^Mj^ds < Ô- 1, 

then there exists a solution yj of (4.1) such that y j Ç 5 and 

(4.8) y/*)(0 = */*>(*) + o W W ) , * = 0, . . . , n - 1. 

COROLLARY 4.1. Assume that f(t, 3/1, . . . , 3O w continuous on [a, 6) X î w 

awJ that there exist rk £ C[a, fr), & = 0, . . . , n, and there exist constants 
\k, k = 1, . . . , n, such that 

(4.9) \f(t,yu . . . , 3 0 \£ ro(0 + È '*(0b*|X* for a ^ t < b, 

|y*| < °o, & = 1, . . . , n. Let X = max (Xi, . . . , \n) and assume that 

(4.10) Co = I Vj(s)rQ(s) ds < co 
J a 

and 

c= Ê Ç r^v^W^t'dsKoo. 
fc=l *J a 

If any one of the following holds: 
(i) X < 1, 

(ii) X = 1 and c < 1, 

(iii) \>landc^{X~xP d + ^ x - i -

/&ew Ly = f has a solution yj G (T^a, Z>) satisfying (4.8). 

THEOREM 4.3. L ^ the assumptions of Theorem 4.1 hold and assume that 

(4.11) 7 = J 0i(*)|/(s,O, . . . , 0 ) | ^ < 00. 

/ / ^ere exist rk Ç C[a, 6), k = 1, . . . , n, such that 

n 

(4.12) \f(t,xx, . . . ,xn) -f(t,yu . . . , 3 0 | S Z ^(Okfc-y*! , 

a^ t <b, 1**1, W < 5, 

(4.13) , = è f r4(*W(s)0,(s) <fc £ 1 - (1 + T ) ^ 1 

(s/râtf inequality if b = 00 ), 

//^w 2/^re exis/s a unique solution y j of (4.1) in S. Furthermore, (4.8) &o/ds. 
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COROLLARY 4.2. Assume that Lu = 0 is a disconjugate normal equation on 
[a0, b) and rk 6 C[a0, &), k = 0, . . . , n. For any j , 1 ^ j g n, such that 

Vj(s)\r0(s)\ ds + J «*(*>*(*)|r„($)| ^ 

+ f Inis^ds+it f I V H I W I t \u^\vt(s)ds < co t 

there exists a unique solution yi £ C^ao, &) 0/ 

(4.15) My = ^(w) + tPi(t) + nMW*-» + . . . + \pn(f) + rn(f)]y 

= r0(0 

satisfying (4.8). 

Theorem 4.2 includes the main results of Hale and Onuchic [8, Theorem 2 
and subsequent corollaries], who considered the special case of (4.1) given by 
assuming L = Dn and there exist non-decreasing functions Lk such that 

l/(*,3>i,..-,:y»)l ^ É h(t)\yk\Lk(\y1\,...,\yn\), 

n /»œ 

2 f-% (t)Lk (8tj, 5ts-\ . . . , 5^-"+1) it < oo (6 = oo ). 

Corollary 4.1 includes the special results of Waltman [18; 19], who considered 
the equation yin) = f (t, y) with 

| / (t, y) \^r(t) \y\x and J ~ ^ " ^ r (0 * < oo. 

Corollary 4.2 includes the well-known result of Dunkel [2] for constant 
coefficient operators L with distinct characteristic numbers and the not so 
well-known result of Faedo [3; 4] for constant coefficient operators L with 
multiple characteristic numbers. Faedo's result is as follows. Assume that L has 
characteristic numbers fei, . . . , ka of multiplicity 71, . . . , yff, respectively. Let 
v = max(*>i, . . . , Va). Then, My = 0 has a fundamental set yi, . . . ,yn of 
solutions asymptotic, as t —* 00, to a fundamental set ui, . . . , un of solutions 
of Lu = 0, provided that 

J00 

t^Kit)] dt < 00, m = 1, . . . ,n. 

Condition (4.16) is equivalent to (4.14) in this setting. Ghizzetti [6] and 
Zlâmal [20] have also considered the linear situation with L = Dn. Halanay [7] 
seems to be the only one who has obtained results of the same scope, when 
applied to a specific equation, as Corollary 4.2. Halanay essentially proved 
Corollary 4.2 for the special case of the second-order equation 

y" + \P(J>) + r(t)]y = 0. 
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See the introduction for a comparison of some of the results of this section with 
the results of Katz [10] and Locke [11] for equation (1.10). 

Proof of Theorem 4.2. Let j , 1 g j ^ n, be fixed and chosen so that the 
assumptions hold. Let C*[a, b) denote the set of vector-valued functions 
X(t) = (xi(t), . . . , xn(t)) with xk(t), k = 1, . . . , w, continuous on [a, b). For 
X Ç C*[a, b), define 

\X(t)\ = max (\Xl(!)\ \Xn(t)\\ 
\/*l '(0 ' " " Hn'(f)J 

Since (MI', . . . , nJ) £ C*[a, b) and /**' > 0 on (a, 5), |X(/) | is a continuous 
real-valued function on (a, &). We consider C*[a, b) as a Fréchet space by 
choosing convergence in C*[at b) to be uniform convergence on compact 
subintervals of (a, b) as follows: 

Xn —> X if for any compact / C (#, b), sup |XW(£) — X(£) | —* 0. 

For the number ô given in the assumptions, let 

C8 = {X G C*[a,&): |X(0 | ^ U ^ K S | . 

Clearly Cs is a closed convex subset of C*. 
Consider the scalar integral equation 

(4.17) y(t) = «,(/) + £ h% s ) ( J " » , ( T ) / ( T , y(r) , . . . , ^ ( r ) ) d r ) d*. 

Theorem 3.2 implies that any solution y of (4.17) is a solution of (4.1). Let 

En = (0 0,1), / ( s , X ) =f(s,xh . . . ,xK) (X = (xi,... ,#„)), 

£7,(0= ( « , ( / ) , « / ( * ) , . . . , « / " " " to ) , 

.ff'fl, 5) = (ft'(*f 5), ̂  (*, s) Ç Ï (*, 5)) . 

Then, (4.17) is equivalent to the system 

F = TY, 
where 

(4.18) TY = tf,(0 - E ^ W J » iW/(5 , F(5)) rfs 

+ £ # ' ( * , 5)( J \ ( T ) / ( T , F(r)) d r ) ds. 

That is, if there exist Y = (yu . . . j „ ) G Cs such that TY = F, then 3/1 is a 
solution of (4.17), and thus (4.1), and y i w = 3^+1. Furthermore, Theorem 4.1 
implies that j \ satisfies (4.8). 

We will show that T has a fixed point in C5 by using the Schauder-Tychonoff 
theorem. This requires showing that TCh C CÔ, since T is clearly a completely 
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continuous operator on C«, that is, T is a continuous operator with respect to 
uniform convergence on compact subsets of (a, b) and TCs is a uniformly 
bounded and equicontinuous set. 

Theorem 3.1 implies that 

'*' Wl = J J ^ r ft 5 )l * + V X ( 0 for * - » - 1. 
Thus, (3.15) implies that 

k w ( O I ^M*+i'(0, * = 0 n - 1. 

Since 

i r §"^ 5)( x*vMî (r'F(r)) jr) H 
- X I @~ ( / , x )l ^ X 6 ^ ( T ) | / ( T ' F(T))| dr' 

we conclude from the assumptions that for any Y 6 C$, 

\TY\ Û 1 + f »,(*)!/(*. ^(*))l ^ ^ 1 + f »,(s)M.,($) <fc < 5. 

Thus, T F £ C«, i.e., r C 3 C C«. 

Proof of Corollary 4.1. For any 5, 1 ^ 5 < oo, let 

M}{t) = r0(t) + £ «SOta'COF*. 
Then, 

f w,(*)M,(s) <fc = Co + Z 5X& f rtWvMlMt'WFds Sco + cô\ 

The corollary follows from Theorem 4.2, provided there exists 5 such that 

(4.19) Co + côx ^ Ô - 1. 

Clearly (4.19) can be achieved by taking ô sufficiently large in cases (i) and (ii), 
or if c = 0. If X > 1 and c > 0, then (4.19) can be achieved for ô = <50, where <50 

is the value at which the function 

g(d) = co + cô*- Ô+ 1 

takes on its minimum in 1 rg ô < oo . This minimum is non-positive in this case 
because of assumption (iii). 

Proof of Theorem 4.3. Consider the mapping T defined in (4.18) on the set CV 
Simple computations show that for any X, Y £ Cs, 

\TX - TY\ S v\X - Y\, 
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where v is defined in (4.13). Also, it is easy to show that 

\TO\ S 1 + 7 S 5(1 - v) 

by (4.13). Since v < 1, the Principle of Contraction Mappings implies that T 
has a unique fixed point in CV Subsequently, Theorem 4.1 implies that (4.8) 
holds. 

Proof of Corollary 4.2. By choosing a sufficiently close to b (sufficiently large, 
if h = oo ), we can make 7 and v, defined in (4.11) and (4.13), arbitrarily small. 
Hence, let 8 > 1 be given. Choose a, a0 < a < b, so that (4.13) holds. Then, 
Theorem 4.3 implies that there exists a solution y^ Ç (7*[a, b) of (4.15), which 
satisfies (4.8). Since (4.15) is a normal linear equation on [a0, b), yj(t) can be 
uniquely extended as a solution to [a0, b). 
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