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A diagonal dominance criterion

for exponential dichotomy

Kenneth J. Palmer

Roughly speaking, a system of linear differential equations has

an exponential dichotomy if it has a subspace of solutions

shrinking exponentially and a complementary subspace of solutions

growing exponentially. In the case of constant coefficients,

this happens if and only if the eigenvalues of the coefficient

matrix have nonzero real parts. In the general case, Lazer has

shown that if the coefficient matrix function is bounded and

satisfies a diagonal dominance condition (which, in the constant

case, is a sufficient but not necessary condition that the eigen-

values have nonzero real parts) then the system has an exponential

dichotomy. In this paper we prove the same result with a weaker

diagonal dominance condition, thus generalizing a theorem of

Nakajima.

1. Statement of the theorem

We consider a system of linear differential equations,

(1) x' = A{t)x ,

where A(t) = [a. .(t)l is a real n * n matrix function defined and

continuous on (-°°, °°) . (l) is said to have an exponential dichotomy if

it has a fundamental matrix X{t) satisfying the inequalities,
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364 K e n n e t h J . P a l m e r

\X(t)PX-1(s)\ 5 Ke~a[t-S) (s 5 t) ,

\X(t)(I-P)X-1(s)\ ±Ke^s-v> (s < t) ,

where |*| denotes some matrix norm, P is a projection [P = P) , and

K > 0 , a > 0 are constants. (J • | denotes modulus when the argument is

n
a scalar and denotes the norm sup |x.| when x is a vector with

components x, , x_, .. . , x .J

A(t) is said to be row dominant if there exists 6 > 0 such that

n
( 2 ) !<2 ( t ) t ^ y^ I Q ( t ) i + 6

•7**7" ^ I 'l-^'i 1 ' 1* -7 '
J -L

for i = 1, 2, . . . , n and a l l t and column dominant if

n
(3) la . ( i ) | - Y \a {t)\ + 6

Note that either (2) or (3) implies that |det4(t)| 5 fi" (see [4,

p. 16]). It is a consequence of a result of Lazer [2] that if A(t) is

row or column dominant and bounded, then (l) has an exponential dichotomy.

We say that A(t) is weakly row (column) dominant if A{t) satisfies

(2) (respectively (3)) with 6 = 0 . In [3] Nakajima has proved that if

(i) A(t) is bounded,

(ii) inf |det A{t) \ > 0 ,

(iii) A{t) is weakly column dominant, and

(iv) a..(t) 5 0 for all t and i = 1 , 2,

then ( l ) has an exponential dichotomy with P = I . In this paper we prove

the following theorem.

THEOREM. If {!), ( i i ) , and ( i i i ) hold or if {x), ( i i ) , and

( i i i ) 1 A(t) is weakly row dominant

hold, then ( l ) has an exponential dichotomy.

https://doi.org/10.1017/S0004972700010649 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972700010649


A criterion for dichotomy 365

2. Proof of the theorem

We only consider the row dominant case because the other one can be

deduced from it "by the method used in the proof of Corollary 2 in Berkey

We, firstly, note a result which follows easily from Lemma 2 in [3].

LEMMA 1 . Let A = [a. .1 be a real nonsingular n * n matrix such
2-J

that

(10 ! * . , ! > 1 { . H ) \ a . . \ for i = X, 2 , . . . , » .
3 -L

aZZ- principal minors of A are nonzero; that isy

det[a, , ] = det
i 6

P 2J

!Skx< k2< ... < f c p < « .

Let A(t) satisfy (i), (ii), and (iii)'. Then Lemma 1 implies that

a..it) + 0 for all i and t . We define e. as 1 if a. .{t) > 0 and
^^ ^ ^^

as -1 if a. At) < 0 .
^^

Suppose for some &-. , fe , . . . , k such t h a t

1 5 fex < k2 < ... < k 5 n ,

^ = l
= 0

Then since

i j=l i j % ^ J = l

> 0

X a, k (£) = 0 for i = 1, 2, . . . , n .
j=l i 6
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This impl ies de t [a, 7 ( t ) J = 0 , c o n t r a d i c t i n g Lemma 1 . So we must have
kikj

/

% k (*) > 0 for all t .

Further, suppose there exists a sequence t such that

w

V e, I V a, j , [t ) -*• 0 as m •+ °° .

By t a k i n g a subsequence i f necessary , we may assume t h a t

A[t ) •* A = [ a . .] . Then in A the p r i n c i p a l minor det [a. , ] = 0 .

.Th i s c o n t r a d i c t s Lemma 1 s ince A must he nonsingular in view of ( i i ) and

c e r t a i n l y s a t i s f i e s (h).

So we have shown t h e fol lowing.

C O R O L L A R Y 1 . I f A { t ) = [ a . . ( t ) l s a t i s f i e s ( i ) , ( i i ) , a n d ( i i i ) '

then a.-(t) # 0 for all i and t and there exists A > 0 such that if

1 5 k± < k2 < ... < k s n ,

t e v \ L %k (t)\ 2 A for all t ,
i=l i \ 7 = l i j >

where e. is 1 if a. .{t) > 0 and is - 1 £ / a. .(t) < 0 .
1r 1/1/ I/Is

After these preliminaries our f i r s t aim is to show that ( l ) has a

subspace of solutions whose norms are s t r i c t l y decreasing. We begin with

the following

LEMMA 2. Let x(t) be a nontrivial solution of ( l ) . Then for all

veal t there exists e > 0 so that | x ( t ) | is either strictly

decreasing in [t -e, t ] or strictly increasing in [t , *0+e) •

Proof. Let

J = {i : | x ( t Q ) | = | ^ ( t o ) | } ,

I = {i : i ( I, a. At) < 0} ,

and
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J2 = {i : i € I, auit) > 0}

If % is in J , then

ft !**<*>

(6)
t? -*-

£ 0 .

Similarly, if i is in T,-, , then

Now we define

and

iu = U •• i > 0 .
t=t.

Suppose J_ is nonempty. Then it is easy to see that if t - t and

sufficiently near £ ,

\x(t)\ = s u p \xAt)\ .

But each of the

and near £ and so

is a strictly decreasing function for {< t

is also. Similarly, if Ji is non-empty

then we show that is strictly increasing for t J t . and near
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Suppose now that J_ and I, are empty. Then

d i , M I
-TT \x.{t)\\ = 0 for all % in I .

* 0

This implies that a. •(£„) = 0 when i is in J and j is not in J

for otherwise we get strict inequality in (6) (or in the analogous

inequality when i is in I ) . Fix a k in J . Then we can write

Xi ̂ 0 ^ = ^iXk^§^ ' w h e r e 1^1 = 1 » w h e n * is in J and, from (5), we

then have

Y a..[tn)&. = 0 for a l l i in I .
01 ™ ° 3

This means that the determinant of the matrix, formed "by the elements

a. -(£n) in A (t_) both of whose indices belong to I , is zero,

contradicting Lemma 1. Thus J , and Ji cannot both be empty and the

proof of the lemma is complete.

COROLLARY 2. If x(t) is a nontvivlal solution of ( l ) , then for all

t , \x(t) | is either strictly decreasing on (-«>, tS] or strictly

increasing on [t , °°) .

Proof. By the lemma there exists e > 0 such that |x( t ) | is

s t r ic t ly decreasing on [tQ-c, £.] or s tr ict ly increasing on [t , *0
+e) •

Suppose the f i rs t possibility holds. Let t. be the least number less

than t such that |x ( t ) | is strictly decreasing on [t , t ] . Suppose

t > -°° . Then at t we can apply the lemma to deduce that there exists

e > 0 such that |x ( t ) | is strictly decreasing on [t -e., t J and

hence on [t -e , t ] . This contradicts the definition of t . So t

must be -°° . Similarly, if the second possibility holds we deduce that

\x(t) | is s tr ict ly increasing on \t , °°) . This completes the proof of

the corollary.

https://doi.org/10.1017/S0004972700010649 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972700010649


A criterion for dichotomy 369

In real euclidean n-space R define the subspace,

S = \x : x f Z1, x. = 0 if a. At) > 0} .

Then the dimension of S is q , where q is the number of i's sucn

that a..it) < 0 . Let x(t) be a solution of (l) with a^tJ # 0 and

a;(tQ) in S . Then in the proof of Lemma 2, I is empty and so 2"_

must be nonempty. Hence |a;(t)| must be strictly decreasing on

(t_-e, i j and so, as in the proof of Corollary 2, on (-°°, tS\ .

Now let X(t) be the fundamental matrix of (l) with X(0) = I . For

any positive integer m , if x{t) is a nontrivial solution of (l) with

x(0) in X (m)S , then |x(i) | is strictly decreasing on (-<», m] . For

each m choose an orthonormal basis h- , 7z_ , ..., h for X (m)S .

1m an qm
Then t h e r e i s a s u b s e q u e n c e h. . -*• h. a s m •*• °° and h , h^, . . . , h

%3m % 1 2 q

will be an orthonormal basis for a subspace V of dimension q . If x{t)

is a nontrivial solution of (l) with x{0) in V , then |x(t)| must be

nonincreasing on (-00, °°) , since x(t) is the pointwise limit as m -*• °°

of solutions whose norms are strictly decreasing on [-">, 3 ] > and hence

strictly decreasing by Corollary 2.

Now we want to prove that if x(t) is a solution of (l) with x(0)

in V , then there exist K > 0 and a > 0 independent of x(0) and

s such that /

/

(7) |ar(t)| 5 Ke~a^t~8'\x(s)\ for s 5 t .

All we need show is that if x(t) is a solution with x(0) in V and

|s:(s)| = 1 » then there exists T > 0 (independent of x(0) and s ) such

that \x(s+T) I < % , for then we may take a = T~ log 2 and K = 2 . If

this is not true there exist a sequence t and a sequence of solutions

x(t, m) of (l) with x(0, m) in F and \x[t , m) \ = 1 , but

1 5 |a;(* -wi, m) | ̂  % . Since |a;(t, m ) | is strictly decreasing,

[t , t -WT! contains a subinterval fs , s +ll such that
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0 2 | x ( t , , m) | - | x ( t ? , m) | < m~ i f s 2 t , 2

P u t (J) ( t , m) = x [s +t, m) . Then f o r 0 5 * 2 1 ,

((>'(*, m) = A[S +fcl(t>(t,m) ,

and if 0 5 * 5 * 2 5 1 ,

-1
(9) 0 5 m

Hence the s e t of func t ions <j)(t, m) i s uniformly bounded and e q u i -

cont inuous on [0 , l ] and so we can f ind a subsequence ( for which we use

t h e same n o t a t i o n ) <j>(i, m) -*• yit) uniformly on [ 0 , l ] . Because of (8)

and ( 9 ) , | y ( t ) | i s a cons tan t 3 with % 5 g 5 1 .

We prove that |j/.(t)| = g on L0, l] for i = 1, 2, . .., n .

Firstly, suppose there exists tQ in [0, l] such that |#.(i0) | = 8

\y .(tQ) I < 6 for j + i • For definiteness, we assume that % = 1 . By

continuity, there is a 6 > 0 and an interval j containing £ such

that for t in J , \yAt) \ = 6 and |y.(t)| 5 g - 26 for i t 1 .

Then if t is in J and m is sufficiently large, |<t>,(i, m) \ * g/2 and

|(f>.(t, m)\ S 14) (t, m)\ - 6 for i # 1 . So, putting / = 1 if

yi(t0) = g and equal to -1 if y 1(tQ) = -g , and using Corollary 1,

n
= e1/1a11(sm+t]4.1(t,m) + | e^a^.^+tj^.Ct , m)

X

1 K/V
if t is in J and m is sufficiently large

w h e r e e = min{g/2, 6} > 0

5: Ae .
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Thus if t > t are in J and m is sufficiently large,

Letting m -»• °° ,

0 = e i /

This is a contradiction, and so for a l l t in [0, l ] there are at least

two i's for which \y.(t)\ = 3 .

Suppose now there exists £ in [0, l ] such that

M * J I = l^(*o) I = 6 ' where i * j ' but M * ^ I < 6 i f k is

different from i and j . We suppose for definiteness that i = 1 and

j = 2 . By continuity, there i s a 6 > 0 and an interval J containing

tQ such that for t in J , supfj/^fc), y2(t)} = 6 and |z/. U) | < 0 - 26

if £ / 1, 2 . However, because of what we have jus t proved,

\yAt)\ = \y (t)\ = 3 for a l l t in J . Then if t i s in J and m

i s sufficiently large , \<t>At, m)\ > 3/2 and |<j>.(t, m)\ 5 |(f>,(t, m)| - 6

for i ? 1, 2 . So, putting / „ = 1 i f i/ (£ ) = 3 and equals -1 if

y2{tQ) = -3 ,

. | I j m / 22 1

' V*'

0 ~ z>

+ (e l / ' 1 / 2 a 1 2 ( s w + t )^ 2 a 2 2 ( s m + t : ) )U* 2 ( t , m) | - |* 1 (* , m)

https://doi.org/10.1017/S0004972700010649 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972700010649


372 K e n n e t h J . P a l m e r

i f t i s in J and m i s suff icient ly l a rge .

Applying Corollary 1 to the matrix function obtained from A{t) by

multiplying the f i r s t row and column by / and the second row and column

tay fp > w e s e e 'that the sum of the f i r s t and second terms in the l a s t

expression i s greater than or equal to AE , where e = min{8/2, 6} . The

modulus of the t h i r d term i s less than or equal to Ae/2 i f m i s large

enough and so we deduce tha t

i f t i s in J and m i s large enough. Then, proceeding as before, we

get a contradict ion.

So for a l l t in [0 , l ] there are a t l e a s t three i's for which

| t / . ( t ) | = 6 • After (rc-3) similar arguments we f inal ly reach the

conclusion tha t | z / . ( i ) | = B for a l l t in [0, l ] and

£ = 1 , 2 , . . . , n .

How, put t ing / . = 1 i f y-it) = B and equal to -1 i f y .(£) = -B ,

n n r n

j [ i m
s—1. J— -L

- lx - / ; [ _ ! ffi.{sm+t){\*.(t,m)\-\*x(t, m)

Applying Corollary 1 to the matrix function [f.f.a . .(t)~\ , we see that the

f i r s t term is greater than or equal to AB/2 , if m i s so large that

|(j> ( t , m)\ 2: B/2 . The second term converges uniformly to 0 on [0, l ]

and so i t s modulus is less than or equal to ABA if m is large. Thus,

for a l l t in [0, l ] ,

£ e.f.V.(t, m) > ABA
i=l l z v

if m is large enough. Then, proceeding as before, we get a contradiction.

So (7) must hold.
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Similarly, there exists a subspace W of dimension [n-q) such that

if x(t) i s a nontrivial solution of ( l ) with x(0) in W then | x ( t ) |

is s t r i c t l y increasing on (-°°, °°) and there exist K > 0 and a > 0

such that

(10) \ x ( t ) \ 2 K e ^ { s ~ t ] \ x { s ) \ f o r 8 > * .

C l e a r l y W n V = {0} . Let P "be t h e p r o j e c t i o n w i t h k e r n e l W and r a n g e

7 . Then , a s i n Berkey [ ? ] , we can show a s a c o n s e q u e n c e o f ( 7 ) , ( 1 0 ) , and

t h e b o u n d e d n e s s of A{t) t h a t ( l ) h a s an e x p o n e n t i a l d i cho tomy w i t h

p r o j e c t i o n P .

REMARK. I t may b e t h o u g h t t h a t i f A{t) i s complex and s a t i s f i e s

( i ) A(t) i s b o u n d e d ,

( i i ) i n f { | d e t U ( t ) - i g J ] | : -c°<t<°°, -<»<&< <*>}>0, and

n
( i i i ) \rea..(t)\ 2 [ » . . , | a . . ( t ) | f o r a l l t and i , o r

n
( i i i ) ' | r e a . . ( t ) | > 7 / . , . •, \a..(t)\ f o r a l l t and i ,

t hen ( l ) h a s an e x p o n e n t i a l d icho tomy. This i s c e r t a i n l y t r u e when A(t)

i s c o n s t a n t b u t does no t h o l d i n g e n e r a l . Th is we s ee from t h e e q u a t i o n

x' = eltx - x

which satisfies the above conditions but has the nontrivial bounded

solution xAt) - e , x?(t) = 1 .
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