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BOUNDS FOR A LINEAR DIOPHANTINE PROBLEM 
OF FROBENIUS, II 

YEHOSHUA VITEK 

1. I n t r o d u c t i o n . Let A = {a0, (ii, . . . , a3} be a set of relatively prime 
integers such tha t 0 < a0 < a\ < . . . < as = n. Let <t>(A) denote the smallest 
integer such tha t , for N ^ 0(^4), the equation 

CloXo + CiiXi + . • • + ClsXs = N 

should always have a solution in nonnegative integers. 

For s = I it is well known tha t 0(ao , tfi) = (a0 — l ) ( ^ i — 1) bu t for 
s ^ 2 the problem of determining 0 is difficult. 

Schur [1] was the first to give an upper bound 

(1) *(A) ^ ( « o - l ) ( a , - 1). 

Le win [3] proved tha t for s ^ 2, 

(2) 4>(A) è \A(n - 2)2], 

where [x] s tands for the greatest integer ^ x . This bound is sharp for 5 = 2 
only, and Lewin conjectured tha t in general, 0(^4) S [(n — 2) (n — s)/s]. 

Suppor t to Lewin's conjecture was given by Erdôs and Graham, who 
proved [2]. 

(3) 4(A) g 2[a,/(s + l)]as^ - a8 + 1 < 2n2/(s + 1). 

In this paper we shall prove 

T H E O R E M 1. Let a{) < cti < . . . < as = n be relatively prime positive integers 
such that n ^ s(s — 3). Then: 

(4) 0(«o , • • • ,a8) < n2/s. 

T h e restriction, n è s (s — 3) is probably not essential. Yet, in Lewin's 
conjecture, n must be large enough with respect to s, since for example 
0 ( 2 , 4 , 5 , 6 , 7 ) = 4 > [(7 - 4 ) ( 7 - 2 ) / 4 ] . 

Bound (4) is not the best possible one, bu t it cannot be improved beyond 
Lewin's conjecture since 

0(w, n — 1, (s — l)n/s, (s — 2)n/s, . . . , n/s) = (n — 2)(n — s)/s. 

There is one advantage of (1) over (2), (3), and (4). I t considers the 
influence of a0 which may be ra ther small and reduce 0 0 4 ) significantly. 
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A step in this direction was done in [6]. I t was proved there tha t if A con
tains a t least two non-zero residues modulu aQ then: 

(5) 4(A) ^ [a0/2](as - 2). 

The second purpose of this paper is to go further in this direction and to 
prove (using the notation a\b for a divides b): 

T H E O R E M 2. Let a0 < a\ < . . . < as be relatively prime positive integers, 
having different residues mod a0. If, for every divisor r of a0 such that r < s and 
r \ s, the number of residues mod a0/r in {a0, . . . , as\ is not 1 + [s/r], then 

(6) </>(a0, . . . , as) ^ [a0 - 2 + s)/s](as - s). 

This bound is achieved by the ari thmetic sequence a0, a0 + d, . . . , aQ + 
sd = aSJ in case tha t a0 = 1 (mod s) or d — 1, (see [5]). 

Observe tha t the condition: u F o r every divisor r of a0"> etc., is always valid 
for s = 2, thus providing a shorter proof for Theorem 1 in [6]. Fur ther , this 
condition is satisfied in "mos t " cases. Bound (6) is always valid if a0 ^ §a5. 

Finally we shall prove for 5 = 3 

T H E O R E M 3. Let a{) < a\ < a2 < a-6 = n be relatively prime positive integers. 
Then 

0(ao , au ci2, a?) S [{n — 2)(n — 3 ) /3 ] . 

2. S o m e l e m m a s . Let G be an abelian finite group, and let A, B be subsets 
of G. Let \A\ denote the cardinality of A, and A + B denote the set 
{a + b\a G A,b Ç B). Thus , £ * A s tands for A + . . . + A, k times. 

Then by a theorem of Mann, proved in [4], we have: If for every proper 
subgroup H of G, \A + H\ è \A\ + \H\ - 1, then for every subset B of G, 
for which A + B ^ G, we have \A + B\ ^ \A\ + \B\ - 1. 

Henceforth, such a subset A, which satisfies \A + H\ = \A\ + \H\ — 1 for 
every proper subgroup H, will be said to satisfy Mann's Condition, or briefly 
M.C. Using induction we immediately obtain: 

LEMMA 1. Let G be an abelian finite group. Let A, A' be subsets such that 
\A\ = 5 + 1, and A satisfies M.C. in G. Then 

\A> + £ ' - i , 4 | = m in{ |G | ,M | + (/ - l)s). 

In particular, setting A' = A we have J2l A = G, for I = 1 + [(|G| — 2)/s\. 

Let g be a positive integer. Let Jq denote the group of residues modulo q, 
the members of which are the integers {0, 1, . . . , q — 1}. Let £ be a set of 
nonnegative integers. Then Eq denotes the set of residues mod q of the 
elements of E. Thus Eq is a subset of Jq and its elements are also integers. 
Hence (Eq)p has a meaning, where p is some positive integer. If p\q then 
clearly (Eq)p = Ep. 
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Let p be a positive integer. We denote the set of all nonnegative integral 
multiples of p by (p). Wi th this notat ion, any subgroup of Jq is given by 
(<zA)<z = {0> <zA> 2g/f, . . . , (r — l)g/V}, where r is a divisor of q. (Saying 
divisor we always mean a proper one, neither 1 nor q.) 

In terms of these notat ions, we now7 redefine M.C. as follows: A subset E 
of Jq satisfies M.C. if and only if \E + (q/r)q\ ^ | £ | + r — 1, for every 
divisor r of q. Note t ha t the + operation in E + (<?A)<z is modulo q. 

In the following Lemmas 2-6 we shall be concerned with a subset E of J q 

such tha t |J3| = 5 + 1, 0 £ E and gcd(g, £ ) = 1. The notat ion gcd(g, E) 
s tands for the greatest common divisor of the nonzero elements of {q\ VJ E: 

LEMMA 2. Let r be a divisor of q. Then: 
(i) \E + (q/r)q\ = r\EJr\ 

(ii) \E + (<?A)<?| < s + r if and only if \Eg/T\ ^ 1 + (s — 1)/V. 
Hence, E satisfies M.C. in J\ if and only if \Eq/r\ > 1 + (s — l ) / r , for 

every divisor r of q. 
(iii) If \Eq/r\ S 1 + (s — 1)/V / ^ n r < s, r \ s and \Eq,r\ = 1 + [s/r]. 
(iv) E satisfies M.C. in Jq if and only if \Eqtr\ ^ 1 + [s/r] for every 

divisor r of q such that r < s, r \ s. 

Proof, (i) E + (q/r)q is a union of cosets of the quot ient group Jq/(q/r)q. 
This group is isomorphic to Jq/r and each coset corresponds to a residue 
modulo q/r. Hence \E + (q/r)q\ = r\Eq/r\. 

(ii) Follows directly by (i). 
(iii) If r < 5 were not true, then we would have \Eq/r\ ^ 1 + (s — l)/r < 2. 

But then zero would be the only residue mod q/r in A, contradict ing the 
assumption gcd(g, E) = 1. 

The two remaining arguments are due to the inequali ty: \E + (q/r)q\ ^ 
\E\ > s. Together with (i) this implies s/r < \Eq/r\ ^ 1 + (s — \)/r < 
1 + s/r. \Eq/r\ is an integer, hence r \ s and \Eqjr\ — 1 + [s/r]. 

(iv) This is an immediate consequence of (ii) and (iii). 

We shall s tudy now (Lemmas 3-6) the subset E in case t ha t it fails to 
satisfy M.C. These lemmas are not necessary for the proof of Theorem 2. 

LEMMA 3. Let r be a divisor of q satisfying \E + (<zA)<zl < s -\- r. By Lemma 2 
we then have \Eqir\ = 1 + [s/r]. Define X and n by \ = s — r[s/r] and /JL + 1 = 
\E C\ (q/r)\. Then: 

(i) l ^ X ^ / i ^ r - 1 . 
(ii) For each nonzero member of Eq/r, there are in E at least r — n + X 

elements, congruent to it mod q/r. 

Proof. Clearly, /i ^ r — 1 and by Lemma 2, X ^ 1. T o prove the rest, 
denote Eq/r = {0, b\, . . . , b[s/r]}. Let T]J be the number of elements of E t ha t 
are congruent to bj mod q/r. Then we have: \E\ — JJL + 1 + J^[s/r] rjj. Set t ing 
\E\ = s + 1 = r[s/r] + X + 1 we obtain X + Y,[s/r] 0 - Vj) = M- Since 
Vj ^ r, this proves X S M and rjj ^ r — n + X and the proof is completed. 
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The result M = L proved in Lemma 3, means tha t if \E + {q_/r)q\ < s + r 
then E contains nonzero elements of (q/r). But we need more than tha t . 
Actually we need tha t the members of E H (q/r) should generate the whole 
subgroup (q/r)Q. This happens if and only if gcd(g, E P\ (q/r)) = q/r. 

LEMMA 4. If E does not satisfy M.C. in J q, then there is a divisor r of q such 
that 

(i) | £ î / r | g 1 + (s - 1 ) A and (ii) gcd(q, E H (q/r)) = q/r. 

Proof. There is, by Lemma 2 (ii), some divisor p of q such tha t \EQ/p\ ^ 
1 + (s — I)/p. Clearly, gcd(q, E C\ (q/p)) = hq/p where h is some divisor of 
p. We denote r = p/h and intend to prove tha t r satisfies arguments (i) and 
(ii). 

We first claim tha t \Eq/r\ = \Ehq/p\ ^ 1 + h(\Eq/p\ — 1). Indeed, there are 
a t most h different elements in Ehq/p, having the same nonzero residue mod q/p, 
whereas those elements of E which divide q/p, divide hq/p too, and therefore 
contr ibute only one member to Ehq/p. 

Now we obtain: 

\Eq/r\ g 1 + h(\Eq/p\ - 1) ^ 1 + ( P / r ) ( l + (s - l ) / p - 1) 
= 1 + (s - \)/r, 

which proves (i). Since (ii) is obvious, the lemma is completed. 

LEMMA 5. Let rp be a divisor of q satisfying: 

(i) gcd(q, EH (q/r)) = q/r and (ii) gcd(q/r, Eq/r H (q/rp)) = q/rp, 

Then 

gcd(q, EH (q/rp)) = q/rp. 

Proof. Let t be a divisor of gcd(q, E P\ (q/rp)). Then t\gcd(q, E H (q/r)), 
hence by (i) t\ (q/r). I t follows tha t / divides any integer if and only if it divides 
its residue mod q/r. In particular, the assumption t\(E C\ (q/rp)) implies tha t 
t\(Eq/r n q/rp) so tha t by (ii) we have t\(q/rp). On the other hand 

(q/rp)\gcd(q, E H (q/rp)), hence gcd(q, E H (q/rp)) = q/rp. 

LEMMA 6. Let r be a maximal divisor of q satisfying: 
(i) \Eqlr\ S 1 + (s - l)/r and (ii) gcd(g, E H (q/r)) = q/r. 

Then Eq/r, being a subset of Jq/r satisfies M.C. 

Proof. Suppose tha t the lemma is not true. Then, by applying Lemma 4 to 
Eq/r we obtain for some divisor p of q/r: 

(a) \(Eq/r)q/rp\ £ 1 + (\Eq/r\ - 2) /p , 

and 

(b) gcd(q/r, Eqlr C\ (q/rp)) = q/rp. 
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Note that the role of q in Lemma 4 is taken here by q/r, and that of r is taken 
by p. Thus, \Egfr\ — 1 comes here instead of 5 there. 

We shall prove that r satisfies assumptions (i) and (ii) of the lemma, in 
contradiction to the maximality of r. 

By (a) and (i) we have \EQ/Tp\ ^ 1 + (1 + (s - l ) / r - 2)/p < 1 + 
(s — l)/rp. On the other hand, assumption (ii) of this lemma, together with 
(b) imply, by Lemma 5, that gcd(g, E H (q/rp)) = q/r p. 

LEMMA 7. Let D = {0,di,d2, • • • ,d^} bea subset ofJr, such that gcd(r, D) = 1. 
Then £ ' -"£> = JT. 

Proof. We argue that if £ a D j* Jr then £ « D ^ L a + 1 #• Indeed, E a + 1 D = 
£ a D 9* JT implies that D is not a generating subset of Jr, in contradiction to 
the assumption gcd(Y, D) = 1. The lemma follows immediately. 

LEMMA 8. Let F = {/o,/i, • • . ,/*} fr£ a se/ 0/ positive integers such that 
gcd(F) = 1 and q £ F. Let X be a set of nonnegative integers, all of them ex
pressible as X^Lo ctifu oui > 0, such that Xq = Jq. Then 

(t>(F) ^ m a x l - q + 1. 

Proof. Let y be an integer, y ^ max X — g + 1. By assumption, there is 
an integer x £_ X satisfying x = y (mod q). Since y + q > max X, we have 
x :g y. Hence, y = /3g + x, fi ^ 0 and since x = ^ J a i / i , the lemma follows. 

3. Proof of the main theorems. 

Theorem 1. Denote {a0, . . . , as) = A, and consider the subset An of Jn. The 
proof breaks down into two cases. 

Case I. An satisfies M.C. in Jn. Applying Lemma 1, we deduce that 
Y,1 An = Jn, while / = 1 + [(n — 2)/s]. Consequently the set 

X = [ttU&ifch^vt S 1 + [(« - 2 )A] , a , ^ 0} 

satisfies Xn = Jn} and by Lemma 8 we obtain 

0(ao, . . . , as) ^ max X — n + 1 

^ (1 + (» - 2)A)(» - 1) - n + 1 < n2A-

Case II. An does not satisfy M.C. Then, by Lemma 4 (setting An = E, 
n = q), there is a (maximal) divisor r of n such that 

|4»/r| ^ 1 + (s - l)/r and gcd(rc, 4 n H <»/r» = n/r. 

We rearrange the members of A according to their residues mod n/r: 
A = {dxti/r, d2n/r . . . d^n/r, n \bn, . . . , fei,1|&2i, • • • , b2v2\ \bei, • • • , bevd}, 
so that 5;-i < bj2 < . . . < bjrij for 1 ^ j ^ ^, and by Lemma 2, 0 = [s/r] = 
(5 — X)/r. The meaning of p and X here, is the same as in Lemma 4: X = 
s-r[s/r],p+ 1 = \Anr\(n/r)\. 
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Let B denote the subset {din/r, . . . , d^n/r, n, bn, 62i, • • • , bei} of A. Our 
purpose is to establish (j>(B) ^ [n2/s], for n ^ s(s — 3). 

Consider the two sets: 

X = { Ç / 3 ^ i | Ç ftIk 1 + [(»/r - 2)/d], 0, ^ Of 

and 

V = { Ç Mi»A Ç «< ^ r - /*, «* è o | 

We argue that X n / r = J n / r and Yn = {n/r)n. 
Indeed, by Lemma 6, An/r satisfies M.C. in Jn/r and by Lemma 1 this 

implies that J^1 An/r = Jnlr while / = 1 + [(n/r — 2)/d]. Since obviously 
Xnlr = Hl An/r, we have proved Xn/r = Jn/r. 

To prove Fn = (n/r)n, it is enough to prove that J^7-" D = Jr, where 
D = {0,di, . . . yd^}. But this is certainly true by Lemma 7, because 
gcd(r,£) = l/(n/r)gcd(n,Ann (n/r)) = 1. 

Next, since X represents all residues mod n/r and Y represents all multiples 
of n/r mod n, we gather that X + Y represents all residues mod n. Applying 
Lemma 8, we find 4>(B) ̂  max X + max Y-n + l = [l + (n/r - 2)/0] 
(max^^o bji) + (r — /x) ( m a x ^ ^ df)wA — » + 1. Since &# ^ ^(*+D — n/r 
we have, by Lemma 3(il), h^ S (n — 1) — (r — p + X — \)n/r — (/x — 
X + l)w/> — 1. On the other hand, max dt ^ r — 1 and 0 = (s — \)/r so that 

*(5) g (1 + (« - 2r)/(s - X))((M - X + l )» / r - 1) 

+ (r — ix){r — l)n/r — w + 1 

< (1 + (» - 2r)/(s - X))(/x - X + l)n/r 

+ ( r - / x ) ( r - l ) » / r - » = / (X) . 

Now, remember that by Lemma 4 and Lemma 2 (hi), l ^ X ^ / x < r < ^ , 
hence / ' (X) = - ( » / r ) ( l + (n - 2r) (s - /z - l)/(s - X)2) < 0. Thus, /(X) 
decreases and 

0(5) </(X) :S/(1) = ((n - 2r)n/(s - 1) + (r - M)(r - 2))n/r = g(M). 

g(ii) is linear and 1 ^ / i ^ r — L i t decreases if and only if 

(» - 2r)/(* - 1) g r - 2. 

In this case, we have for w ^ 5(5 — 3): 

4>{B) < g(l) = ((n - 2r)/(s - 1) + (r - l )(r - 2))»/r 

^ ( ( r - 2 ) + ( r - l ) ( r - 2 ) ) n / r 

= (r - 2)w é (s - 3)w ^ w2A. 

Otherwise, g(/x) increases and <£ < g(r — 1) = ((« — 2r)(r — l)/(s — 1) + 
(r - 2))»A. 
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There are two cases now to be considered. If s/2 ^ r S s — 1 then 

. / m / (w - 2r)w (r - 1) . ^ (n - 2)w ($ - 1) . 2 / 

</>(5) < - ^ - • + n < -~— - + n = n s. 
s — 1 r s — 1 s 

Otherwise r ^ (s — l ) / 2 and then: 

w R W ^ r - 1 r - 2 n2 (5 - l ) / 2 - 1 

^x-i-r + T " w ' ^ ï ' (*-D/2 
, (5 - l ) / 2 - 2 w2 5 - 2 , ^ - 5 w2 

(s — l ) / 2 5 — 1 5 5 — 1 5 

where the last inequality holds for n > s(s — 5). 
Since <t>(A) ^ <t>(B), the proof is completed. 

Theorem 2. Let 4̂ denote the set \a0, . . . , a sl and 4 ' = { Go, . . . , (I s—u !• B y 

Lemma 2( iv) , AaQ satisfies M.C. in JUQ. Hence, by Lemma 1: 

z-i I 
AaJ + YJ

 AaA = min (a0, K 0 ' | + (/ - l)s) - min (a0, Zs - « + 1). 

We choose /, u such t ha t 0 S u < s and do = Is — a + 1. Then 

/ = (a0 - 1 + w)A - [(a0 - 2 + 5)A] . 

Now the set X = A' + ^ z~1 A satisfies XaQ = Jfl(), and max X = as_w + 
(Z — l)as _̂  a s — u -\- (I — I) a s = las — u. Hence, by Lemma 8, 

</>(a0, . . . , as) = Zas — w — a0 + 1 = a s (a 0 — 1 + w)A — (ao — 1 + u) 

= ((a0 - 1 + « ) A ) ( a s - 5) = [(a0 - 2 + s)/s](<z, - 5). 

The proof is now completed. 

T h e assumptions of Theorem 2 are easily checked. Yet there are certain 
cases in which these assumptions are automatical ly fulfilled. The case 5 = 2 
has already been mentioned. Another interesting case is the following 

COROLLARY. Let a0 < ci\ < . . . < as be relatively prime positive integers such 
that a0 _• | a s . Then: 

0(ao , . . . , as) ^ [(a0 - 2 + s ) / s ] ( s , - s). 

Proof. Let A denote the set {a0, . . . ,as}. Clearly \A(lQ\ = \A\ = 5 + 1 , 
thus satisfying the first assumption of Theorem 2. Using Lemma 3, we shall 
prove t ha t AaQ satisfies M.C. in JaQ. 

Suppose tha t this is not t rue. Then we have r, /x, X exactly as in Lemma 3. 
Then : 

A = {a0, aQ + d&o/r, . . . , a0 + d^ao/r, bu 62, . . . , bs^}, 

where b1 < b2 < . . . < &S-M are the non-multiples of a0/r in ^4. 
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Applying Lemma 3 we have: 

bi g (as — r — \± + X - l)a0/r g as — (r — n)a0/r. 
Since a0 ^ 61 this implies CIQ < a s — (r — y^a^/r. On the other hand, 

clearly: a0 ^ as — fxch/r. Summing these inequalities yields: 2a0 < 2a s — a0, 
hence «o < ias which contradicts the assumptions. 

Consequently, AaQ satisfies M.C., and by Theorem 2, the proof is completed. 

Proof of Theorem 3. As before, A = {aQ, ai, a2, a 3}. The proof breaks down 
into 7 cases: 

Case 1. «o > w/2 and ^4aQ satisfies M.C. in J r v Then, by Theorem 2 

*G4) ^ [(«0 + l ) / 3 ] ( a 8 - 3) 

g [(w - 2)/3](w - 3) g (n -2)(n - 3 ) / 3 . 

Case #. a0 > w/2 and ^4„ does not satisfy M.C. Then Lemma 2(iii) implies 
r = 2 and Lemma 3(i) implies X = /x = 1, where r, /z, X are exactly as in 
Lemmas 2 and 3. Applying Lemma 3(h) , we find A = {a0, 3a 0 /2 , b, b + a 0 / 2 } . 
We argue tha t <f>(A) g 0(ao , 3a 0 /2 , 6) ^ a0 + </>(«o/2, 6). 

Indeed, let x satisfy x ^ a0 + </>(a0/2, 6). Then x = a0 + a ( a 0 / 2 ) + /?& = 
aiao + a2(3ao/2) + f3b, where a2 is 1 or 0, according to whether a is odd or 
even. 

Now, observe tha t k o + b = n, so tha t we have, 

*G4) ^ a0 + ( k o - 1)(& - 1) = ( k o - 1)(6 + 1) + 2 < iaofc - 2 

= ia0(« — ko) — 2 = /(a0). 

/ ( a 0 ) increases for a0 ^ w, but we have a0 ^ f (w — 1), because 3a 0 /2 £ ^4. 
Hence, 

4>(A) < / ( § ( » - 1)) = 2 / 9 ( » - l ) 2 - 2 < (» - 2 ) (» - 3 ) / 3 , 

for w ^ 6. 

Case 3. a0 = \n. Then |̂ 4« | = 3 and applying bound (5) (see introduct ion) , 
we get for n è 5: 

0(^4) = </>(a0, ai , a2) ^ [a0/2] (a2 - 2) 

^ [w/4](« - 3) g (n -2)(n- 3 ) / 3 . 

Case 4- i ( ^ + 1) = ao ^ è(w — 1), and \AaQ\ ^ 3. Then applying again 
bound (5) we have: 

4>(A) ^ \{n - l)(n - 2) ^ (n - 2)(n - 3 ) / 3 , for « è 6. 

Case 5. \(n + 1) ^ a0 ^ \{n — 1) and |^4aJ = 2. Let a0, a be the two 
generating members of A. Then the other two must belong to the set 
{2a0, &o + b, 2b}. Hence, b ^ n — a0, therefore for n ^ 6, 

<j>(A) = <j*(a0,b) = (a 0 - l)(b - 1) 

^ (00 - l ) ( n - a0 - 1) g ï ( » - 2)2 g (» - 2 ) (» - 3 ) / 3 . 
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Case 6. a0 = \n. Then by Schur's bound (1), <t>(A) = <j>(\n, ch, a2) ^ 
(Un- l ) ) ( « - 2 ) = ( n - 2 ) ( » - 3 ) / 3 . 

Case 7. a, ^ \(n - 1). Again by (1), cf>(A) ^ (Un — 1) — 1 ) (w — 1) < 
(n - 2)(n - 3) /3. 

To complete the proof it should be noted that the only set for n = 5 is 
{2, 3, 4, 5J and 0(2, 3, 4, 5) = 2 = 2 • 3/3. 

I should like to thank Professor M. Lewin for his help. 
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