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1. Introduction. Throughout this paper, let $p$ be a prime, $P$ be a $p$-group of order $p^{t}$, and $\varphi$ be an isomorphism of a subgroup $R$ of $P$ of index $p$ onto a subgroup $Q$ which fixes no non-identity subgroup of $P$, setwise. In [2, Lemma 2.2], Glauberman shows that $P$ can be embedded in a finite group $G$ such that $\varphi$ is effected by conjugation by some element $g$ of $G$. We assume that $P$ is thus embedded. Then $Q=P \cap P^{g}$. Let $H=\left\langle P, P^{g}\right\rangle$ and $V=[H, Z(Q)]$, so $Q \triangleleft H$ and $V \triangleleft H$.

Let $E(p)$ be the non-abelian group of order $p^{3}$ which is generated by two elements of order $p$. Then $E(p)$ is dihedral if $p=2$ and has exponent $p$ if $p$ is odd. If $p$ is odd, then $E^{*}(p)$ is defined in $\S 2$ to be a particular group of order $p^{6}$ and nilpotence class three. Our main results are:

Theorem 1. Let $G$ be a finite group, $g \in G$, and $P$ be a $p$-subgroup of $G$ of order $p^{t}$. Let $Q=P \cap P^{g}, H=\left\langle P, P^{g}\right\rangle$, and $V=[H, Z(Q)]$. Assume:
(1.1) $P$ is non-abelian, $|P: Q|=p$, and $g$ normalizes no non-identity subgroup of $P$;

$$
\begin{equation*}
H=P O^{p}(H) C_{H}(Q / V)=P^{s} O^{p}(H) C_{H}(Q / V) ; \text { and } \tag{1.2}
\end{equation*}
$$

Also assume that the nilpotence class of $P$ is two and that $\left|P^{\prime}\right|=p^{\nu}$. Then $t \geqq 3 \nu$ and $P$ is the direct product of an elementary abelian subgroup of order $p^{t-3 v}$ with the direct product of $\nu$ subgroups isomorphic to $E(p)$.

Theorem 2. Let $G$ be a finite group, $g \in G$, and $P$ be a $p$-subgroup of $G$ of order $p^{t}$. Let $Q=P \cap P^{g}$ and $H=\left\langle P, P^{g}\right\rangle$. Assume (1.1), and

$$
\begin{gather*}
H=P^{g} O^{p}(H) C_{H}(Q), \text { and }  \tag{1.4}\\
H=P O^{p}(H) C_{H}(Q) . \tag{1.5}
\end{gather*}
$$

Let $|P / Z(P)|=p^{x}$. Then $x$ is even. Let $\nu=x / 2$. Then:
(a) If $P$ has nilpotence class two, then $\left|P^{\prime}\right|=p^{\nu}, t \geqq 3 \nu$, and $P$ is the direct product of an elementary abelian subgroup of order $p^{t-3 v}$ with the direct product of $\nu$ subgroups isomorphic to $E(p)$.
(b) If $P$ has nilpotence class three, then $P$ is odd, $\left|P_{3}\right|=p^{\nu}, \nu$ is even, $t \geqq 3 \nu$, and $P$ is the direct product of an elementary abelian subgroup of order $p^{t-3 v}$ with the direct product of $\nu / 2$ subgroups isomorphic to $E^{*}(p)$.

[^0]These theorems are related to the following type of question. Let $S$ be a non-abelian Sylow $p$-subgroup of a finite group $G$, and let $\alpha$ be an automorphism of $S$. We may ask whether $\alpha$ fixes any non-identity normal subgroup of $G$ contained in $S$. If not, and if there is an element $h$ in $G$ with $G=\left\langle S, S^{h}\right\rangle$ and $\left|S: S \cap S^{h}\right|=p$, we can determine the structure of $S$. To see this, let $\varphi: S \rightarrow S^{h}$ be given by $\varphi(x)=\left(x^{\alpha}\right)^{h}$. Then (1.1), (1.4), and (1.5) can be verified, so $S$ has nilpotence class at most three (by Lemma 2.2) and has the structure indicated in Theorem 2.

Our results generalize part of [2, Theorem 2]. There, Glauberman assumes that $P$ and $P^{g}$ are conjugate in $H$ and obtains the decompositions we obtain in Theorem 2. In [2, §5], he shows that this assumption implies (1.4) and (1.5). He also shows that under hypothesis (1.1), $P$ has nilpotence class two or three. Thus, Theorems 1 and 2 completely characterize $P$ under the given conditions.
(1.1) alone is not sufficient to obtain the decompositions of Theorems 1 and 2, as we have shown in [1, Theorems 1 and 2]. Thus, we must make some additional assumptions about $P$. It appears that (1.2), (1.4), and (1.5) depend on the group $G$ in which $P$ is embedded, but in [2, §4], Glauberman shows that (1.4) depends only on $P$ and $\varphi$ and not on $G$. (His proof also works for (1.2) and (1.5).) Thus, (1.2), (1.4), and (1.5) are really statements about the structure of $P$. Furthermore, they are natural ones to consider. Recall that $O^{p}(H)$ is the smallest normal subgroup $K$ of $H$ with $H / K$ a $p$-group. (1.5) says that modulo $C_{H}(Q), H$ has no proper normal subgroup which contains $P$. We factor out $C_{H}(Q)$ for two reasons: (1) we shall look at the action of $H$ on chains of subgroups of $Q$, and $C_{H}(Q)$ contributes nothing to this analysis; and (2) $C_{P}(Q)=$ $Z(Q)$ (cf. Lemma 2.4(b)), and the rest of $C_{H}(Q)$ does not affect the structure of $P$. Similar remarks can be made about (1.4) and (1.2). Finally, it can be shown that neither (1.1) and (1.4) nor (1.1) and (1.5) suffice to prove Theorem 2. (Using [1, Theorem 2], a group can be constructed which satisfies (1.1) and (1.4), but violates (2.3).)

All groups considered in this paper are finite. We write $H \subseteq G$ if $H$ is a subgroup of $G ; H \subset G$ if $H \subseteq G$ and $H \neq G$; and $H \triangleleft G$ if $H$ is a normal subgroup of $G$. Let $G_{i}$ be the $i$-th member of the lower central series of $G$, defined inductively by $G_{1}=G$ and $G_{i+1}=\left[G_{i}, G\right]$. For $p$ a prime, let $O^{p}(G)$ be the subgroup of $G$ generated by all the $p^{\prime}$-elements of $G$ and let GF $(p)$ be the field of the integers modulo $p$. Finally, let $Z_{2}(G)$ be the inverse image in $G$ of $Z(G / Z(G))$.
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2. Preliminary results. We now state some facts which we shall need in the proofs of Theorems 1 and 2 . We shall also fix some notation for the remainder of the paper.

Lemma 2.1 (Sims; [1, Lemma 2.1]). If $P$ satisfies (1.1), then:
There are elements $x_{1}, \ldots, x_{t}$ in $P$ which satisfy:
(a) $\left|\left\langle x_{1}, \ldots, x_{i}\right\rangle\right|=p^{i}$ for $1 \leqq i \leqq t$; and
(b) $x_{i}{ }^{g}=x_{i+1}$ for $1 \leqq i \leqq t-1$.

Lemma 2.2 (Glauberman [2, Theorem 1]). Assume that $P$ satisfies (1.1). Then the nilpotence class of $P$ is at most three if $p$ is odd and at most two if $p=2$.
Throughout the paper, we assume that $P$ satisfies (1.1). Choose $x_{1}, \ldots, x_{t}$ as in Lemma 2.1. Define $x_{t+1}=x_{t}{ }^{g}$, so $P^{0}=\left\langle x_{2}, \ldots, x_{t+1}\right\rangle$.
Let $u$ be a positive integer minimal subject to $\left[x_{j}, x_{u+j}\right] \neq 1$ for some $j$. ( $u$ exists by (1.1) and (2.1).) Let $v=t-u$.

If $P_{3} \neq 1$, let $k$ be a positive integer minimal subject to $\left[x_{j}, x_{k+j}\right] \notin Z(P)$ for some $j$. If $P_{3}=1$, let $k=t$. Let $r=t-k$.

Define $z_{i}=\left[x_{i}, x_{u+i}\right]$ for $1 \leqq i \leqq v+1$, and let $Z=\left\langle z_{1}, \ldots, z_{v}\right\rangle$. If $P_{3} \neq 1$, define $w_{i}=\left[x_{i}, x_{k+i}\right]$ for $1 \leqq i \leqq r+1$.

The following symmetry principle will be useful:
Lemma 2.3 (Glauberman [2, Lemma 3.3]). Let $n$ be a nonzero element of $\mathrm{GF}(p)$. Conditions (1.1) and (2.1) and the definitions of $u, v$, and $k$ remain valid if we replace:
(a) $P$ by $P, Q$ by $R, R$ by $Q, g$ by $g^{-1}$ (and thus $\varphi$ by $\varphi^{-1}$ ), and $x_{i}$ by $\left(x_{t+1-i}\right)^{n}$ for $i=1, \ldots, t$; or
(b) P by $P^{g}, Q$ by $Q, R$ by $Q^{g}, g$ by $g^{-1}\left(\right.$ and thus $\varphi$ by $\left.\varphi^{-1}\right)$, and $x_{i}$ by $\left(x_{t+2-i}\right)^{n}$ for $i=1, \ldots, t$.

Lemma 2.4 (Glauberman-Sims; [1, Theorem 1 and Lemma 2.2]).
(a) $2 t / 3 \leqq u<u+v / 2 \leqq k \leqq t$.
(b) $\left[x_{i}, x_{u+i}\right] \neq 1$ for $1 \leqq i \leqq v+1$.
(c) If $P_{3} \neq 1$, then $\left[x_{i}, x_{k+i}\right] \notin Z(P)$ for $1 \leqq i \leqq r$.
(d) $Z(P)=\left\langle x_{v+1}, \ldots, x_{u}\right\rangle, Z(Q)=\left\langle x_{v+1}, \ldots, x_{u+1}\right\rangle$, and $P \cap Z(H)=$ $P^{0} \cap Z(H)=\left\langle x_{v+2}, \ldots, x_{u}\right\rangle$. Furthermore, these are elementary abelian groups.
(e) $Z \subseteq Z(P)$.

We shall have use for the following three well-known lemmas:
Lemma 2.5 [3, p. 179]. Let $S$ be a p-group and $T \subseteq$ Aut $S$. Assume that $T$ stabilizes some chain

$$
S=S_{0} \supseteq S_{1} \supseteq \ldots \supseteq S_{n}=1
$$

of normal subgroups of $S$; that is, $T$ fixes each $S_{i}$ and each coset of $S_{i+1}$ in $S_{i}$. Then $T$ is a $p$-group.

Lemma 2.6 (P. Hall; [3, p. 19]). Let $G$ be any finite group.
(a) $\left[x, y^{-1}, z\right]^{y}\left[y, z^{-1}, x\right]^{z}\left[z, x^{-1}, y\right]^{x}=1$ for all $x, y, z \in G$.
(b) If class $G \leqq 3,[x, y, z][y, z, x][z, x, y]=1$ for all $x, y, z \in G$.
(c) Let $A, B$, and $C$ be any subgroups of $G$. If $[A, B, C]=[B, C, A]=1$, then $[C, A, B]=1$.

Lemma 2.7 (von Dyck; [4, § 18]). If a group $G$ is given by a system of defining relations, and if a group $H$ is given by these relations and some further relations in the same symbols, then $H$ is isomorphic to a factor group of $G$.

Lemma 2.8 (Glauberman [2, Propositions 4.5, 4.7, and 4.15]).
(a) $V=\left\langle z_{1}, z_{v+1}\right\rangle$.
(b) If $P$ satisfies (1.4), then for $1 \leqq i \leqq v+1$,

$$
\begin{equation*}
z_{i}=x_{i}^{c(v+1)} \ldots x_{u-v+i}{ }^{c(u-v+1)} \tag{2.2}
\end{equation*}
$$

where $c(v+1) \neq 0$ and $c(u-v+1) \neq 0$. In particular, $V \cap Z(H)=1$, $V \nsubseteq Z(P)$, and $V \nsubseteq Z\left(P^{g}\right)$.
(c) If $P_{3} \neq 1$ and $P$ satisfies (1.4) and (1.5), then $v=2 r$ and for $1 \leqq i \leqq r+1$,

$$
\begin{equation*}
w_{i}=x_{r+i}{ }^{d(r+1)} \ldots x_{u+i}^{d(u+1)} \tag{2.3}
\end{equation*}
$$

where $d(r+1) \neq 0$ and $d(u+1) \neq 0$.
Lemma 2.9. $V \nsubseteq Z(H)$ if and only if

$$
\begin{equation*}
z_{1}=x_{v+1}{ }^{c(v+1)} \ldots x_{u-v+1}^{c(u-v+1)} \tag{2.4}
\end{equation*}
$$

where $c(v+1) \neq 0$ or $c(u-v+1) \neq 0$.
Proof. By Lemma 2.4, $Z \subseteq Z(P)=\left\langle x_{v+1}, \ldots, x_{u}\right\rangle$. Using this, the fact that $z_{v}=\varphi^{v-1}\left(z_{1}\right)$, and (2.1), we obtain

$$
z_{1}=x_{v+1}{ }^{c(v+1)} \ldots x_{u-v+1}^{c(u-v+1)}
$$

Then

$$
z_{v+1}=\varphi^{v}\left(z_{1}\right)=x_{2 v+1}{ }^{c(v+1)} \ldots x_{u+1}^{c(u-v+1)}
$$

By Lemma 2.4, $P \cap Z(H)=\left\langle x_{v+2}, \ldots, x_{u}\right\rangle$, so $V=\left\langle z_{1}, z_{v+1}\right\rangle \subseteq Z(H)$ if and only if $c(v+1)=c(u-v+1)=0$.

Lemma 2.10. Assume that $P_{3}=1$.
(a) If $P$ satisfies (1.4), then $H=P^{g} C_{H}(Q / V)$.
(b) If $P$ satisfies (1.5), then $H=P C_{H}(Q / V)$.

Proof. (b) follows from (a) by symmetry. So assume that $P$ satisfies (1.4). Let $N=C_{H}(Q / V)$. Then $N \triangleleft H$, since $Q$ and $V$ are normal subgroups of $H$. Since $[P, Q] \subseteq P^{\prime} \subseteq Z(P) \subseteq Z(Q), H / N$ stabilizes the chain

$$
Q / V \supseteq Z(Q) / V \supseteq 1
$$

so $H / N$ is a $p$-group by Lemma 2.5. Therefore, $N \supseteq O^{p}(H)$. But clearly $C_{H}(Q) \subseteq N$, and the result follows from (1.4).

The following lemma is a generalization of part of [2, Proposition 4.13]. The proof is essentially the same as in [2].

Lemma 2.11. Assume that $P$ satisfies (1.2) and (1.3). Then
(a) $\left[P, x_{u+i}\right] \subseteq\left\langle z_{1}, \ldots, z_{i}\right\rangle$ for $1 \leqq i \leqq k-u$.
(b) If $P_{3}=1$, then $P^{\prime}=Z$.

Proof. By symmetry, we may assume that $z_{v+1} \notin Z(H)$, so $c(u-v+1) \neq 0$ and $z_{v+1} \notin Z(P)$, by (2.4). Assume that $1 \leqq i \leqq k-u$, and that (a) is true for all $j$ with $1 \leqq j<i$. Let $M=\left\langle z_{1}, \ldots, z_{i}, z_{v+1}\right\rangle$ and $N=\left\langle x_{v+1}, \ldots, x_{u+i}\right\rangle$. Then $M=V(M \cap Z(H))$ by Lemma 2.3 and (2.4), so $M \triangleleft H$.

Using the definition of $k$, we see that $Z_{2}(P)=\left\langle x_{r+1}, \ldots, x_{k}\right\rangle$ and $Z_{2}\left(P^{g}\right)=\left\langle x_{r+2}, \ldots, x_{k+1}\right\rangle$. Then

$$
Z(P) \subseteq N \subseteq Z_{2}(P) \cap Z_{2}\left(P^{g}\right)
$$

so $N \triangleleft H$.
Let $L=C_{H}(N / M)$, so $L \triangleleft H$. Since $V \subseteq M, \quad C_{H}(Q / V) \subseteq L$. Also, $x_{v+1} \in Z(Q)$ and

$$
\begin{align*}
{\left[P^{g},\left\langle x_{v+2}, \ldots, x_{u+i}\right\rangle\right] } & \subseteq \varphi\left[P,\left\langle x_{v+1}, \ldots, x_{u+i-1}\right\rangle\right]  \tag{2.5}\\
& \subseteq \varphi\left\langle z_{1}, \ldots, z_{i-1}\right\rangle=\left\langle z_{2}, \ldots, z_{i}\right\rangle \subseteq M
\end{align*}
$$

by induction if $i>1$ and by Lemma 2.4 (d) if $i=1$, so $Q \subseteq L$. Finally, $\left[x_{t+1}, x_{v+1}\right]=z_{v+1}{ }^{-1}$, and, together with (2.5), this implies that $x_{t+1} \in L$. Therefore,

$$
P^{g} C_{H}(Q / V) \subseteq L \triangleleft H=\left\langle P, P^{g}\right\rangle,
$$

so $H / L$ is a $p$-group. But then $O^{p}(H) \subseteq L$, so $H=P^{g} O^{p}(H) C_{H}(Q / V) \subseteq L$ and $L=H$. Thus, $P \subseteq L=C_{H}(N / M)$, so $\left[P, x_{u+i}\right] \subseteq[P, N] \subseteq M \cap Z(P)=$ $\left\langle z_{1}, \ldots, z_{i}\right\rangle$.

Lemma 2.12 (Glauberman [2, Theorem 3.7 and Proposition 4.15]). Assume that $P_{3} \neq 1$ and that $P$ satisfies (1.4) and (1.5). Then $P_{3}=Z$ and

$$
P^{\prime} \subseteq\left\langle x_{r+1}, \ldots, x_{k}\right\rangle
$$

We now define the group $E^{*}(p)$ discussed in Theorem 2.
Lemma 2.13 (Glauberman [2, Lemma 5.7]). Assume that $p$ is an odd prime. Then there exists a group $S$ of order $p^{6}$ generated by elements $a, b, c, d, e, f$ subject to the following restrictions:

$$
\begin{gather*}
a^{p}=b^{p}=c^{p}=d^{p}=e^{p}=f^{p}=1 ;  \tag{2.6}\\
a b=b a, a c=c a, b c=c b ;  \tag{2.7}\\
a d=d a, b d=d b, d^{-1} c d=c b  \tag{2.8}\\
a e=e a, b e=e b, c e=e c, e^{-1} d e=d b ;  \tag{2.9}\\
a f=f a, b f=f b, f^{-1} c f=c a, f^{-1} d f=d c^{-1}, e f=f e \tag{2.10}
\end{gather*}
$$

Moreover, $S$ is unique up to isomorphism and satisfies

$$
\begin{equation*}
Z(S)=S_{3}=\langle a, b\rangle \tag{2.11}
\end{equation*}
$$

Proof. To construct $S$, let $D$ be the direct product of $E(p)$ and a group of order $p$. Then there exists a set $\{a, b, c, d\}$ of generators of $D$ that satisfies
(2.6) and (2.7). Also, there exist $e, f \in$ Aut $D$ for which

$$
a^{e}=a^{f}=a, b^{e}=b^{f}=b, c^{e}=c, c^{f}=c a, d^{e}=d b, d^{f}=d c^{-1} .
$$

Note that $e f=f e$.
Since $p$ is odd, $D$ has exponent $p$, and $e$ and $f$ have order $p$. Let $S$ be the semidirect product of $D$ by $\langle e, f\rangle$. Then we immediately obtain (2.6)-(2.10), and easy computations yield (2.11).

Now suppose that $S^{*}$ is an arbitrary group generated by elements satisfying (2.6)-(2.10). Let $D^{*}=\langle a, b, c, d\rangle$. Then $D^{*} \triangleleft S^{*}$ and $S^{*}=\left\langle D^{*}, e, f\right\rangle$. Hence, $\left|D^{*}\right| \leqq p^{4}$ and $\left|S^{*} / D^{*}\right| \leqq p^{2}$. Assume that $\left|S^{*}\right|=p^{6}$. Then $D^{*} \cong D$ and $D^{*} \cap\langle e, f\rangle=1$. Therefore, $S^{*}$ is a semi-direct product of $D^{*}$ by $\langle e, f\rangle$, and $S^{*} \cong S$.

Definition. If $p$ is an odd prime, let $E^{*}(p)$ be the group $S$ defined in Lemma 2.13 .
3. The class two case. In this section, we prove Theorems 1 and 2(a).

Assume the hypothesis of Theorem 1. By Lemma 2.9, (2.4) holds, so by Lemma 2.11, $P^{\prime}=Z=\left\langle z_{1}, \ldots, z_{v}\right\rangle$. Thus, $\nu=v$, so $t \geqq 3 \nu$ by Lemma 2.4.

By (1.2) and (2.1), there are elements $a \in\left\langle x_{2}, \ldots, x_{v}\right\rangle$ and

$$
b \in\left\langle x_{v+1}, \ldots, x_{t+1}\right\rangle
$$

such that $x_{1}^{-1} \equiv a b$ (modulo $C_{1}=C_{H}(Q / V)$ ). But $\left\langle x_{t+1}, \ldots, x_{t+1}\right\rangle$ is abelian modulo $V$, by (2.1) and the definitions of $u$ and $z_{i}$, so, if $y \in\left\langle x_{v+2}, \ldots, x_{t}\right\rangle$,

$$
1 \equiv\left[y, x_{1} a b\right] \equiv\left[y, x_{1} a\right][y, b]^{x_{1} a} \equiv\left[y, x_{1} a\right] \quad(\text { modulo } \mathrm{V}) .
$$

Thus, $\left[x_{1} a,\left\langle x_{v+2}, \ldots, x_{t}\right\rangle\right] \subseteq V$. But $x_{1} a \in\left\langle x_{1}, \ldots, x_{v+1}\right\rangle$, which is abelian, so $\left[x_{1} a, Q\right] \subseteq V$. Thus, $x_{1} \equiv a^{-1} \in Q$ (modulo $C_{1}$ ), so $x_{1} \in Q C_{1}$ and

$$
\begin{equation*}
H=P C_{1}=Q C_{1} \tag{3.1}
\end{equation*}
$$

Then, $P=Q\left(P \cap C_{1}\right) \supset Q$, so we may choose $x \in C_{P}(Q / V), x \notin Q$.
Let $x=s y$ where $s=x_{1}{ }^{a(1)} \ldots x_{v}{ }^{a(v)}$ and $y \in\left\langle x_{v+1}, \ldots, x_{t}\right\rangle$. By (2.1) and Lemma 2.4 (a), $s^{p}=1$ and

$$
\begin{equation*}
[s, Q] \subseteq\left[s,\left\langle x_{u+1}, \ldots, x_{t}\right\rangle\right] \subseteq\left[s y,\left\langle x_{u+1}, \ldots, x_{t}\right\rangle\right] \subseteq V \cap P^{\prime}=\left\langle z_{1}\right\rangle \tag{3.2}
\end{equation*}
$$

(Note that $z_{v+1} \notin P^{\prime}=Z$, by (1.1), since $\varphi(Z)=\left\langle z_{2}, \ldots, z_{v+1}\right\rangle$.) Also, since $x \notin Q, s \notin Q$ and therefore $a(1) \neq 0$.

By symmetry, there is $\tau=x_{u+2}{ }^{b(1)} \ldots x_{t+1}{ }^{b(v)}$ with $b(v) \neq 0, \tau^{p}=1$, and $[\tau, Q] \subseteq\left\langle z_{v+1}\right\rangle$.

Define $s_{i}=\varphi^{i-1}(s), t_{i}=\varphi^{i-(v+1)}(\tau)$, and $S_{i}=\left\langle s_{i}, t_{i}\right\rangle$ for $1 \leqq i \leqq v$. We first show that $S_{i} \cong E(p)$ and $\left[S_{i}, S_{j}\right]=1$ if $1 \leqq i \neq j \leqq v$.

So let $1 \leqq i \neq j \leqq v$. Then

$$
\begin{aligned}
{\left[s_{i}, t_{j}\right] \in \varphi^{i-1}\left[s, \varphi^{1-i}\left(t_{j}\right)\right] } & \cap \varphi^{j-v-1}\left[\varphi^{v+1-j}\left(s_{i}\right), \tau\right] \\
& =\varphi^{i-1}\left\langle z_{1}\right\rangle \cap \varphi^{j-v-1}\left\langle z_{v+1}\right\rangle=\left\langle z_{i}\right\rangle \cap\left\langle z_{j}\right\rangle=1 .
\end{aligned}
$$

Also,

$$
\left\langle s_{1}, \ldots, s_{v}\right\rangle \subseteq\left\langle x_{1}, \ldots, x_{2 v}\right\rangle \subseteq\left\langle x_{1}, \ldots, x_{u}\right\rangle
$$

which is elementary abelian. Thus, $\left[s_{i}, s_{j}\right]=1$. By symmetry, $\left[t_{i}, t_{j}\right]=1$. Therefore,

$$
\begin{equation*}
\left[s_{i}, s_{j}\right]=1 \quad \text { for } 1 \leqq i \neq j \leqq v \tag{3.3}
\end{equation*}
$$

From the definition of $s_{i}, t_{i}$, and $u$, we obtain

$$
\left[s_{i}, t_{i}\right]=\left[x_{1}^{a(1)} \ldots x_{v}^{a(v)}, x_{u+2-i}{ }^{b(1)} \ldots x_{u+i^{b(v)}}\right]=z_{i}^{c},
$$

where $c=a(1) b(v) \neq 0$. But $z_{i} \in Z(P) \cap S_{i}$, so $\left|S_{i} /\left\langle z_{i}\right\rangle\right|=p^{2}$ and $\left|S_{i}\right|=p^{3}$. Since $s_{i}{ }^{p}=t_{i}{ }^{p}=1$ and $S_{i}$ is non-abelian, $S_{i} \cong E(p)$.

Let $Y$ be a complement to $Z$ in $Z(P)$. Then $|Y|=p^{u-v} / p^{v}=p^{t-3 v}$. So in light of (3.3), it suffices to show that $P=S_{1} \ldots S_{v} Y$ and that

$$
|P|=\left|S_{1}\right| \ldots\left|S_{v}\right||Y|
$$

in order to complete the proof of Theorem 1. But

$$
\begin{aligned}
P & =\left\langle x_{1}, \ldots, x_{t}\right\rangle \\
& =Z(P)\left\langle x_{1}, \ldots, x_{v}, x_{u+1}, \ldots, x_{t}\right\rangle \\
& =Z(P)\left\langle s_{1}, \ldots, s_{v}, t_{1}, \ldots, t_{v}\right\rangle \\
& =Y Z S_{1} \ldots S_{v} \\
& =Y S_{1} \ldots S_{v}
\end{aligned}
$$

and

$$
p^{t}=|P|=\left|S_{1} \ldots S_{v} Y\right| \leqq\left|S_{1}\right| \ldots\left|S_{v}\right||Y|=p^{3 v} p^{t-3 v}=p^{t}
$$

so equality holds everywhere. This completes the proof of Theorem 1.
Now assume the hypothesis of Theorem 2 (a). By Lemma 2.4, $|P / Z(P)|=p^{20}$ and, by the first paragraph of the proof of Theorem $1,\left|P^{\prime}\right|=p^{0}$. Now Theorem 2 (a) follows from Theorem 1 and Lemmas 2.4, 2.8, and 2.10.
4. The class three case. We now prove Theorem 2(b). By Lemma 2.2, p is odd. By Lemmas 2.8 and 2.12, $P_{3}=Z,\left|P_{3}\right|=p^{v}$, and $v=2 r$. Then Lemma 2.4 implies that $|P / Z(P)|=p^{2 v}$, so $\nu=v$ and $t \geqq 3 \nu$.

Recall that $V=[H, Z(Q)]=\left\langle z_{1}, z_{v+1}\right\rangle$. Using the definition of $k$, we see that

$$
\begin{aligned}
Z_{2}(P) & =\left\langle x_{r+1}, \ldots, x_{k}\right\rangle, \\
Z_{2}\left(P^{v}\right) & =\left\langle x_{r+2}, \ldots, x_{k+1}\right\rangle, \text { and } \\
Z_{2}(Q) & =\left\langle x_{r+1}, \ldots, x_{k+1}\right\rangle
\end{aligned}
$$

Let

$$
\begin{aligned}
V_{0} & =V\left\langle z_{r+1}\right\rangle=\left\langle z_{1}, z_{r+1}, z_{v+1}\right\rangle, \\
V_{1} & =Z_{2}(P) \cap Z_{2}\left(P^{g}\right)=\left\langle x_{r+2}, \ldots, x_{k}\right\rangle, \text { and } \\
M_{1} & =\left[H, Z_{2}(Q)\right]=Z(Q)\left\langle w_{1}, w_{r+1}\right\rangle,
\end{aligned}
$$

where for $1 \leqq i \leqq r+1, w_{i}=\left[x_{i}, x_{k+i}\right]$. We complete the proof in a series of lemmas.

Lemma 4.1. There are elements $a(1), \ldots, a(v)$ and $b(1), \ldots, b(v)$ in $\operatorname{GF}(p)$ such that $a(1)=b(v)=1$ and such that, if $s=x_{1}{ }^{a(1)} \ldots x_{v}{ }^{a(v)}$ and $t=x_{u+2}{ }^{b(1)} \ldots x_{t+1}{ }^{b(v)}$, then

$$
\begin{align*}
{\left[V_{1}, s\right] } & \subseteq\left\langle z_{1}\right\rangle  \tag{4.1}\\
{[Q, s] } & \subseteq Z(Q)\left\langle w_{1}\right\rangle  \tag{4.2}\\
{[Q, t] } & \subseteq Z(Q)\left\langle w_{r+1}\right\rangle, \text { and }  \tag{4.3}\\
{\left[V_{1}, t\right] } & \subseteq\left\langle z_{v+1}\right\rangle \tag{4.4}
\end{align*}
$$

Proof. One easily verifies that $H$ stabilizes the chains

$$
V_{1} \supseteq Z(Q) \supseteq V
$$

and

$$
Q \supseteq Z_{2}(Q) \supseteq M_{1}
$$

Let $C_{2}=C_{H}\left(V_{1} / V\right) \cap C_{H}\left(Q / M_{1}\right)$. By Lemma 2.5, $H / C_{H}\left(V_{1} / V\right)$ and $H / C_{H}\left(Q / M_{1}\right)$ are $p$-groups, so $O^{p}(H) \subseteq C_{H}\left(V_{1} / V\right) \cap C_{H}\left(Q / M_{1}\right)=C_{2}$. Also $C_{H}(Q) \subseteq C_{2}$, so $H=P C_{2}=P^{g} C_{2}$ by (1.4) and (1.5). Then $H=Q C_{2}$ as in the proof of (3.1), so $P=Q\left(P \cap C_{2}\right) \supset Q$ and there is $x \in P \cap C_{2}, x \notin Q$. Let $x=s y$ with $s=x_{1}{ }^{a(1)} \ldots x_{v}{ }^{a(v)}$ and $y \in\left\langle x_{v+1}, \ldots, x_{t}\right\rangle$. Since $x \notin Q, s \notin Q$, so $a(1) \neq 0$.

Recalling that $V_{1} \subseteq Z_{2}(P)$, we obtain

$$
\left[V_{1}, s\right] \subseteq V \cap Z(P)
$$

as in the proof of (3.2). But $z_{v+1} \notin Z(P)$ by Lemma 2.8, so (4.1) holds. In a similar manner we obtain

$$
[Q, s] \subseteq M_{1} \cap P^{\prime}
$$

However, $P^{\prime} \cap\left(w_{r+1}\left\langle Z(Q), w_{1}\right\rangle\right)=\emptyset$ since $P^{\prime} \subseteq\left\langle x_{r+1}, \ldots, x_{k}\right\rangle$ by Lemma 2.12, and $w_{r+1}=x_{2 r+1}{ }^{d(r+1)} \ldots x_{k+1}^{d(u+1)}$, where $d(u+1) \neq 0$, by Lemma 2.8. Thus, (4.2) holds. By taking an appropriate power of $s$, we may assume that $a(1)=1$. Now the rest of the lemma follows by symmetry.

Definitions. Let $y_{1}=\left[s, \varphi^{-r}(t)\right], y_{2}=\left[\varphi^{r}(s), t\right]$, and $M=\left\langle z_{1}, z_{r+1}, z_{v+1}\right.$, $\left.y_{1}, y_{2}\right\rangle$. Let $Y$ be a complement to $Z \cap Z(H)$ in $P \cap Z(H)$.

Remark. $|Y|=p^{t-3 v}$ and $Z(P)=Y Z$ by Lemmas 2.4 and 2.8.
Lemma 4.2. $M$ is a normal subgroup of $H$.
Proof. $Y \subseteq Z(H)$, so $Y$ centralizes $M$. Let $s_{i}=\varphi^{i-1}(s)$ for $1 \leqq i \leqq v$ and $t_{j}=\varphi^{j-(v+1)}(t)$ for $1 \leqq j \leqq v+1$. Then $\left[s_{i}, t_{i}\right]=z_{i}$ for $1 \leqq i \leqq v$, so

$$
\begin{equation*}
P=Y\left\langle s_{i}, t_{i} \mid 1 \leqq i \leqq v\right\rangle \tag{4.5}
\end{equation*}
$$

Also, a straightforward argument using the definition of $k$ shows that

$$
\begin{equation*}
y_{1}=\left[s_{1}, t_{r+1}\right]=\left[x_{1}^{a(1)}, x_{k+1}^{b(v)}\right] z=w_{1} z \tag{4.6}
\end{equation*}
$$

where $z \in Z(P)$.
Let $N_{1}=\left\langle z_{1}, z_{r+1}, y_{1}\right\rangle$ and $N_{2}=\left\langle z_{r+1}, z_{v+1}, y_{2}\right\rangle$. Assume that $1 \leqq i \leqq v$. Then, since $s_{i}$ and $y_{1}=w_{1} z$ lie in $\left\langle x_{1}, \ldots, x_{u+1}\right\rangle$, we obtain

$$
\begin{equation*}
\left[y_{1}, s_{i}\right] \in\left\langle z_{1}\right\rangle \tag{4.7}
\end{equation*}
$$

By the definition of $u,\left[t_{r+1}, t_{i}\right]=1$. Also, $\left[t_{i}, s_{1}\right]=w_{1} \alpha^{\prime}$ for $\alpha \in \mathrm{GF}(p)$ and $z^{\prime} \in Z(Q)$ by (4.2). Therefore, using Lemma 2.6 and the definitions, we obtain

$$
\begin{aligned}
1 & =\left[s_{1}, t_{r+1}, t_{i}\right]\left[t_{r+1}, t_{i}, s_{1}\right]\left[t_{i}, s_{1}, t_{r+1}\right] \\
& =\left[y_{1}, t_{i}\right]\left[w_{1}^{\alpha} z^{\prime}, t_{r+1}\right] \\
& =\left[y_{1}, t_{i}\right]\left[w_{1}^{\alpha}, t_{r+1}\right],
\end{aligned}
$$

so $\left[t_{i}, y_{1}\right]=\left[x_{r+1}{ }^{\alpha a(r+1)}, x_{k+1}{ }^{b(v)}\right] \in\left\langle z_{r+1}\right\rangle \subseteq N_{1}$. Together with (4.7) and (4.5), this shows that $\left[y_{1}, P\right] \subseteq N_{1}$. But $\left\langle z_{1}, z_{r+1}\right\rangle \subseteq Z(P)$, so $N_{1} \triangleleft P$. By symmetry, $N_{2} \triangleleft P^{g}$.

Now $M=N_{1} N_{2}$ and $V_{0}=\left\langle z_{1}, z_{r+1}, z_{v+1}\right\rangle \triangleleft H$. Therefore, to show that $M \triangleleft H$, it suffices to show that $\left[y_{1}, t_{v+1}\right] \in M$ and $\left[y_{2}, s_{1}\right] \in M$. By symmetry, it suffices to show the former. Now, (4.4) and (4.6) imply, modulo $V=[H, Z(Q)]$, that

$$
\left[y_{1}, t_{v+1}\right] \equiv\left[w_{1} z, t_{v+1}\right] \equiv\left[x_{r+1}{ }^{d(r+1)}, t_{v+1}\right] \equiv\left[s_{r+1}{ }^{d(r+1)}, t_{v+1}\right] .
$$

But, modulo $V_{0} \supseteq V,\left\langle x_{\tau+1}, \ldots, x_{t+1}\right\rangle$ has class at most two, so

$$
\left[y_{1}, t_{v+1}\right] \equiv\left[s_{r+1}, t_{v+1}\right]^{d(r+1)} \equiv y_{2}^{a(r+1)} .
$$

Therefore, $\left[y_{1}, t_{v+1}\right] \in M$, which completes the proof of the lemma.
Lemma 4.3. There are elements $m(1), \ldots, m(v)$ and $n(1), \ldots, n(v)$ in $\mathrm{GF}(p)$ such that $m(1)=n(v)=1$ and such that, if $f=x_{1}{ }^{m(1)} \ldots x_{0}{ }^{m(v)}$ and $g=x_{u+2}{ }^{n(1)} \ldots x_{t+1}^{n(v)}$, then

$$
\begin{gather*}
{\left[f,\left\langle x_{1}, \ldots, x_{k}\right\rangle\right] \subseteq\left\langle z_{1}\right\rangle}  \tag{4.8}\\
{[f, Q] \subseteq V_{0}\left\langle y_{1}\right\rangle}  \tag{4.9}\\
{[g, Q] \subseteq V_{0}\left\langle y_{2}\right\rangle, \text { and }} \tag{4.10}
\end{gather*}
$$

Proof. By Lemma 4.1 and the definitions, $H$ stabilizes the chain

$$
Q \supseteq Z_{2}(Q) \supseteq M Z(Q) \supseteq M
$$

Then, $H / C_{H}(Q / M)$ is a $p$-group, by Lemma 2.5 , so

$$
O^{p}(H) C_{H}(Q) \subseteq C_{2} \cap C_{H}(Q / M)
$$

where $C_{2}$ is as in the proof of Lemma 4.1. Then, $H=P C_{3}=P^{g} C_{3}$, where $C_{3}=C_{2} \cap C_{H}(Q / M)$, by (1.4) and (1.5), and now the lemma is proved in the same manner as Lemma 4.1.

## Lemma 4.4. For $1 \leqq i \leqq v+1$, define

$$
f_{i}=\varphi^{i-1}(f)=x_{i}^{m(1)} \ldots x_{v+i-1}^{m(v)}
$$

and

$$
g_{i}=\varphi^{i-(v+1)}(g)=x_{v+i+1}^{n(1)} \ldots x_{u+i}^{n(v)}
$$

Then:

$$
\begin{gather*}
{\left[f_{i}, f_{j}\right]=\left[g_{i}, g_{j}\right]=1, \text { for } 1 \leqq i, j \leqq v}  \tag{4.12}\\
{\left[f_{i}, g_{i}\right]=z_{i}, \text { for } 1 \leqq i \leqq v}  \tag{4.13}\\
{\left[f_{i}, g_{j}\right]=1, \text { for } 1 \leqq i, j \leqq v \text { and } j \neq i, i+r .} \tag{4.14}
\end{gather*}
$$

Also, there are elements $h(r+1), \ldots, h(u+1)$ in $\mathrm{GF}(p)$ with $h(r+1) \neq 0$, $h(u+1) \neq 0$, and

$$
\begin{equation*}
\left[f_{i}, g_{r+i}\right]=x_{r+i}^{h(r+1)} \ldots x_{u+i^{h(u+1)}}^{h}, \text { for } 1 \leqq i \leqq r+1 \tag{4.15}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\left[f_{i}, g_{r+i}, g_{r+i}\right]=z_{r+i}{ }^{h(r+1)}, \text { for } 1 \leqq i \leqq r+1 \tag{4.16}
\end{equation*}
$$

Proof. (4.12), (4.13), and (4.14) for $1 \leqq j \leqq i \leqq r$ follow from the definition of $u$.

Let $1 \leqq i \leqq r$ and $i<j<i+\mathrm{r}$. Then

$$
\left[f_{i}, g_{j}\right]=\varphi^{i-1}\left[f, \varphi^{j-v-i}(g)\right]=\varphi^{j-(v+1)}\left[\varphi^{v+i-j}(f), g\right],
$$

so, by (4.8) and (4.11),

$$
\left[f_{i}, g_{j}\right] \in \varphi^{i-1}\left\langle z_{1}\right\rangle \cap \varphi^{j-(v+1)}\left\langle z_{v+1}\right\rangle=\left\langle z_{i}\right\rangle \cap\left\langle z_{j}\right\rangle=1 .
$$

Thus, (4.14) also holds for $1 \leqq i \leqq r$ and $i<j<i+r$.
Now let $r+1 \leqq j \leqq v$. Using (4.6), Lemma 2.8, and symmetry, we obtain

$$
\begin{equation*}
y_{1}=x_{r+1}{ }^{a(r+1)} x_{r+2^{\alpha(\tau+2)}} \ldots x_{u}^{\alpha(u)} x_{u+1}{ }^{d(u+1)} \text { and } y_{2}=\varphi^{\tau}\left(y_{1}\right) \tag{4.17}
\end{equation*}
$$

where $d(r+1) \neq 0$ and $d(u+1) \neq 0$. Let

$$
\begin{aligned}
& A=V_{0}\left\langle y_{1}\right\rangle=\left\langle z_{1}, z_{r+1}, z_{v+1}, y_{1}\right\rangle, \text { and } \\
& B=\varphi^{j-(v+1)}\left(V_{0}\left\langle y_{2}\right\rangle\right)=\left\langle\varphi^{j-(v+1)}\left(z_{1}\right), z_{j-r}, z_{j}, \varphi^{j-(r+1)}\left(y_{1}\right)\right\rangle .
\end{aligned}
$$

Then, using (4.9), (4.10), and a straightforward calculation of the type used in the previous case ( $i<j<i+r$ ), we see that $\left[f_{1}, g_{j}\right] \in A \cap B$.

First, assume that $r+1<j \leqq v$. Then $B \cap Z(P)=\left\langle z_{j-r}, z_{j}\right\rangle$. If $x \in B-Z(P)$, then $x$ involves $x_{j}$ or $x_{v+r+j}$ to some non-zero power. (This can be seen by using (4.17) and Lemma 2.8 to expand the elements of $B$ in terms of the $x_{i}$.) Similar calculations then show that $x \notin A$, so $B \cap A \subseteq Z(P)$. But
$A \cap Z(P)=\left\langle z_{1}, z_{r+1}\right\rangle$, so $A \cap B=1$. Thus, $\left[f_{1}, g_{j}\right]=1$ for $r+1<j \leqq v$. Now, applications of $\varphi$ establish (4.14) in the remaining cases.

Finally, let $j=r+1$. Since

$$
\left[f_{1}, g_{r+1}\right] \in A \cap B \subseteq\langle A, B\rangle \subseteq\left\langle\varphi^{-r}\left(z_{1}\right), z_{1}, z_{r+1}, z_{v+1}, y_{1}\right\rangle
$$

we obtain (4.15) for $i=1$ and for some elements $h(m) \in \mathrm{GF}(p)$. Applications of $\varphi$ yield (4.15) for $1 \leqq i \leqq r+1$.

Now, we must show that $h(r+1) \neq 0$ and $h(u+1) \neq 0$. But

$$
\begin{equation*}
\left[f_{1}, g_{r+1}\right] \equiv w_{1} \not \equiv 1 \quad\left(\text { modulo }\left\langle x_{r+2}, \ldots, x_{k}\right\rangle\right) \tag{4.18}
\end{equation*}
$$

by Lemma 2.8 and the definitions of $f_{1}, g_{r+1}$, and $k$, so $h(r+1) \neq 0$. A similar argument using $\left[f_{r+1}, g_{v+1}\right]$ yields $h(u+1) \neq 0$.

To establish (4.16), we observe that the congruences in (4.18) hold modulo $Z(P)$. Then $\left[f_{1}, g_{r+1}, g_{r+1}\right]=z_{r+1}^{h(r+1)}$, by the definitions of $w_{1}, g_{r+1}$, and $u$. Finally, applications of $\varphi$ yield (4.16). This completes the proof of the lemma.

Recall that $Y \subseteq Z(H)$ and $Z(P)=Y Z$.
Lemma 4.5. Let $S_{i}=\left\langle f_{i}, g_{i}, g_{r+i}\right\rangle$ for $1 \leqq i \leqq r$. Then $\left[S_{i}, S_{j}\right]=1$ if $i \neq j$ and $P=S_{1} \ldots S_{r} Y$.

Proof. This follows directly from the definitions and (4.12)-(4.16), using arguments similar to those in the class two case.

Lemma 4.6. For $1 \leqq i \leqq r, S_{i} \cong E^{*}(p)$ and $P=S_{1} \times \ldots \times S_{r} \times Y$.
Proof. Fix $i$ with $1 \leqq i \leqq r$. We keep the notation of the previous lemmas. Let $m=h(r+1)$ and $n=h(u+1)$, so $m \neq 0$ and $n \neq 0$. Define

$$
a=z_{r+i}{ }^{-m}, b=z_{i}^{-n}, c=\left[g_{r+i^{-1}}, f_{i}\right], d=f_{i}, e=g_{i}^{-n}, f=g_{r+i}{ }^{-1} .
$$

Then $S_{i}=\langle a, b, c, d, e, f\rangle$, so, by Lemma 2.13, to show that $S_{i} \cong E^{*}(p)$, it suffices to show that $\left|S_{i}\right|=p^{6}$ and that (2.6)-(2.10) hold for the elements $a, b, c, d, e$, and $f$ defined above.
(2.6) follows from the definitions and Lemmas 2.1 and 4.4. (2.7) and the first two statements in each of (2.8) and (2.9) follow since $\langle a, b\rangle \subseteq Z(P)$.

By (4.15), Lemma 2.6, and the definitions of $f_{i}, g_{i}$, and $u$,

$$
[c, d]=\left[g_{\tau+i}{ }^{-1}, f_{i}, f_{i}\right]=\left[f_{i}, g_{r+i}, f_{i}\right]=\left[x_{u+i}^{n}, x_{i}\right]=z_{i}^{-n}=b .
$$

A similar argument shows that $[c, e]=1$. By (4.13) and the definitions, $[d, e]=b$. Thus, (2.8) and (2.9) hold. Finally, $[d, f]=c^{-1}$ by definition, and $[c, f]=a$ by (4.16) and Lemma 2.6, so (2.10) holds. Thus, by Lemma 2.7 and the proof of Lemma 2.13, $S_{i}$ is a homomorphic image of $E^{*}(p)$. In particular, $\left|S_{i}\right| \leqq p^{6}$.

Now we can finish the proof of the lemma. $P=S_{1} \ldots S_{r} Y$, so we have

$$
\begin{equation*}
p^{t}=|P| \leqq|Y| \cdot \prod_{i=1}^{r}\left|S_{i}\right| \leqq p^{t-6 r} p^{6 r}=p^{t} . \tag{4.19}
\end{equation*}
$$

Therefore, equality holds everywhere in (4.19). In particular, this means that $|P|=|Y| . \Pi\left|S_{i}\right|$, so $P=S_{1} \times \ldots \times S_{r} \times Y$. Also, (4.19) implies that $\left|S_{i}\right|=p^{6}$, so $S_{i} \cong E^{*}(p)$ by Lemma 2.13. This completes the proof of Theorem 2.

## References

1. J. Currano, Finite p-groups with isomorphic subgroups (to appear).
2. G. Glauberman, Isomorphic subgroups of p-groups. I, Can. J. Math. 23 (1971), 983-1022.
3. D. Gorenstein, Finite groups (Harper and Row, New York, 1968).
4. A. G. Kurosh, The theory of groups, second English edition, translated by K. A. Hirsh (Chelsea, New York, 1960).

Roosevelt University,
Chicago, Illinois


[^0]:    Received April 15, 1971, and in revised form, September 29, 1971.

