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THE STRUCTURE OF THE ALGEBRA OF HANKEL 
TRANSFORMS AND THE ALGEBRA OF 
HANKEL-STIELTJES TRANSFORMS 

ALAN SCHWARTZ 

1. Introduction. Let M be the space of all bounded regular complex-
valued Borel measures defined on / = [0, oo). M is a Banach space with 
||/x|| = / d\n\(x) (fx G M). (Integrals in this paper extend over all of / unless 
otherwise specified.) Let j / b e a fixed real number no smaller than —\ and let 
Jv{z) = (cvz

v)~lJv{z) if z j£ 0 and^/„(0) = 1, w h e r e / , is the Bessel function 
of the first kind of order v and cv = [2vT(v + l)]~~l',^v is an entire function, 
as can be seen from the power series definition of 

00 

M*) = * ' E {-lf[2r+%ln\T(n + v + I ) ] " 1 / " . 

The Hankel-Stieltjes transform of order v is given by J^fvn(y) = J^/ v(xy) dfi(x) 
(/x G M). The integral converges absolutely because of the familiar relations 
Jv(x) = 0(xv) as x —» 0 and Jv(x) = 0(1/y/x) as x —>oo . 

Usually v will be held fixed, so when there is no danger of ambiguity we write 
jd in place of fflv\x; 3f-\ is the cosine transform. 

If X Ç M, let XA = {p.\ JJL ^ X} and let m„ be the measure on [0,oo ) defined 
by dmv(x) = cvx

2v+l dx. Let Av consist of all measurable functions/ on [0,oo ) 
for which /j.f G M where dfifipc) = f(x) dmv{x). We define | | / | | = ||M/||

 a n d 
/ = dJLf)A- Of course two functions which differ only on a set of Lebesgue 
measure zero will be identified, as wil l / and nf. Ap can be considered to be a 
subspace of M. 

These transforms behave much like the Fourier and Fourier-Stieltjes 
transforms. The following lemma contains some of these analogies (**f is the 
space of infinitely differentiate functions with compact support in I). 

1.1. LEMMA, (a) Iff G Av and / G Av, then f can be redefined on a null set so 
that (/)A = / . 

(b) ^ C (Av)\ 
(c) jjl(x) d\(x) = ji(y) dn(y) (/x G M, X G M). 
(d) If n e M and p.(y) = 0 (y G / ) , then /x = 0. 
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HANKEL TRANSFORMS 237 

Proof, (a) can be proved using many of the methods that are used in proving 
the analogous fact for Fourier transforms. To prove (b) l e t / G ^ ; then / G A „ 
and repeated integrations by parts show that / G Av. By (a), / = (/)A, and 
s o / 6 (AV)A. (c) is a direct consequence of Fubini's theorem. To prove (d), 
assume that jut = 0; then by (c), Jf du = 0 for every/ G A„ and by (b) and 
(a), Jg d\x — 0 for every g G ^ , whence M = 0. 

,4„ has a well-known convolution which is readily extended to M. 
For v > — | , let 

( 2 3 y - 1 r ( v + i ) 2 A ( x , y ^ ) 2 y - 1 

10. 

The first value being assumed only if there is a triangle of sides x, y, and s with 
area A(x,y,z). We take M' to be the subspace of M consisting of those 
measures concentrated on (0,oo). Then if \x G M' and X G Af't define 

/x*„A(E)= j j l j ^"(x»3'' z) ^ » W | ^M(^) d\(z). 

If ô denotes the unit mass concentrated at 0, we have the unique decomposition 
of each ^ I , /z = ju' + a?> (M' € Af', and a is a complex number). The 
convolution is extended to all of M by treating ô as a multiplicative identity. 

From the definition of <ï> we see that 

(1.1) $,(*, 3>, *) S; 0 (0 < x, y, z < oo ), 

and from [9, p. 367], 

(1.2) I </9(xu)$9(x, y, z) dmv{x) = J\(yu)J\(zu). 

Setting u = 0 in (1.2) yields 

(1.3) I $v(x,y, z) dmv(x) = 1. 

When there is no danger of ambiguity, "*" will be written in place of "*„". 
The convolution has all the usual properties. It is rather elementary to show 
that if fx and X are in Mt then so is fx * X. From (1.1) and (1.3), it follows that 
| |JU*X|| ^ ||M|| • ||X|| andfrom (1.2) that (M* X)A = juX. This last fact together 
with part (d) of the lemma show that * is commutative and associative. 
Moreover, if / and g are in A „, then nf * \xQ = fjiUg, where 

f*g(x) = J J <$>v{x,y,z)f(y)g(z)dmv(y)drnv(z). 

M together with the convolution *„ will be denoted by Mv. 
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238 ALAN SCHWARTZ 

2. Statement of results. In this paper we will study the structure of the 
algebras Mv and Av. We will show that if — \ ^ v < 77, then (MV)A and (AV)A 

can be embedded in (MV)A and (AV)A, respectively. This embedding together 
with the knowledge that if 2v is an integer then Mv and A „ can be identified 
with the spaces of rotation invariant measures and radial integrable functions 
on Rn for n = 2v + 2 will give us a simple proof of the well-known fact that 
the maximal ideal space of Av is / and of the fact that the maximal ideal space 
of Mv is I* = [0,oo], the one-point compactification of [0,oo ). Finally we will 
investigate the factorization of members of Av and Mv. 

3. The inclusions (MV)A C (MV)A and (AV)A C (AV)A for rj > v. One 
way in which the theory of Hankel transforms arises is in the study of functions 
and measures on the Euclidean spaces Rn for n = 1, 2, 3, . . . which possess 
certain symmetries; e.g., a function defined on Rn is radial if there is a function 
<p defined on I for which f(x) = <p(\x\) for almost every x in Rn. 

For a fixed positive integer n let v = \(n — 2) and let LT{Rn) denote the 
class of radial functions in the convolution Banach algebra L(Rn) of functions 
integrable on Rn; Lr(R

n) is, in fact, a closed subalgebra of L(Rn). If / and g are 
in L(Rn), l e t / o g be their convolution and l e t / be the Fourier transform of f; 
then 

f(y) = f f(.x)e-ix-" dx 

(see [1, pp. 69-79]). Thus, if 2*> is an integer and n = 2*> + 2, a linear trans
fo rma t ion^ can be established from Av to Lr(R

n) satisfying | |5^ / | | = | | / | | and 
(S?f)~(y) = f(\y\) for/ in Av and y in Rn. Indeed, S^ is an isometric algebraic 
isomorphism between Av and Lr(R

n) since 

[ ^ ( / * £ ) ] ~ = / g = ( y / o ^ g ) ~ (/,g 6 A,). 

Let Mr{Rn) consist of the rotation invariant Borel measures on Rn for 
w = l , 2 , 3 , . . . ; / * i s rotation invariant means that n(TE) = /*(£) for every 
orthogonal transformation T of Rn and every Borel subset E of i^w. Then, 
y is easily extended to an algebraic isometry between Mv and Mr(R

n) for 
z; = \{n - 2). 

I t is sometimes the case that a theorem can be easily proved for Mv or Av 

when 2^ is an integer by using y to identify these spaces with Mr(R
2v+2) and 

Lr(i?
2>+2). 

If m and w are positive integers, there is a natural algebraic homomorphism 
of L(Rn+m) ->L(Rn) given by <^7(*i) = J/(*i, *2) dx2, where / G L(Rn+m), 
Xi G i?*, ^2 G -^w, and the integral extends over all of Rm. It is easy to check 
that | | ^ 7 | | ^ | | / | | and (,T/)~(yi) = / ( y i , 0) for / € £(#•+»), y i 6 i?% 
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0 = (0, 0, . . . , 0) £ Rm. The following lemma generalizes these facts to Mv 

and A „. 

3.1. LEMMA. If — ̂ " â ^ 0 0 , then there exists an operator 

T„ = &~\ M, -> if, 

(a) ||.r|| = 1, 
(b)^*^" /* = J f , / t (/* 6 I f , ) , awrf 
(c)f:An-+A,. 

The proof of the lemma will follow the corollaries below. 

3.2 COROLLARY. If —% ^ V ^ y <CQ, then 

(M,)A C (Mr)A a ^ (4,)A C (A,)\ 

Proof. This is a direct application of (b) and (c) of Lemma 3.1. 

3.3. COROLLARY. / / - e g v ^ i ? g f < o o , then^^u = * ^ V 

Proo/. This follows since^fJFv&'u = Jf^^ = Jjfç = J^fvt^iv. 

In order to prove Lemma 3.1, we need the following formula: 

(3.1) /,(*) = *=*=* f/„(xz)(l - zy—ldmr(z) (u > v). 

(3.1) is obtained from Sonine's first integral formula (see [9, p. 373]): 

JM+y+i(x) = jfi—,—r-jr I Jp(x sin 0) sin"+1^ cos2M+10d0 
A 1 (ju -f- l ; Jo 

(Rev> - 1 , Re /x> - 1 ) 
by making the change of variable z = sin 0, setting rj — /x + v + 1, and 
multiplying both sides by (c^c')"1. 

We can now prove Lemma 3.1. Suppose that —\ S v ̂  v <oo and that 
H e Mn. We will construct \ £ M such that J O = J^vfi and ||X|| ^ ||M||. 

Let |8 = c,_v_i/c,; associated with each /z 6 if», is a linear functional T(ix) 
defined on C (the continuous functions defined in / which vanish at infinity) 
by: 

(3.2) r(M)/ = fi £ (1 - s 2 ) ' - ' - 1 ! J / ( « t ) d»(x)j dtn,{z), 

so that 

|r(M)/|^/3 f(l-zy—ldm,(z)\\n\\ 
Jo 

thus T(/x) is bounded. Hence by the Riesz representation theorem, there is a 
measure X € ikf such that 

(3.3) Tb)f= jf(x)d\(x). 
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240 ALAN SCHWARTZ 

If we replace/OO by^ v(yx) in (3.2) and (3.3) and use Fubini's theorem we 
see that 

^ X ( y ) = fd»(x)pj (1 - z'y-"-1/,(xyz) dm,(z) 

= fSMdnix) =je*(y) 
by (3.1). 

Let^~M = X; thenJf,(&~n) = J f , ( M ) . From (3.2) and (3.3) we have 

H^MII ^ {ftfo (i - *V-^<&»,(*)}|MI = / , (O) | |M| | = IHI 

so that | \ ^ \ | ^ 1. To see that \\&~\\ — 1, suppose that /* £ ikf is a positive 
measure, then so is^"/x, and we have ||M|| = J4?IH(0) — Jtfv^niO) — \\$~\i\\. 

To show that ^A^ Ç1 Av, suppose that [x Ç A^ and let £ be a set of zero 
Lebesgue measure. Then if 0 S z S 1, zE has zero Lebesgue measure, thus if/ 
is the characteristic function of E, then jf (zx) d^ipc) = 0 (0 S. z g 1), and so 
^ M ( £ ) = W / = 0. 

4. The maximal ideal spaces of Mv and Av. We are now in a position 
to describe the maximal ideal spaces of Mv and Av. That of 4̂ „ is well known 
but we could not find a proof in the literature, and so we give a simple one 
using Lemma 3.1. 

4.1. THEOREM. Suppose that v ^ — §; then to each homomorphism H of Av 

onto the complex numbers corresponds a unique point yH £ / such that 

H(f)=f(ya) (f£At). 

Moreover, given the weak topology, the space of homomorphisms is homeomorphic 
to I with the usual topology. 

Proof. Reiter proved in [4, pp. 473-474] that the maximal ideal space of 
LT(Rn) is I with the usual topology, and so the theorem is proved when 2v is an 
integer. 

Now assume that — \ < v < oo and let if be a non-zero complex homo
morphism oiAw. Let H(f) = H{f) and j | | / | | | = | | / | | (/ G A,). Then (A,)* is a 
commutative Banach algebra, and so H is continuous on (AV)A [3, p. 69]. If 77 
is an integer exceeding v, we see by Lemma 1.1 and Corollary 3.2 that 

^ A C {A,Y C {AVY 

and the second inclusion is dense in the norm |||-||| because *€ is dense in Av. 
Thus A defines a non-zero complex homomorphism on (A V)A which must be 
given by H (J) = f(yH) for / £ (AV)A and some fixed yH G / . Thus by the 
continuity of Ê, it follows that H(/) = f(yH) fo r / Ç Av. 
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The converse statement follows from the fact that (A „)A separates points of 
i", and the statement about the topology of the space of homomorphisms 
follows from the fact that (A „)A consists of continuous functions which vanish 
at infinity. 

Because of the special nature of the convolution in M„ we can relate the 
maximal ideal space of Mv to that of A „. The following lemmas are the keys to 
this relation. 

2, we/* if JU, X € M', we have n*\ € Av. 

Proof. Let £ be a set of zero Lebesgue measure. Then from the definition of 
convolution, 

J U * X ( £ ) = J J j J $v(x,yyz)dtnv(x)} dn(y) d\(z). 

But the innermost integral is zero for every x and y, and so ju * X(E) = 0, 
which completes the proof. 

4.3. LEMMA. If p € M, then 

M(OO) = Km £00 
?/->oo 

exists and satisfies 

(4.1) A(°°) = M({0} ), and so p £ M' if and only if n(po) = 0. 

Proof. In general, for / continuous at 0, Jf(x) db(x) = / (0) . Since ^ v is 
analytic and ^f v(0) = 1, 

3O0 = f/Àxy) dô(x) = J M = 1 for y e /, 

and so (4.1) holds if y. = b. Jv{x) = 0(1/y/x) as x —->oo, and so 

/,foO = 0((^)-(y+è)); 
thus for each x > 0, ^/v(xy) —> 0 as y —>oo. Moreover, Poisson's integral for 
Jv{z) (see [9, p. 47, formula (1)]) yields 

/ , ( * ) = T(v + 1)\2'T[V + | ) r ( | ) J ' f* cos(s cos 0)sin2'0d0 

which is uniformly bounded b y ^ „ ( 0 ) = 1 for real z, and so #f V(xy) —» 0 as 
y —»oo boundedly for x > 0. Hence, by Lebesgue's dominated convergence 
theorem, if fx £ ikf, then # 0 ) = j</v(xy) dy.(x) —> 0 as y —> oo ; therefore (4.1) 
holds for JJL £ M'. 

Finally, if /x Ç Jlf, /* has a unique decomposition /* = \i! + ab for some 
p! Ç if' and some complex number a; thus M({0}) = M'({0}) + aô({0}) = a, 
and 

lim £ 0 ) = lim jlf(y) + a lim b(y) = a, 

and so £(oo) =5 a = M({0}). 
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We can now consider (MV)A to be an algebra of continuous functions defined 
on I* = [0,oo]. The following theorem describes the maximal ideal space of 
Mv. 

4.4. THEOREM. Suppose that v > — \; then to each homomorphism H of Mv 

onto the complex numbers corresponds a unique point yH G /* such that 

H(n) = ft(yH) (M G MV). 

Moreover, given the weak topology, the space of homomorphisms is homeomorphic 
to I*. 

Proof. We consider two cases. 
Case (i). H(JJL) T± Q for some /* £ M'. Then H restricted to Av is a non-zero 

homomorphism because M * M £ Av and H(\i *'jx) = H(fx)2 9^ 0. Thus there is 
yH£ I such that H(f) = /(;>/*) (/ G 4 , ) . 

Now[tf(M)]2 = # ( M * M ) = [A(^)]2and[if(M)]3 = #(/* * M * M) = [ A ( ^ ) ] 3 , 
and so H(n) = M (3/^). Finally, #(<5) = 1 = ô(yH), and the theorem follows 
because if X ë M, then X = ju + aô for some JU 6 M' and complex number a. 

Case (ii). H(IJL) = 0 for every /x G M'. Since i? is a non-zero homomorphism, 
we have H(ô) = 1 = ô(oo); thus if /x Ç ikf, ju = ju' + «5 for some unique 
\i! G M' and complex a and we have i?(/i) = H(n' + ad) = # ( M ' ) + aiî(ô) = 
a = /x({0j) = M(°°) by Lemma 4.3. 

The balance of the proof is the same as that of the preceding theorem. 

The following theorem exhibits a major difference between the structures 
of Av and L(Rn). 

If I is a closed ideal of Av, let Z(I) = {y\ f(y) = 0 for every/ £ / } . Z(7) is 
called the zero set of / . 

4.5. THEOREM. If v ^ \ and y0 > 0, then {y0} is the zero set of at least two 
distinct ideals. 

Proof. In [7] we showed that the functions of (Ay)
A have p continuous 

derivatives on (0,oo), where p is the greatest integer not exceeding v + \. 
The &th derivative is given by 

fik\y) = §xkJ*\xy)f(x) dmv(x) (0 £ k £ p,f £ A„y > 0). 

In the course of the proof, we show that xk</v
{1c) (xy) is bounded in x, and so in 

fact the functional on Av, given by 

Dkf = f(k)(yo) (0 ̂  k sp,yo> 0), 
is continuous. 

Let Ik = lf\f £ Av, D0f = Dif = . . . = Dkf = 0J. The Leibniz differentia
tion formula shows that Ik is an ideal and the continuity of the functionals Dk 

shows that Ik is closed. Since ^ is contained in {A „)A, it follows that I0, Iu ..., IP 

are all distinct. 
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We remark that Reiter [4] extended an example of Schwartz [8] to prove this 
in the case when 2v is an integer by showing that J0 J6- I\. 

5. Representation of functions and measures by convolutions. 
Rudin has shown [5] that if/ G L{Rn), there are functions g and h in L(Rn) 
such that 

(5.1) f = go h 

or, equivalently, 

(5.2) / = g l 

If / is a radial function, Rudin's proof yields radial functions g and h 
satisfying (5.1). In fact, in his construction he never uses the structure of Rn 

and it easily generalizes to the following result. 

5.1. THEOREM. Iff G AVf then there are functions g G Av and h G Av such that 
f = g*h. 

We wish to investigate the generalization of this factorization to Mv. 
Because of the following lemma, there are only certain factorizations which 

should interest us. 

5.2. LEMMA. If K is a compact subset of I* such that fi(y) ^ 0 (y G K), then 
there is a X G Mv such that fl(y)\(y) = 1 (y G K). If K = /*, then /x * X = 8. 

A proof of this is given in [2, p. 124] in the context of locally compact Abelian 
groups, but the proof can be adapted to apply here. 

A measure satisfying the hypothesis of the lemma with K — I* will be called 
a unit. Every measure 77 in Mv has a trivial factorization, for if /x is a unit and X 
is such that /x * X = b (X exists because of Lemma 5.2), then rj can be factored: 
7] — (77 * JU) * X. 

W7e now state the following definitions. 
Suppose that ju G Mv; then /x is reducible if we can write /x = X * 77, where X 

and rj are in Mv and neither is a unit, /x will be called irreducible if it is not 
reducible. 

The question at hand, then, is: Which measures are reducible? We give a 
partial answer in terms of the zero set: 

2T(ji) = {y\0^y^<v,(i(y) = 0}. 

5.3. THEOREM, (a) If /x G Mv and 2f(n) is empty, then /x is irreducible. 
(b) If v > — I, then there are reducible and irreducible measures /x in Mv such 

that2f(n) contains exactly one positive real number. 
(c) If2f(fi) = {00 }, then /x is reducible if and only if /x is absolutely continuous 

with respect to Lebesgue measure. 
(d) If 3?(n) contains at least two points, then /x is reducible. 
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Proof, (a) From Lemma 5.2 we see t h a t a measure is a uni t if and only if its 
zero set is empty , thus the only possible factorization of a uni t is into the con
volution of uni ts since the zero set of a convolution is the union of the zero sets 
of the factors. 

(b) Le t 3>0 be a positive real number and let 

/ o = {MIMG Mv,2?fa = bo}}. 

W e wish to show t h a t I0 contains both reducible and irreducible measures. 
We show t h a t I0 is not empty by constructing a part icular measure in I0. W e 
will use this measure for both par t s of the proof. 

Choosey G ^ such t h a t (f(yo) = — l,<p'(y0) = 1, and <p(y) 9e —lïîy 5e y0. 
T h e n / = <p is in Av. Let X = 6 + / . Then X is in I0 and \'(yo) = 1. 

I0 contains reducible measures since X * X is in I0. 
We will now show t h a t I0 contains irreducible measures. Le t us assume by 

way of contradiction t h a t every measure in Jo is reducible. Suppose t h a t /x is a 
measure such that<2T(/x) = {yo} ; then xx = m * /x2, where xxi and /X2 are measures 
such t h a t neither 2? fa) nor 3f fa) is empty . Bu t for j = 1 or j = 2 we have 
2f(^j) Ç^2?fa = {yo}, therefore <2T fa) = 3? fa) = {yo}- A simple induction 
a rgument can be used to show t h a t if X is the measure constructed above with 
the proper ty that«2T(X) = {yo} and X'(y0) = 1, and if TV is a positive integer, 
then there are measures Xi, X2, . . . , \N such t h a t 2? fa) = 3f(X2) = . . . = 
^ ( X * ) = bo} and 

(5.3) X = Xi * X2 * . . . * XAT. 

We proved in [7] t h a t if / is in AP, then f(y0 + h) — f(y0) = 0(ha), where 
a — min(*> + I , 1) > 0. T h e same result holds with almost the same proof for 
measures. 

T h u s from (5.3) and the fact t h a t p.(yo) = 0 for /x £ I0, we have 

fl(yo + h) - iHy0) = £(y0 + h) (xx £ /o) , 

so t h a t X(;yo + h) = Xi(y0 + A) . . . X^(yo + A) = [0(Aa)]^Y = 0(AA'fl) (N = 
1, 2, 3, . . . ) . T h u s A (yo) = 0 which contradicts our construction of X so t h a t 
X'Cyo) = 1. 

(c) Suppose t h a t xx £ M and t h a t «ST (/x) = {00 }. If xx is absolutely continuous, 
it is reducible by Theorem 5.1. We now show t h a t if xx has a non-zero singular 
par t , then xx is irreducible. 

Assume t h a t we can find X and 77 in M' and numbers a and 6 such t ha t 
xx = (X + a<5) * (77 + 65) = X * 77 + «77 + b\ + abb. Sinceâ^(xx) = {00 }, L e m m a 4.3 
tells us t h a t xi £ M' so t h a t a& = 0. Assume t h a t 6 = 0. We then have 

/x = X * 97 + arj. 

Now X * 77 is absolutely continuous by L e m m a 4.2, and so if /x is to have a 
non-singular pa r t we mus t have a ^ O . Bu t since xx has no finite zeros, \(y) + a 
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has no finite zeros and since \(y) + a —* a ^ 0 as y-+co, we see that 
2f(\ + aô) = 0, so that X + aà is a unit. Thus the only factorization of M is 
trivial and so ju is irreducible. 

(d) Suppose that <2T(/-i) contains at least two points of I*. We consider two 
cases. 

Case (i). 2f(/Ji) contains an interval [a, b]. Let e < | (ô — a) and choose 
<Pi, <P2 € ^ such that 

*i(y) = 1 (0£y£a), 
0 < *>i(y) < 1 (a < y < a + e), 
? i60 = 0 (y è a + e), 

and 
<p2(y) = 1 (0 g y g & - e), 

0 < ^2(y) < 1 (6 - e < y < 6), 
<p2(y) =0 ( y è 6). 

Since <pi and <p2 are in fâ, there are functions/i and/2 in Av such that 

U = <pt {i = 1, 2). 
Let 

A = / i * M + / 2 - ô a n d V = / 1 + (/2 - à) * /x. 

It is easy to check that X(y)^(y) = p.(y) for all y so that X * rj = /x. Finally, 
X and 77 are not units since X(a) = T)(&) = 0. 

Case (ii). Suppose that 3? (fi) contains no interval, and assume that yi and 
y2 are points oî2f(n) (take yx < 3/2). Since the interval \yu y2] is not contained 
in 3?(ix), there must be a point y0 £ [yi, y2] such that /t(yo) ^ 0. We may 
assume without loss of generality that Re £ (yo) > 0. Thus we can find numbers 
a and b such that yi < a < b < y2 and such that 

(5.4) Rej&(y) > 0 ( ^ ^ 6). 

We will construct measures 77 and X such that 

(5.5) I W - { » W < 0 S J S < , ) ' (6 ^ 3 / < c o ) , 

(5.6) *(,) - {J( 
(0 =5 y ^ a), 

l(y) ( è g y g o o ) , 

and r\ * X = M • rç and X will not be units since 

v(yi) = fiiyi) = 0 and X(y2) = /x(y2) = 0. 

To perform the construction, let t, <pi, <p2,/i, and/2 be as in Case (i). Choose 
^ jÇ ^ such that 

v»(y) = 0 (O^^a), 
0 < <pz(y) < 1 (a < y < b), 

*>»(y) = 0 (y^b). 
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Then there is a function / 3 Ç Av such that (fz)K = <p%. Let 

V = M */ i + 5 — / 2 + / 3 ; 

then 77(3/) F ^ O i f a ^ ^ ^ ô because of (5.4). By Lemma 5.2, there is a measure 
r/i in Mv such that 

9Cv)«iCv) = 1 (a^y ûb). 
Define X by 

\ = M * m * [8 - fi */ i - (5 - /2) * (6 - /2)] 

- /a * ÎH * [/i + M * (5 ~ /2)] + M * (« - /2) + Ji

l t is an easy matter to check that \(y)rj(y) = p.(y) for all y and that (5.5) 
and (5.6) hold. 

The question still remains open for the case 2f(n) = {0}. It is easy to 
construct reducible measures satisfying this condition but we do not know 
whether there are irreducible ones. 
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