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Abstract
Respondent inattentiveness threatens to undermine causal inferences in survey-based experiments.
Unfortunately, existing attention checks may induce bias while diagnosing potential problems. As an
alternative, we propose “mock vignette checks” (MVCs), which are objective questions that follow
short policy-related passages. Importantly, all subjects view the same vignette before the focal experiment,
resulting in a common set of pre-treatment attentiveness measures. Thus, interacting MVCs with treat-
ment indicators permits unbiased hypothesis tests despite substantial inattentiveness. In replications of
several experiments with national samples, we find that MVC performance is significantly predictive of
stronger treatment effects, and slightly outperforms rival measures of attentiveness, without significantly
altering treatment effects. Finally, the MVCs tested here are reliable, interchangeable, and largely uncor-
related with political and socio-demographic variables.
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Survey experiments have become essential tools for social scientists. And yet, especially given that
such research is increasingly being fielded online (as opposed to in-person, over the phone, or in a
lab), a central concern is that some share of respondents will not be fully attentive. For example,
respondents completing surveys remotely may rush through without fully considering what they
are reading (Hauser and Schwarz, 2016; Thomas and Clifford, 2017). This issue presents a critical
challenge in experiments: to the extent that a sample is inattentive, “treatments” will not actually
be received and, consequently, estimates of treatment effects will likely be biased toward zero.1

Inattentiveness, therefore, threatens to fundamentally undermine what researchers can learn
from their studies, thus stifling theoretical innovation.

Given the seriousness of this challenge, researchers have developed ways of assessing attentive-
ness in online surveys (e.g., see Druckman, 2021). One method comes from Kane and Barabas
(2019) who recommend using factual manipulation checks (FMCs) in experiments. Another
technique uses question timers to gauge how long respondents spend on a given survey item
(Niessen et al., 2016; Wood et al., 2017). Others employ so-called “screeners,” which instruct
respondents to provide specific answers to questions wholly unrelated to the experiment
(Oppenheimer et al., 2009). A primary goal of such tools is to help researchers diagnose
which respondents are attentive. But, once this individual-level attentiveness is measured,
researchers often use such tools for a second purpose—to re-estimate treatment effects for
those deemed to be attentive—but this practice raises concerns.

© The Author(s), 2023. Published by Cambridge University Press on behalf of the European Political Science Association.

1Inattentiveness can thus be understood as measurement error in the independent variable, which leads to “attenuation
bias” (Bailey, 2021: 145–146).
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Specifically, using a post-treatment variable (such as a manipulation check or timer) to remove
respondents deemed to be inattentive to the experiment, or to interact with the treatment vari-
able, can introduce covariate imbalances between the randomized treatment and control groups,
therein biasing treatment effect estimates (e.g., Montgomery et al., 2018; Aronow et al., 2019;
Coppock, 2019).

The question then becomes, how can researchers (1) measure individual-level attentiveness to
experimental content, and (2) use this measure to estimate treatment effects among those deemed
to be attentive, yet also (3) avoid introducing “post-treatment bias”? In this study, we propose a
technique—mock vignettes—for simultaneously accomplishing these three objectives. A mock
vignette (MV) contains descriptive information that is substantively similar to content found
in political science experimental vignettes. Crucially, the MV appears before the researcher’s
experiment, and all respondents read the same MV. Next, respondents answer factual questions
about the vignette that check for attentiveness to the MV. We refer to these items as mock vignette
checks (MVCs). From the respondent’s perspective, this technique simulates the format of a typ-
ical survey experiment: respondents are asked to read and consider a short paragraph of informa-
tion (i.e., a vignette) generally related to current and/or governmental affairs, and then are asked
follow-up questions (e.g., Mutz 2011; Steiner et al., 2016).

Using responses to MVCs, the researcher can construct an individual-level measure of atten-
tiveness as it exists immediately prior to the actual experiment. Moreover, this measure can then
be used to analyze respondents who perform better on the MVCs—specifically, to present not
only the average treatment effect (ATE) estimated for the sample as a whole (or, more accurately,
the intention-to-treat (ITT) estimate), but also the conditional average treatment effect (CATE)
by interacting the treatment with performance on the MVCs. To the extent that inattention is
downwardly biasing a treatment effect, then, the researcher should observe stronger treatment
effects when analyzing those who perform better (versus worse) on the MVCs. Most importantly,
by virtue of appearing prior to randomization in the researcher’s experiment, utilizing MVs
bypasses the problem of post-treatment bias (see Montgomery et al., 2018: 771).

To test the merits of our mock vignette approach, we replicate a series of published experi-
ments using samples from a variety of common online respondent pools (MTurk, Qualtrics,
NORC, and Lucid). In each study, we feature one MV and at least one MVC immediately
prior to the experiment. We consistently find, first, that treatment effects are significantly stronger
among those who performed well (versus poorly) on the MVCs. Second, we find that MVC pas-
sage is strongly predictive of performance on other established measures of attentiveness, includ-
ing timers on various items in the experiment (e.g., the MV itself, experimental vignettes and
experimental outcome question(s)) and FMCs. Third, we investigate the possibility that MVs
may inadvertently prime various respondents or generate additional fatigue, and thus substan-
tially alter the ITT relative to what would have been observed had no MV been employed.
Across each of our studies that randomly assigned whether an MV was featured, we find no evi-
dence for this concern. We also investigate whether there exist demographic and/or political cor-
relates of MVC performance. Overall, and consistent with extant research, we find only a couple
of demographic variables to be consistently associated with MVC performance (namely, age and
race), though these correlations were modest in size. However, we do not find any consistent evi-
dence of political variables (i.e., party identification, ideological self-placement, and political
interest) being associated with MVC performance. Finally, we find that MVCs perform modestly
better, on several dimensions, than a common alternative method for assessing respondent
attentiveness.

MVs thus enable researchers to test hypotheses on respondents who are likely to have been
attentive to their experiment. Further, MVs can be used in conjunction with other tools (such
as manipulation checks) and techniques (such as pre-treatment warnings (Clifford and Jerit,
2015)) aimed at measuring and augmenting respondent attentiveness to the experiment.
Finally, we offer researchers a variety of ready-made MVs and MVCs, each validated with online-
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sample data and complete with various descriptive analyses, including passage rates, measures of
complexity, and item response theory analyses.

Although designed to resemble vignette-based experiments, MVs/MVCs can be of potential
value in other related experiments (e.g., conjoint, question-wording, or list experiments). Our
findings suggest that by implementing an MV before their experiment, researchers are better
equipped to overcome the challenge of respondent inattentiveness, and can therefore perform
fairer, more reliable, and more robust tests of their hypotheses.

1. Inattentiveness and post-treatment bias
Whether researchers attempt to identify them or not, experiments will likely contain a sizable
share of inattentive respondents. Respondents may be distracted during the experiment
(Clifford and Jerit, 2014), or simply “satisfice” as a means of completing the survey as quickly
as possible to receive payment (Krosnick et al., 1996; Anduiza and Galais, 2017). Such inatten-
tiveness represents a form of experimental noncompliance, which, as Harden et al. (2019: 201)
contend, “poses real threats to securing causal inferences and drawing meaningful substantive
conclusions.” This is largely because inattentiveness to the experiment and/or its outcome mea-
sures threatens to bias treatment effects downward toward zero, thereby increasing the probability
of a type II error.2 Imprecise estimates, and/or null or substantively weak effects may be mis-
takenly interpreted as a flawed theory or design, rather than as a consequence of respondent
noncompliance.

Strategies for improving precision include developing stronger treatments via pretesting,
blocking, including pre-treatment covariates that predict the outcome, or simply increasing sam-
ple size (e.g., see Shadish et al., 2002). Yet these options are not always feasible, nor do they actu-
ally address the problem of noncompliance downwardly biasing effect sizes. A larger sample, for
example, may help yield a treatment effect that is “statistically significant,” but the magnitude of
that effect will nevertheless likely be smaller than it would have been had the sample been more
attentive.

Recent literature has promoted the use of various tools for directly measuring respondent
attentiveness. Kane and Barabas (2019), for example, recommend post-outcome FMCs, which
are objective questions about the experimental information given to respondents. Others have uti-
lized instructional manipulation checks (IMCs), also known as “screeners,” which are ostensibly
banal questions about unrelated topics that discreetly ask respondents to answer in a specific fash-
ion (Oppenheimer et al., 2009; Berinsky et al., 2014; Hauser and Schwarz, 2015). In these studies
and elsewhere, answering such manipulation check questions correctly (incorrectly) is indicative
of greater (less) respondent attentiveness. An alternative approach involves the use of question
timers, wherein the amount of time that respondents spend on a given screen (e.g., an experimen-
tal vignette) is recorded. For such time measures (or, latencies), low scores indicate insufficient
attention (Niessen et al., 2016; Wood et al., 2017; Zwaan et al., 2018; Harden et al., 2019: 3).

What can be done with these measures? On the one hand, they can be used to gauge the over-
all share of attentive respondents participating in the study as a whole (and, in the case of FMCs
and timers, also the share of respondents attentive to a particular experimental condition). This
serves as a useful diagnostic tool to help adjudicate between competing interpretations of a given
result (e.g., a non-significant result being due to a misguided theory and/or hypothesis versus
being due to substantial respondent inattentiveness). FMCs also have the added benefit of enab-
ling the researcher to ensure that responses correlate with treatment assignment, thereby func-
tioning not only as a measure of attention to the content but also as evidence that the
manipulation itself was sufficiently perceived.

2See, for example, Gerber and Green (2012), who illustrate how intention-to-treat (ITT) effects are smaller to the extent
that subjects do not comply with treatment despite being assigned to treatment.
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However, researchers have also tended to use such measures when estimating treatment effects.
For example, some researchers simply subset the data on this measure, in effect excluding from
the analysis respondents deemed insufficiently attentive (see Aronow et al., 2019; Druckman
2021). Along similar lines, researchers attempt to specify such measures as control variables in
regression models, or interact these measures with the treatment indicator variable to test whether
the treatment effect differs across levels of attentiveness. The problem with such techniques is that
they, in effect, threaten to “de-randomize” the experimental groups (Coppock, 2019). That is,
conditioning on a post-treatment variable threatens to create treatment and control groups
that are compositionally dissimilar, potentially yielding a biased estimate of the treatment effect.
Worse still, researchers have limited statistical ability to completely rule out the possibility of
post-treatment bias (Acharya et al., 2016; Montgomery et al., 2018: 772–773).

With these interrelated challenges in mind, we propose an alternative technique for measuring
respondent attentiveness to experimental content that can be easily incorporated into analyses of
survey experiments (including more elaborate experiments, such as factorial designs and conjoint
experiments). We refer to this technique as a mock vignette (MV).

2. Mock vignettes
Any measure of attentiveness to the experiment itself, as well as any measure of attentiveness
occurring after the experiment, is a post-treatment measure. Manipulation checks and timers
on experimental items, therefore, risk introducing bias when employed in the estimation of treat-
ment effects. Thus, while such a measure is ideal because it directly gauges attentiveness to one’s
experiment, an alternative is needed if we wish to also re-estimate treatment effects on the atten-
tive respondents.

In proposing such a measure, we first reason that, because respondent attentiveness varies
throughout the course of a survey (e.g., Alvarez et al., 2019), the measure should be as close
in proximity to the experiment as possible—ideally, immediately pre-treatment. Second, the
best alternative to measuring attentiveness to the experimental content itself would be to measure
attentiveness to content of a similar format and general nature. Designed as such, a respondent’s
attentiveness to this pre-treatment content can thus function as a proxy for the respondent’s
attentiveness to the actual experiment’s vignettes and outcome measure(s).

We therefore propose that researchers employ a pre-treatment MV and follow-up “check”
questions (MVCs) in their experiments. The MV should, as is typical of experimental vignettes
and/or outcome measures in political science, display information to respondents (Steiner et al.,
2016). The MV’s content can, for example, involve descriptive information about some news or
policy-related event. In this way, MVs are designed to simulate the experience of participating in a
typical online survey experiment. Yet the MV should also be free of any explicitly partisan, ideo-
logical, or otherwise strongly evocative content as the MV’s function is not to, itself, exert any
discernible treatment effects. Crucially, each respondent sees the exact same MV and MVCs.

Next, respondents are asked at least one MVC, which is a factual question about the content
they were just instructed to read in the MV, and which appears on a different screen from the
MV. As any given MVC should have only one correct answer, researchers can use responses
to the MVC to construct an individual-level measure of attentiveness to the MV (i.e., answering
correctly is indicative of greater attentiveness). When multiple MVCs are employed (see examples
below) an attentiveness scale can be constructed as one would for other social science concepts.
Following the MV and MVC(s), each respondent is then randomly assigned to an experimental
condition.

Once this procedure is complete, the researcher is equipped with a pre-treatment measure of
respondent attentiveness. More specifically, the researcher will possess what is akin to a pre-
treatment measure of the attentiveness the respondent would have exhibited during the research-
er’s experiment. This measure can then be used to re-estimate the ATE among respondents
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deemed to be attentive while bypassing the threat of post-treatment bias (Montgomery et al.,
2018: 770–771). Similarly, the researcher can test the robustness of their ITT estimate by inter-
acting the treatment indicator with MVC performance: if a treatment were indeed efficacious,
such an analysis will tend to reveal substantively stronger CATEs among those who performed
better (versus worse) on the MVC(s).

In sum, employing an MV approach potentially offers researchers a new method for both ana-
lyzing the attentive and bypassing post-treatment bias. As attentiveness is typically a precondition
for being able to be treated, it should be the case that better MVC performance is associated with
stronger treatment effects. The following sections directly investigate this hypothesis.

3. Data and methods
We conducted five studies, beginning in May of 2019 through February of 2020, featuring US
adults. Table 1 provides an overview of the first four studies (the fifth is detailed below), including
their respective sample sizes. Two of these studies (MTurk 1 and MTurk 2) feature samples from
Amazon.com’s Mechanical Turk. Another study (Qualtrics) uses a nonprobability sample col-
lected by Qualtrics, which employed quotas to obtain a sample nationally representative in
terms of age, race/ethnicity, and geographic region. Lastly, and recruited by the National
Opinion Research Center (NORC), the NORC study features a nationally representative probabil-
ity sample from NORC’s “AmeriSpeak Omnibus” survey.

Each of these studies featured the same basic design depicted in Figure 1. Respondents in each
study were shown the same MV, then answered at least one factual question aimed at checking
attentiveness to this MV (with no ability to “go back” to the MV). Again, we refer to this factual
question as a mock vignette check (MVC).

Respondents were then randomly assigned to one of the two conditions from a previously
published experiment (detailed below). After viewing one of these randomly assigned vignettes,
respondents answered an outcome question(s) drawn from the original experiments that we repli-
cated. Finally, in each study, we placed an FMC immediately after the experimental outcome
measure(s), and also featured timers on each screen (unseen by respondents). These latter
steps permit benchmarking MVCs versus other measures of attention to the experiment itself
(discussed in detail below).

In the fifth experiment—the Lucid 1 study—each respondent experienced two iterations of the
design featured in Figure 1.3 In other words, within each of two separate rounds, each respondent
was randomly assigned one of the four possible MVs (and its corresponding MVCs), as well as
one of the four possible experiments. (In the second round, respondents could not view the same
MV, nor the same experiment, from the previous round.) This design thus permits estimation of
correlations between different MVCs. Second, it effectively yields two observations per

Table 1. Overview of samples, MVs, and experiments

MTurk 1 (n = 603) Qualtrics (n = 1040) NORC (n = 1021) MTurk 2 (n = 804)

Mock Mandatory Mandatory Same-day Scientific
Vignette Sentencing Sentencing Registration Publishing

Experiment Student KKK Student Welfare
Replicated Loan Demonstration Loan Deservingness

Forgiveness Forgiveness

Notes: Text for all MVs and experimental vignettes appears in Supplementary Appendices B and C. “Student Loan Forgiveness” = Mullinix
et al. (2015); “KKK Demonstration” = Nelson et al. (1997); “Welfare Deservingness” = Aarøe and Peterson (2014). N sizes reflect sample used
for replicating experiment; Qualtrics and NORC studies had 25% of sample randomly assigned to not receive an MV/MVCs.

3A second Lucid study is detailed below.
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respondent, which improves model efficiency and statistical power. Third, because each experi-
ment could be preceded by any of the four MVs, it enables us to investigate whether any observed
results are dependent upon which particular MV was featured before the experiment. Table 2 lists
the specific MVs and experiments featured in the Lucid 1 study.

3.1 Mock vignettes featured

Regarding the MVs, the “Mandatory Sentencing”MV noted in Table 1 features adapted text from
a published experiment by Gross (2008; see “Episodic Frame” on pp. 185–186). All other MVs
featured in Tables 1 and 2, however, were constructed by the authors, though were based
upon actual research and/or recently published news articles. These latter MVs were one para-
graph in length, and averaged approximately 140 words (min = 122; max = 159). In brief:
“Same-Day Registration” discusses the potential costs of implementing same-day voting

Figure 1. Implementation of MVs in each study.
Notes: Design used in the MTurk 1, Qualtrics, MTurk 2, and NORC studies. Respondents in the Lucid study participated in this process
twice. Each box represents a different screen viewed by respondents. Timers were used on each screen to record the amount of time (in
milliseconds) respondents spent on each screen. All studies featured an experiment with two conditions.

Table 2. Overview of samples, MVs, and experiments (Lucid study)

Randomly assigned MV

1 2 3 4

Name of mock vignette Scientific publishing Stadium licenses Sulfur reductions Plant removal

Name of replicated
experiment

Randomly assigned experiment

1 2 3 4

Student loan
forgiveness

KKK
Demonstration

Welfare
deservingness

Immigration
policy

Notes: In the Lucid study, respondents were assigned to two rounds, each with one MV followed by one experiment (respondents could not
be assigned the same MV or experiment twice). Text for all MVs and experimental vignettes appears in Supplementary Appendices B and
C. “Student Loan Forgiveness” = Mullinix et al. (2015); “KKK Demonstration” = Nelson et al. (1997); “Welfare Deservingness” = Aarøe and
Peterson (2014); “Immigration Policy” = Valentino et al. (2019). Total N = 5644. Samples sizes in the first round: MV: (1) 1112; (2) 1116; (3) 1109;
(4) 1128; experiment: (1) 1411; (2) 1411; (3) 1410; (4) 1412. Sample sizes in the second round: MV: (1) 1355; (2) 1360; (3) 1357; (4) 1363;
experiment: (1) 1358; (2) 1362; (3) 1359; (4) 1356.
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registration policies in various states; “Scientific Publishing” discusses controversy around a
potential policy change in publishing of federally funded research; “Stadium Licenses” discusses
a small town’s plan to produce an event; “Sulfur Reductions” discusses an upcoming requirement
that ships reduce sulfur dioxide emissions; and “Plant Removal” discusses a city council’s new
requirement that property owners remove hazardous vegetation from their properties. As an
example, Table 3 provides the verbatim text of one of these MVs (“Scientific Publishing”) and
its corresponding MVCs. Verbatim text for all other MVs and MVCs, as well as additional details
regarding source material, can be found in the Supporting Information (SI) file (Section A).

Except for the “Minimum Sentencing” MV (which only featured one MVC), each MV had
three corresponding MVCs. Each MVC had between 5 and 6 closed-ended, randomized response
options. By virtue of each MVC having only one correct answer, responses to each MVC are
coded as either incorrect (0) or correct (1). In every study except for NORC, respondents were
required to offer a response to each MVC, and in each study they were not permitted to go
back to a previously viewed MV passage. The MVCs appeared in a fixed order, with later ques-
tions typically referencing material that appeared later in the MV’s text.4 When multiple MVCs
were used, these were first coded as either incorrect (0) or correct (1), and then combined into an
additive scale (see below).

Table 3. Example MV and MVCs (scientific publishing)

Mock
vignette

A Passage from a Recent Magazine Article:
More than one hundred scientific societies and journal publishers are warning lawmakers not to move
forward with a policy that would make all research supported by federal funding immediately free to the
public. In three separate letters, they argue such a move would be costly, could bankrupt many scientific
societies that rely on income from journal subscriptions, and would harm science in general. Lawmakers
won’t comment on whether they are actually considering a policy that would change publishing rules, and
society officials say they have learned no details. But if the rumor is true, the order would represent a major
change from current US policy, which allows publishers to hold back federally- funded research from the
general public for up to 1 year.

Mock
vignette
check 1

What was the topic of the magazine article you just
read?

(1) Literary magazines
(2) Scientific research publishing
(3) Arts funding
(4) English education
(5) Immigration policy
(6) Funding for space exploration

Mock
vignette
check 2

Regarding the rumored change in policy that was
discussed, the magazine passage indicated that:

(1) Lawmakers won’t comment on whether they are
considering the policy

(2) Legal scholars stated the change in policy would be
challenged in courts

(3) Journal publishers have already begun preparing for
the change in policy

(4) Scientific researchers support the policy
(5) All of the above
(6) None of the above

Mock
vignette
check 3

According to the magazine article you just read,
current policy allows federally-funded research to be

withheld from the general public for up to:

(1) 1 month
(2) 6 months
(3) 1 year
(4) 3 years
(5) 5 years
(6) 10 years

Notes: MVCs presented in this order. Response options (excluding “All of the above” and “None of the above”) were randomized. Correct
responses are highlighted in gray.

4The nature of the questions and response options was kept as similar as possible across MVs. Generally, the first MVC
measures attentiveness to the general topic, while the second and third MVCs measure attentiveness to the first half and
second half of the MV, respectively.

Political Science Research and Methods 299

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

3.
3 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2023.3


3.2 Prior experiments replicated

Regarding the experiments we featured (see Tables 1 and 2), the “Student Loan Forgiveness”
study is a replication of an experiment conducted by Mullinix et al. (2015).

This experiment featured a control condition and a treatment condition, with the latter pro-
viding information critical of student loan forgiveness for college students. With support for stu-
dent loan forgiveness measured on a 7-point scale (ranging from strongly oppose to strongly
support), the authors found that the treatment significantly reduced support for student loan for-
giveness. This experiment has also been replicated successfully in previous research (e.g., Kane
and Barabas, 2019).

The “KKK Demonstration” study features the canonical experiment conducted by Nelson et al.
(1997). These authors found that framing an upcoming demonstration by the Ku Klux Klan as a
matter of ensuring public order and safety, as opposed to a matter of free speech, yielded signifi-
cantly lower support for the demonstration to continue (again, measured on a 7-point scale ran-
ging from strongly oppose to strongly support). This experiment has also been replicated in prior
studies (e.g., Mullinix et al., 2015).

The “Welfare Deservingness” study features the experiment conducted by Aarøe and Petersen
(2014). To maintain only two conditions (as in the other experiments), we omitted the original
control condition, leaving only the “Unlucky Recipient” and “Lazy Recipient” conditions. The
authors found that, when discussing an individual as being out of a job due to a lack of motiv-
ation (“lazy”), as opposed to due to a work-related injury (“unlucky”), US and Danish support for
tightening welfare eligibility requirements (“for persons like him”) significantly increases. This
latter variable is referred to as “opposition to social welfare,” and is measured on a 7-point
scale (ranging from strongly disagree to strongly agree).

Lastly, the “Immigration Policy” study replicates an experiment, conducted in multiple coun-
tries, by Valentino et al. (2019). Again, to restrict the number of experimental conditions to two,
we adapted the experiment to involve only two vignettes involving male immigrants: one is a
“low-status” (i.e., low education and part-time working) Kuwaiti individual, and the other a
“high-status” (i.e., highly educated and employed in a technical position) Mexican individual.
The authors find that both lower-status individuals, and individuals from Muslim-majority coun-
tries, elicit lower public support for allowing the individual to immigrate into the country.
Specifically, the outcome measure is an additive scale comprising three separate items that
gauge support for permitting the individual to work and attain citizenship in the respondents’
home country. This scale ranges from 0 to 1, with higher values indicating greater support.
The text for all aspects of the replicated studies—that is, the vignettes, outcome response options,
and FMCs—can be found in the SI (Section B).

4. Results
Beginning with performance on the MVCs, our MTurk 1 study obtained a passage rate (i.e., the
share of respondents who answered the MVC correctly) of 71 percent, while the Qualtrics study
had a passage rate of 64 percent.5 For the NORC and MTurk 2 studies, which featured one MV
with three MVCs, passage rates for any given MVC ranged from 36 to 81 percent, and 44 to 80
percent, respectively. In the Lucid 1 study, passage rates were generally between 50 and 80 percent.

4.1 MVC performance and treatment effect size

We now investigate whether MVC passage is associated with larger treatment effect sizes. Given
word-limit constraints on this manuscript, and because the MTurk 1 and Qualtrics studies were

5Observing a relatively higher level of attentiveness in the MTurk samples is consistent with research by Hauser and
Schwarz (2016).
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unusual in that they only featured one MVC, we detail the results for these two studies in the SI
(Section C). In brief, for both studies, we find (1) stronger treatment effects among MVC passers
relative to non-passers, (2) that treatment effects among MVC passers were statistically significant
at the p < 0.01 level, and (3) that treatment effects among MVC non-passers failed to attain sig-
nificance at conventional levels. This serves as preliminary evidence that MVCs identify respon-
dents for whom experimental treatments will be more efficacious and, conversely, identify
respondents who are less attentive and, thus, less affected by the treatment information.

Compared to the MTurk 1 and Qualtrics studies, a major advantage of the NORC and MTurk
2 studies is that, while each features only one MV, there are three accompanying MVCs.
Employing multiple MVCs yields a scaled measure of attentiveness that is likely to contain
less measurement error than that of a single MVC.

Figure 2 displays the CATE, in both the NORC (top panel) and MTurk 2 (bottom panel) stud-
ies, across MVC performance. In each study, the dependent variable has been rescaled to range
from 0 to 1 to enhance interpretability. Histograms are also featured to convey the distribution of
MVC performance within each study, with the right y-axis of each graph displaying the percent-
age of the sample passing a given number of MVCs.

The top panel of Figure 2 (NORC data) features the “Student Loan” experiment, in which the
treatment is designed to significantly reduce support for student loan forgiveness (Mullinix et al.,
2015). We observe that although the estimated CATE is only slightly negative (−0.038, or −3.8
percentage points) and non-significant among those who passed zero MVCs, the estimated
CATE grows substantially more negative, and becomes statistically significant (i.e., the 95 percent
confidence intervals (CIs) no longer overlap with 0), with better performance on the MVCs.6

This interaction between treatment and MVC performance was statistically significant (p <
0.05, one-tailed). At the highest level of MVC performance (all three MVCs correct (approxi-
mately 19 percent of the sample)), the estimated CATE reveals a nearly 20 percentage-point
decrease in support for student loan forgiveness. This effect is far larger than the −3.8 percentage-
point effect that was observed among those who did not answer any MVCs correctly (approxi-
mately 13 percent of the sample). As this analysis demonstrates, inattentiveness in the sample
attenuates the treatment effect observed for the sample as a whole, thereby increasing the risk
of a type II error and undermining hypothesis testing.7

The results for the MTurk 2 study (see bottom panel of Figure 2) are even more pronounced.
Replicating the social welfare deservingness experiment (Aarøe and Petersen, 2014), the bottom
panel of Figure 2 indicates that the effect of the “lazy” treatment on opposition to social welfare
substantially increases with better MVC performance. This interaction between treatment and
MVC performance was again statistically significant (p < 0.001). Specifically, at zero MVCs cor-
rect (approximately 12 percent of the sample), the estimated treatment effect is relatively small
(0.08 on a 0–1 scale), with a 95 percent CI that narrowly overlaps with 0. However, at three cor-
rect MVCs (approximately 37 percent of the sample), this estimated treatment effect increases in
size by more than sevenfold to 0.58.8

Because this latter set of analyses involved an MVC scale rather than a single binary measure
(which researchers could simply use to subset their data), these results exemplify how MVCs can
be easily incorporated into analyses: researchers can specify an interaction between the treatment
variable and the MVC performance scale. In essence, this enables the researcher to investigate the
degree to which the estimated treatment effect increases in magnitude across MVC performance,
while still avoiding post-treatment bias. Finding that the estimated treatment effect increases in

6For the NORC sample as a whole, the estimated ITT effect =−0.12 (p < 0.001).
7As a further illustration, among the 140 respondents who passed all three MVCs, the effect was 0.23 (p < 0.01). Post-hoc

calculations confirm that power is high (power = 0.96, two-tailed, α = 0.05). Conversely, given the smaller effect among those
who passed 0 MVCs (effect = 0.076, SE = 0.078), to have a well powered study with an effect of this size would require several
times as many experimental subjects.

8For the MTurk 2 sample as a whole, the estimated ITT effect = 0.41 (p < 0.001).
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magnitude at higher levels of MVC performance, for example, would indicate that inattentiveness
in the sample partially undermined one’s hypothesis test, and thus serve as more robust test of
one’s hypothesis. In addition, this approach is potentially valuable as a diagnostic tool for
researchers who obtain null results for a given experiment: if no such change in treatment effect
magnitude is observed across MVC performance, this would suggest an ineffective manipulation,
or an incorrect underlying theory, rather than a problem arising from sample inattentiveness.

Figure 2. MVC performance associated with larger treatment effects.
Notes: Figure displays treatment effect estimates for “Student Loan Forgiveness” experiment (top panel) and “Welfare Deservingness”
experiment across performance on the MVC scale (95 percent CIs shown). Top (bottom) panel shows that the negative (positive) effect
observed in original experiment grows larger in magnitude as MVC performance increases. Histogram represents the percent of the
sample correctly answering × MVCs. Total N = 744 (NORC) and 804 (MTurk Study 2).
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We now turn to the Lucid 1 study, in which each respondent participated in two rounds. In
each round, respondents were randomly assigned to one of the four MVs and randomly assigned
to one of the four experiments (each with a randomly assigned control and treatment condition).
First, we present results from a “grand model” that estimates CATEs using data from the full set
of experiments and MVs to gauge the average performance of the MV technique. We next subset
the data by MV, and show how CATEs vary as a function of MVC performance. Using additional
models, we also probe whether our MVs are relatively interchangeable or, conversely, particular
MVs outperform others.

Table 4 displays the results from a linear model with standard errors clustered by respondent.9

The model takes the following form:

Yir = air + b1 Tir + b2 MVCir + b3 Tir ×MVCir + eir

where i indexes individuals, r indexes rounds, Y represents the outcome measured in terms of
control group standard deviations within each experiment, T is an indicator of treatment status,
and MVC represents the respondent’s score on the MVC scale (i.e., the number of correct
MVCs).10

As shown in Table 4, the interaction between treatment status and MVC performance is stat-
istically significant (p < 0.001). At zero correct MVCs (approximately 22 percent of the sample),
the CATE is 28 percent of a standard deviation. This corresponds to approximately a 0.50 scale
point shift on a 7-point Likert scale.11 However, at three correct MVCs (41 percent of the sam-
ple), the CATE is approximately 2.7 times larger, reflecting a 76 percent standard-deviation (or
1.50 scale point) shift in the outcome variable.

To provide a visual sense of how CATEs vary as a function of MVC performance within each
MV–experiment pair, we present CATE estimates for each MV and experiment in Figure 3. This
figure reveals that MVC performance is positively associated with CATEs in 15 out of the 16 MV–
experiment combinations.12 The relationship between MVC performance and CATEs is strongest
in the Welfare experiment. The latter’s ITT is a 1.17 standard-deviation shift in the outcome vari-
able (approximately 2 scale points), whereas ITT estimates for the other experiments range from

Table 4. Conditional effect of treatment on outcome across MVC passage rates

Experimental outcome measure

Treatment status 0.279***
(0.036)

MVC score −0.033***
(.012)

Treatment status × MVC Score 0.162***
(.017)

N 10,969

Notes: Lucid study. OLS regression coefficients with standard errors clustered by respondent. Outcome is standardized within each
experiment (control group standard deviations). MVC score ranges from 0 to 3. ***p < 0.001 (one-tailed hypothesis tests).

9Fixed effects and random intercept models were also estimated. However, this yielded substantively identical results.
10We separately assess the robustness of the linearity assumption underlying this interaction, and find that the data are

consistent with a linear multiplicative model (see Appendix K).
11Given the need to aggregate across multiple studies with different outcome measures, we standardize our outcomes using

control group standard deviations (SDs). However, three of the four experiments feature seven-point Likert scales with SDs
approximately equal to 2, and thus, we also report raw scale quantities to facilitate the interpretation of effects. Although the
immigration study did not use a single seven-point Likert scale, outcomes were measured using three items that sum to a
score of seven. The SD for this study is 1.82.

12CATE estimates among those assigned to the stadium licenses-immigration pair slightly decrease as a function of correct
MVCs, though not statistically significantly so.
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0.34 to 0.41 standard deviations (70–80 percent of a scale point on a 7-point Likert scale).
Moreover, CATEs among those who perform worst on the MVC are not statistically discernible
from zero in all but 3 out of 16 cases, whereas they are statistically significant in every case among
those who answered all MVCs correctly. Figure 3 also suggests that the relationship between
MVC performance and CATEs is relatively similar regardless of the particular MV that is used.13

4.2 Validating MVC scores with other measures of attentiveness

An implication of the aforementioned findings is that MVC performance should be associated
with better performance on other measures of attentiveness to the survey experiment. We first
note, however, that performance on a given MVC generally had substantial and statistically sig-
nificant pairwise correlations with performance on other MVCs. For example, the Lucid 1 study
MVCs had pairwise correlations ranging from 0.55 to 0.63 (p < 0.001), and Cronbach’s alpha (α)
values ranging from 0.60 to 0.74.14 Further, in the Lucid 1 study, the grand pairwise correlation

Figure 3. CATE estimates across experiments (by MV featured).
Notes: CATEs across the number of correct MVCs for each MV–experiment pair. Points represent CATE estimates (95 percent CIs shown).
Histogram represents the percent of the sample correctly answering × MVCs.

13We conducted an explicit test of this possibility, and find differences between MVs—in terms of predicting larger CATEs
—to be minimal and not statistically discernible from zero (see SI (Section F)).

14The “Same-Day Registration” MVCs displayed smaller, though still positive and statistically significant, pairwise correla-
tions (ranging from 0.11 to 0.32, p < 0.01) and α = 0.40. This may be partly due to NORC respondents being permitted to skip
MVCs (which was recorded and counted as “incorrect” (0)).
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between round 1 and round 2 MVC performance (i.e., between the two MVC scales) was quite
strong at 0.60 (p < 0.001).15

We also investigate correlations with question timers, for which less time spent on an item is
indicative of less attentiveness to its contents (Niessen et al., 2016; Wood et al., 2017). We imple-
mented question timers on each MV, as well as on every screen of the experiment: the randomly
assigned vignette, the outcome measure, and the FMC. Consistent with previous research (e.g.,
Wood et al., 2017), we log-transform each timer, and subsequently regress it onto MVC perform-
ance, yielding an estimate of the percent change in time spent on a given item per one-unit
increase in MVC performance.

Due to space limitations, we present the full results of our analyses in the SI (Section E). To
summarize results for the MTurk, Qualtrics, and NORC studies, better performance on the MVC
consistently predicts greater latency (i.e., more time spent) on (1) the MV itself, (2) the experi-
mental vignettes, and (3) the experiment’s outcome measure. These differences were positive in
sign and statistically significant at p < 0.05 or below in all but once instance.16 For example, in the
KKK experiment (Qualtrics study), passing (versus failing) the MVC predicts 132 percent more
time spent reading the “free speech” vignette. (In terms of raw times, MVC non-passers spent an
average of 28 seconds while passers spent an average of 68 seconds.) In every Lucid 1 experiment,
better MVC performance predicts significantly greater latencies. Thus, in 39 out of 40 separate
tests, we find that better MVC performance is associated with significantly more attentiveness
to experimental content. Further, in every case, those who passed the MVC spent significantly
more time on the survey itself.17

Lastly, we analyze responses to FMCs, which also aim to measure attentiveness to the actual
experiment’s vignettes. We find a remarkably strong relationship between MVC performance and
FMC passage: MVC performance predicts anywhere between a 35 (Qualtrics and NORC) and 49
(MTurk 1) percentage-point increase in likelihood of correctly answering the experimental FMC.
In the Lucid 1 study, these effects were even stronger, ranging from 41 to 68 percentage points
(see SI (Section E) for details). Thus, in eight out of eight separate tests, we find that better
MVC performance predicts a significantly greater likelihood of correctly answering a factual
question about the contents of the experiment. This serves as further evidence that MVCs can,
as intended, function as a pre-treatment, proxy measure of the extent to which respondents
are attentive to one’s experiment.

4.3 Does using MVs significantly alter treatment effects?

The previous sections offer consistent support for using MVCs as a means of measuring respond-
ent attentiveness and for examining treatment effects among those likely to have been attentive to
one’s experiment. However, a natural question is whether the act of featuring an MV, in and of
itself, yields an ITT estimate for the experiment that is substantially different from what would
have been observed had no MV been featured. For example, the MV might prime various con-
siderations that would not have otherwise been primed, potentially rendering respondents more,
or perhaps less, receptive to the treatment (on average). Alternatively, as the MV supplies an

15While our primary interest in this section is the relationship between MVC performance and attentiveness to experimen-
tal content, it is notable that these correlations are considerably higher than those found for a variety of other kinds of atten-
tiveness measures (e.g., see Niessen et al., 2016), including instructional manipulation checks (IMCs, also known as
“screeners” (Berinsky et al., 2014; Thomas and Clifford, 2017)).

16The one instance is that of time spent on the outcome measure in the NORC study, for which the estimated difference
was small and non-significant.

17Relatedly, as a means of ensuring data quality, Qualtrics independently flags respondents with unusually fast survey com-
pletion times (i.e., “speeders”). In the Qualtrics study, 36 percent of MVC non-passers were flagged as a “speeder,” whereas
only 11 percent of passers were flagged as such. Given that Qualtrics would normally exclude these “speeders” from the sam-
ple, all other analyses with Qualtrics data exclude these “speeders.”
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additional quantity of information, and MVCs constitute additional demands upon respondents’
cognitive stamina, perhaps featuring an MV results in greater respondent fatigue and, conse-
quently, weaker treatment effects.

To investigate these potential concerns, we designed the Qualtrics, NORC, and Lucid 1
studies such that a random subset of respondents was selected to not receive any MV prior to
the experiment. This enables us to directly investigate whether the experimental treatment effects
are substantially different for those who did, versus did not, view an MV (and answer MVCs)
prior to the experiment (i.e., a replication of the original study without an MV, nor the
MVCs, for comparison purposes). Across these studies, treatment effects were substantively
and statistically similar regardless of whether an MV was featured. We also find no significant
differences in the variance of the outcome measures depending upon whether an MV was or
was not viewed, suggesting that MVs also do not induce heterogeneity in responses to the
outcome measure. Due to limited space, we feature the full results of these analyses in the SI
(Section G).

4.4 Demographic patterns in MVC performance

A common issue with analyzing attentive respondents is that the subset of attentive respondents
may differ from one’s entire sample on a variety of demographic and politically relevant variables
(e.g., Thomas and Clifford, 2017). Indeed, such differences would be expected insofar as atten-
tiveness is not randomly distributed in the population. In each of our studies, we thus ran a
single-regression model wherein we regressed MVC performance onto the following variables
(all measured pre-treatment): gender, race, age, income, education, political interest, party iden-
tification, and ideological self-placement.

Due to space constraints, the full set of results can be found in the SI (Section D). Overall, the
only variables showing a consistently sizable and significant (p < 0.10) relationship with MVC
performance across the five studies were (1) race, and (2) age. Specifically, non-White respon-
dents tended to have lower MVC performance relative to Whites (generally on the order of
10–20 percentage points) and older respondents tended to perform substantially better than
younger respondents (e.g., in the Qualtrics study, which displayed the strongest relationship
between age and MVC performance, moving from the 25th to 75th percentile in age predicted
an 18 percentage-point improvement in MVC performance), though no significant effect was
found for age in the NORC study. These patterns are consistent with prior studies wherein
researchers analyzed an attentive subset of their sample (see Thomas and Clifford, 2017: 192).
Overall, however, correlations between these demographic variables and MVC performance
were substantively modest in size. Age, for example, correlates with performance at 0.33 or
less across all of our studies. In the NORC study, which saw the largest effects for race (i.e.,
African-American or Hispanic identification) on MVC performance, the pairwise correlations
were ≤|0.15|. Further, when analyzing MVC passers versus the sample as a whole (in the studies
with only one MVC (MTurk 1 and Qualtrics)), the sample composition does not substantially
change. The average age among MVC passers in the Qualtrics study, for example, is 49, while
it is 46 for the sample as a whole.

Importantly, we do not find any consistent effects for education, nor do we find consistent
effects for any political variables (e.g., political interest). This latter finding helps assuage the
potential concern that, for example, only highly educated and/or politically interested respon-
dents will be able to correctly answer MVCs.

Nevertheless, as prior studies duly note (e.g., Thomas and Clifford, 2017), we caution that ana-
lyzing the attentive may alter the demographic composition of the sample. This may be important
when researchers desire descriptive results that can apply to the broader population, and/or when
such demographic variables significantly moderate a particular experiment’s effect. Researchers
can increase transparency by, for example, noting correlations between demographic predictors
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and MVC passage, and/or (if subsetting on MVC performance) noting changes in the demo-
graphic composition of the sub-sample relative to the initial (full sample) analysis.18

Lastly, it is worth emphasizing that, with a pre-treatment measure of attentiveness, any rela-
tionship between demographic variables and attentiveness is a concern not about statistical bias
but, rather, sample representativeness and the generalizability of one’s findings. In other words,
even if the attentive sub-sample differs demographically from the full sample, this potentially
poses constraints on the external validity of the results, rather than threatening the survey experi-
ment’s internal validity. Moreover, existing research finds remarkably homogeneous treatment
effects across samples with substantially different demographic compositions (e.g., Mullinix
et al., 2015; Coppock et al., 2018). In sum, while the external validity of one’s findings remains
an important consideration, neglecting to account for inattentiveness whatsoever risks obtaining
treatment effect estimates that are downwardly biased, potentially yielding null findings and
undermining one’s study.

4.5 Detecting significant effects among attentive sub-samples

Analyzing a subset of one’s sample raises practical questions concerning statistical power and,
specifically, whether one can still detect statistically significant treatment effects when analyzing
the attentive sub-group. We investigate these concerns in each of our studies. To summarize the
results, because we consistently find a larger treatment effect among the more attentive, we find
that this helps to offset the loss of power that arises from subsetting the sample on MVC perform-
ance. In fact, in some cases we obtain a larger t-statistic on the treatment effect among the atten-
tive sub-sample. Yet even in the cases where the treatment effect t-statistics decrease in
magnitude, our results consistently show that the researcher can nevertheless uncover a statistic-
ally significant treatment effect (i.e., p < 0.05) even among the most attentive sub-sample of
respondents (see SI (Section H) for details).

4.6 Comparison with instructional manipulation checks

While we emphasize that MVCs can be used in conjunction with other kinds of attentiveness
measures, we fielded a separate study via Lucid in 2021 (total n = 9000; “Lucid 2”) to investigate
how MVCs performed relative to an existing method for assessing inattentiveness in survey
experiments—that is, IMCs, or “screeners” (Berinsky et al., 2014). We document the details of
this investigation in the SI (Section I). Overall we find that MVCs slightly outperform IMCs
on several dimensions. In particular, the MVC scale tended to yield slightly larger CATEs
than the IMC scale, which is consistent with our argument that MVCs, by design, should be
stronger predictors of attentiveness to the vignette in one’s experiment. Echoing this latter
point, we also find that MVC performance predicts significantly longer time spent on experimen-
tal stimuli and outcome measures relative to IMC performance (though their respective effects on
total survey duration were nearly identical), as well as significantly better performance answering
post-outcome FMCs (approximately 8 percentage points, p < 0.05). Lastly, with the exception of
age (which, though significantly associated with both MVC and IMC performance, is more
strongly associated with the former), demographic and political variables operate remarkably
similarly in predicting MVC versus IMC performance.19

18Researchers can also control for an interaction between treatment and the demographic variable that is highly predictive
of MVC performance (assuming the demographic variable is measured pre-treatment). We performed this procedure for our
MTurk 2, NORC, and Lucid 1 studies (which featured a continuous MVC scale), and found only minor changes in CATE
size, and no substantive change in p-values for the CATE whatsoever. Again, researchers should be fully transparent about
this modeling choice, noting differences in results with and without this control specified in the model.

19Further, we reanalyze the Lucid 1 data using the 2SLS approach suggested by Harden et al. (2019). Overall, we find the
implementation of this method to be more complex than the MV approach we propose. In particular, there are far more

Political Science Research and Methods 307

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

3.
3 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2023.3


5. Discussion and conclusion
The growth of experimental social science has exploded in recent years due to technological
advances that allow survey experiments to be programmed and fielded online with relative
ease (e.g., Druckman, 2021). Yet, a persistent challenge arising from this method is respondent
inattentiveness, which stands to bias treatment effects downward. In this paper, we proposed
MVs as a technique that enables scholars to assess treatment effects across varying levels of atten-
tiveness without inducing post-treatment bias.

Taken together, we believe our findings indicate that survey researchers can benefit substan-
tially from featuring MVs and MVCs in their studies, and with few downsides beyond the
need to include additional items in their surveys.20 In fact, we found the inclusion of MVs to
be beneficial despite using survey firms that feature pre-screened opt-in samples and/or flag
and remove inattentive respondents before data collection concludes.21

In our SI, we provide text and performance analytics for all of MVs and MVCs used in this
study. If scholars wish to use these items, or construct their own, we emphasize the following sug-
gestions based upon our studies’ designs (see also Table A7 in the SI). First, MVs ought to present
subjects with a vignette that is broadly similar in nature to the kind of content featured in the
experiment itself, but that is unlikely to have an effect on the outcome. The latter point is import-
ant, given the possibility of spillover effects in survey experiments (Transue et al., 2009). Second,
we recommend that scholars present MVCs as forced response questions to avoid missing data,
and with the “back button” disabled to prevent the possibility of looking up answers to the MVC.
Third, as with all measures of attentiveness, we expect that MVCs will inevitably contain some
degree of measurement error. Thus, multiple-item scales (as featured in most of our studies)
are advisable where possible. Fourth, block-randomizing based upon responses to at least one
MVC would help ensure that attentiveness is balanced across experimental conditions (e.g.,
Gerber and Green (2012) find modest benefits of this practice in small samples).22 Finally, we
urge researchers to be fully transparent by presenting the ITT for the sample as a whole before
presenting re-estimated treatment effects on those deemed to be attentive and/or presenting
whether (and to what degree) the estimated treatment effect increases in magnitude at higher
levels of attentiveness.

Insofar as it gauges pre-treatment attentiveness to vignette-based content, our findings indicate
the MV approach comes with potential advantages over alternative approaches, though we
emphasize that these various techniques need not be treated as mutually exclusive. For instance,
MVCs could be used in conjunction with timers, IMCs, and related techniques to assess general
attentiveness (e.g., Oppenheimer et al., 2009; Vraga et al., 2016). If the various measures scale
together sufficiently well, they could be combined into a single continuous measure of attentive-
ness; otherwise, researchers may separately report CATE estimates, for example, using each meas-
ure of attentiveness that was employed.

In addition, although we identify several distinct advantages of the MV approach, its use does
not obviate the need for other tools that gauge attentiveness to experimental content, such as

modeling choices the researcher must make, and these decisions lead to a wide range of substantively different results (see SI
(Section J) for details).

20By increasing the survey length, including an MV and MVC(s) may in some cases increase the financial cost of fielding a
survey experiment. Researchers thus need to consider whether accounting for inattentiveness in their study is worth this add-
itional cost. Alternatively, MVCs could potentially be used to “screen out” inattentive respondents, though researchers would
need to ensure that this does not create difficulties for generalizing results to the underlying population of interest, nor would
it be likely to completely eliminate inattentiveness to one’s experiment.

21In the case of Qualtrics, for example, respondents whose total time is below 2 SDs of the mean completion time are
automatically “screened out”; for details, see https://www.qualtrics.com/support/survey-platform/survey-module/survey-
checker/response-quality/.

22For example, we used block randomization in the MTurk 2 study based upon whether the respondent correctly answered
the first MVC (about the general topic of the MV).
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manipulation checks. Treatment-relevant factual manipulation checks, for example, provide cru-
cial information about the degree to which experimental manipulations were actually perceived,
while more conventional manipulation checks (i.e., subjective manipulation checks) help
researchers determine whether the experimental manipulation is affecting the theorized inde-
pendent variable of interest. By including such items, the researcher is far better able to gauge
the extent to which either respondent inattentiveness to experimental content and/or an ineffect-
ive manipulation, respectively, are influencing the results of the experiment.

Moving forward, we note that, as MVs are text-based vignettes, it remains unclear to what
extent the MV approach will be effective for survey experiments that involve non-textual visual
and/or auditory stimuli (e.g., photos, videos, or sound recordings). We believe this also presents
a useful avenue to explore in future research.

In sum, the MV technique offers researchers a simple and effective way of distinguishing those
who likely did not attend to their survey experiments, for one reason or another, from those who
did. In so doing, MVCs enable researchers to conduct hypothesis tests that are more robust to
respondent inattentiveness and also avoid post-treatment bias. We believe this technique will
therefore equip researchers with an ability to understand their results at a deeper level than what
the simple ITT estimate permits, and thus allow them to learn more from their experimental
studies.

Supplementary material. The supplementary material for this article can be found at https://doi.org/10.1017/psrm.2023.3.
To obtain replication material for this article, please visit https://preprints.apsanet.org/engage/apsa/article-details/
635017e64a1876d425ea8658
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