
TYPICALLY-REAL FUNCTIONS 

RICHARD K. BROWN 

1. Introduction. A function 
oo 

f(z) = Z + J2 an%, 

an real, is called typically-real of order one in the closed region \z\ ^ R if it 
satisfies the following conditions (6). 

(1) f(z) is regular in \z\ ^ R. 
(2) ,/{/(*)} > 0 if and only if J{z\ > 0. 
The same function is called typically-real of order p, p a positive integer 

greater than one, if it satisfies condition (1) above and in addition the follow
ing condition (4; 5): 

(2') there exists a constant p, 0 < p < R, such that on every circle \z\ = r, 
p < r < R, <f{f(z)} changes sign exactly 2p times. 

We shall denote the class of functions which are typically-real of order p 
in the open disc \z\ < R by TP*(R) while those which are typically-real of 
order p in the closed disc \z\ ^ R will be denoted by TP(R). 

In the proofs which follow we assume that all functions belong to Tp(i). 
The results will remain valid for the larger class Tp*(l) by noting that if 
/(*) 6 Tp*(l) then f(rz)/r £ Tp(l) for all p < r < 1 (2). 

The problem to be considered in this paper is that of determining a positive 
expresssion Rp depending upon the first p coefficients olf(z) with the following 
property : 

j\z) e Tp(l) =>/(2) G T^R,). 

In §§ 3 and 4 we will develop a recursion relationship for Rp, p = 1, 2, 3, . . . , 
and in § 6 we will show that our definition of Rp is sharp for the class ol 
functions, VJ.PTP(1) in the sense that for p — 2 it is the best possible bound. 

2. A Representation theorem. We shall first develop an integral repre
sentation for functions of class Tp(l), p > 1. 

THEOREM 2.1. / / there exists a function Rp-i (c2, c-.i, . . . , cp-i) > 0 with the 
property that for any function 

oo 

g(z) = z+ E cnz
n € r„_i(l) 

we have g(z) G 7\(7^7;_i), then given an arbitrary function 
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oo 

/(*) = 2 + L anzn 6 Tv{\) 

we can write 

(2.1) KR^iu) = - f P(», v, 0) da(0), |u| < 1 
7T J o 

where 
-ot ,x co3 + (Rp-ibi - 2 cos (j>)co2 + 

2 2 \ > (1 - 2w cos <t> + w ) (1 - 2RJh.1u cos v + iÇ_ico ) 

ôi = a2 — 2 cos v 9^ 0, 0 < v < 7T, ci , . . . , cp_i are given by (2.2), and da(4>) 
> 0 for 0 < <t> < 7T. 

Proof. Since/(s) € 7^(1) we have from (3) that 

(2.2) g(z) = L = * f ^ ± £ m - I = 2 + f C / G 7 ^ ( 1 ) , 

where i> is chosen subject to the following conditions: 
(1) 0 < V < 7T. 
(2) «/{/(*)} changes sign at z = eiv. 
(3) #i = a2 — 2 cos ^ 0 . 
(4) ôi > 0 if £ = 2. 

It follows then from the hypotheses of Theorem 2.1 that g (2) (= T\{Rv-\). It 
should also be noted that from (2.2) it follows that the Rp-i of Theorem 2.1 
is a function of a2, . . . , ap and v. 

Let us now compute the coefficients cn of g(z) by integrating over the path 
C: \z\ = Rp-i. This yields 

dz * 2«Jcz"4 

( 2 ' 3 ) = s - 4 r - f"«(2^1^)6-*'*rf« w h e r e * - p e * . 
ZiTTJXp—i Jo 

Adding to (2.3) the expression 

Z7TiVp_i */o 

we obtain 
- i f2x 

(2.4) cn = ~ ^ r - gCRp_iO sin n4> d<£. 

If we now let g(Rp-ie
i<j>) = u(Rv-ie^) + iv{Rv-ie

i4>) we have, since the c„ 
are real, 

1 f2x 

(2.5) cw = —^r~ v(Rp^iel<j>) sin » 0 d 0 . 
TTKp-i Jo 

Since, however, v{Rp-\e
i*) > 0 for all 0 < <j> < T and since v(Rp^ie^) = 

— v(Rp-ie~i<k) we have 
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where 

(2.6) 

Thus 

Thus 

(2.7) 

2 CT 

Cn =—&r- v(Rp^iel4>) sin n<t>d<t> 
irKp-i J o 

2 r° 
- " 5 — I v(Rp-ie

l<f>) s in </> d<t> = 1. 
TKP-I JTT 

g(z) = É - | r - f «(J^ie**) sin *<** L" . 
n=l l _7 rA p _ i t / 0 J 

= -2 f L f ^ * ) sin * Ë Si-"f ("S-)"' 
7T J o L J i sin 0 \Rp-i/ . 

__ ^ fT Rp-iZv(Rp-ie%<t>) sin <ft̂ <fr 
7T J o J^P_I — 2Rv_xz cos </> + s2 ' 

bjRp-iZ da(4>) 

d(f> 

\z\ < R^ 

71" J (i?p_i — 2Rp_iz cos </> + s2) (1 — 2s cos v + z2) 

1 — 2s cos v + s 

where da(</>) = v(Rp.-ie
i(i>) sin 0 > 0 for all 0 < <t> < T. 

Using (2.6) we can rewrite (2.7) in the form 

(cy ON f / v 2__ Ç* [zz + Rp-xjRy-xbi - 2 cos 0)s2 + Rp-
2z}_ _ , , 

(2.8) m - ~RPSJ0JRI_^R^ -2z~^7T7)da{(t)l 

\z\ < Rp-i. 

The transformation of variable z = Rp-iai now gives (2.1). 
From (2.1) it follows t ha t 

(2.9) J{P) = 4 r 3 ( l - r 2 ^ p _ i ) 2 . D " 2 . sin 0 (cos20 + B cos 6/ + C) 

where to = re1*, 

(2.10) D2 SE £>2(a2 , . . . ,ap;r,v,<t>) 

= | (1 - 2a; cos 0 + co2) (1 - 2^p__icu cos v + i?p_i2co2)|2 > 0 

for all 7 V i < 1, M < 1, 

(2.11) 5 E= 5 ( a 2 , . . • ,ap;r,v, <t>) 

= ^ ( 1 + r2)(l - r2R2p-i) ~ b^Rp^jl - R2
p-i) 

2r ( l - r 2 ^ 2 _ 0 

(2.12) C = C(a2, . . . , av\ r, p, 0) = 

- < V + [ X ^ i f t i - X 2 < _ i + 27?2_! + 2b1R^1 cos v + l]r4 

- [KbxRP^ -K2 + RU + 2blR
2

p„1 cos y + 2]r2 +_1 
4r 2 ( l - r ^ 2 _ 0 " 
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and 
(2.13) K = K(a2, . . . , ap-,r, v, <j>) = Rp-ibi — 2 cos </>. 

3. Definition of Rn(a2, . . . , ap), p > 1. Given any function of the class 
Tp{\) consider the equation 

(3.1) | - ^ P'(a>) = 0 (a2, . . . , av fixed.) 

Find all of the real roots coi(z>, <£), o>2 (v, 0) , . . . , co*(*>,<£), 1 < & < 0 of (3.1). 
We then define 

(3.2) PP = Rp(a2, . . . , aP) = min |wt(y, 0) | , i = 1, . . . , £, 

where the minimum is taken over all v, <fi satisfying 0 < </> < 7r, 0 < V < 7r. 
We note here that P'(0) = 1, 

(o o^ p,m = [^-i^i + 2(1 - cosc/QKiCx -_4PP-_i cos v + 3) 
^ ' * J U j 2(1 - cos </>)(l - 2^_ icos v -r ^ - i ) 2 

and 

/o 4.\ p / / i \ = [~ -Rg-l&l + 2(1 - COS 0)](1 -_^j-l_)_ 
^ ' * ; ^ ; 2(1 + cos *)(1 + 2RP^ cos v + RU)2 ' 

It is clear then that for 0 < Rp-i < 1 if Ribi > 0 then there exists a 0 
such that P ' ( — 1) < 0 while if Rib\ < 0 then there exists a v and 0 such 
that P ' ( l ) < 0. Thus if 0 < Pp_i < 1 

(3.5) Rp < 1. 

4. The main theorem. From our definition of P in (2.1) and from (2.9) 
and (2.10) it is clear that any variation in the sign of J^{P) for 0 < B < T 
must result from a variation in the sign of the factor (cos20 + B cos 6 + C). 
Thus, for any 0 S r ^ 1 the functions P must be members of one of the 
three classes Tt(r), i = 1,2,3. It should also be noted here that if for a 
particular value of r a function belongs to T\(j), then that function belongs 
to T\{r) for all smaller values of r. 

Next we note that if for 0 < r\ < r2 < 1 and fixed a2, a3, . . . , api v, and </> 
we have P £ T2(r2), P G Pi(fi) and P $ Tz(r) for any r satisfying rx < r < r2 

then there must exist an r satisfying r\ < r < r2 for which either P'(r) = 0 
o r P ' ( - r ) = 0. This follows directly from the relation ,/{P(u>)j = e/{P(w)}, 
IwI ^ 1, and the analyticity of all the P in |co| < 1. 

From the definition of Rp in § 3 and from the preceding paragraph it is 
clear that for fixed a2, as, . . . , ap and r < Rp, no function P can change 
directly from the class T2(r) to Ti(r). 

If, then, we are able to show that for any choice of a2, a-h . . . , ap, v, <f> 
there exists no r, 0 < r < RP, for which we have both B2 — 4 < 0 and 
B2 - 4C > 0 we will have shown that for r < Rp we cannot have P 6 T*{r) 
and with the result of paragraph (4.3) will have established the 
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MAIN THEOREM. If f(z) Ç 2^(1), p a positive integer greater than 1, then 
f(z) Ç Ti(r) for all r satisfying 0 < r < Rp (a2, . . . , av) = i?p_i Rp, where 
Ri = 1 and j?p is as defined in § 2. 

In the proofs which follow in this section we will assume that / (z) G Tp(l), 
p > 2, and that 2£P_i < 1. The case p = 2 will be treated separately in § 5. 
In § 5 we also show that Ro < 1. This, then, justifies the assumption Rp-\ < 1, 
p>2. 

The proof of the Main Theorem will depend upon four lemmas. In the 
proof of these we will fix a2, . . . , ap, v in the expressions B2 — 4 = 0 and 
B2 — 4C = 0 and plot r against K. The lemmas will be used to prove that 
the general geometric configuration is that of Figure 1. 

EZZ3:B2-4<0 r Y \ l : B 2 - 4 C < 0 

FIGURE 1 

The lemmas to be proved are: 

LEMMA 4.1. The set of points (r, K) for which B2 — 4 < 0 and 0 < r < 1, 
is convex in the direction of the K-axis and in the direction of the r-axis. 

LEMMA 4.2. The set of points (r, K) for which B2 — 4C < 0 and 0 < r < 1 
is convex in the direction of the K-axis. 

LEMMA 4.3. The set of points (r, K) for which B2 - 4C < 0, B2 - 4 < 0, 
and 0 < r < 1 is convex in the direction of the r-axis. 

LEMMA 4.4. If for any fixed a2. a3, . . . , ap, there exists a K and an r = a, 
0 < a < 1, for which both B2 - 4C = 0 and B2 - 4 = 0, then a ^ RP. 

It should be noted that the continuity of the boundaries of the regions in 
Figure 1 follows directly from the continuity of the functions B2 — 4C and 
B2 — 4 in the two variables r and K, where 0 < r < 1, 0 < Rv-i < 1. 

Proof of Lemma 4.1. In the proof of this lemma we assume that bi > 0. 
The lemma remains valid for b\ < 0 with obvious modifications in the 
argument. 
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(a) From (2.11) and (2.13) we note that if K = 0 then 

and therefore 3 2 - 4 < 0 for all 0 < r < 1. 
(b) For fixed a2, • • • , aT: v, r we have 

<*B 1 + r2 

From (a) and (b) the convexity in the direction of the K-axis is immediate. 

(c) If r = 1 then B = 2 if 

K = 2 + % ^ 

and 5 = - 2 if 

* = - 2 + - ^ . 

Thus from (b) we have B2 — 4 < 0 for all 

- 2 + ^ i < 2 C < 2 + ^ = ! * l , r = l . 

(d) For K > 0, 

lim £ = + 

(e) For fixed at, . . . , av: v, K 

dB _ _ [K(l - r 2 ) ( l - > - X 2 - i ) 2 + hR^yq - J t i K l + f ' i t . ) ] 
<*r~ " 2 r 2 ( f - r'RUf 

= N(r) 
~ Q(r) • 

From (c), (d), and (e) we obtain the convexity in the direction of the 
r-axis of the set of points (r, K) for which K > 0, B2 - 4 < 0, 0 < r < 1. 

(f ) dB/dr = 0 implies that 

(4.4) N(r) s X < V - (X^_x + 2KB*-! + hR^ - hR^)/ 

+ (2JK7£_I - ftiiZ^i + hRU + K)r2 - K = 0. 

From (3.4) we have N(0) = X, N(l) = hRp-i(l - 2?V-i)» and the product 
of the roots of N(r) is 

J-> i. 
Thus, if i£ < 0 we see that N(r) has but one root in the interval 0 < r < 1. 

(g) When i£ < 0 we also have the following relations: B < 0; dB/dr < 0 
for r sufficiently small, dB/dr < 0 for r = 1, and limr^o# = — oo. 
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From (c). (f), and (g), we obtain the convexity in the direction of the r-axis 
of the sets of points (r, K) satisfying K < 0, B2 - AC < 0, 0 < r < 1. 

Proof of Lemma 4.2. (a) First we note t h a t l i m ^ o ^ 2 — AC < 0 if and only 
if \K\ < 2, while for r = 1, B2 - AC > 0 for all K. 

(b) For \K\ = 2, B2 - AC> 0 for all 0 < r < 1. 

(c) Then, since B2 —AC is a quadra t ic in K it follows t ha t for fixed 
tt2, . . . , ap, v, r there exist a t most two values of K for which 5 2 — AC = 0. 

Proof of Lemma 4.3. This is immediate since if for a part icular choice of 
a2, . . . , ap, *>, <£, r, we have B2 — AC < 0 then the P under consideration is 
a member of l\(r) and from paragraph (4.2) we see t h a t B2 — AC cannot 
be greater than zero for any smaller r unless we have B2 — A > 0. 

Proof of Lemma 4.4. For fixed a2, . . . , ap: v, <f> let P = u(r, 6) + iv (r, 6). 
Then, from the definition of P we have v(r, 0) = 0 and v(r, w) = 0 for all 
0 < r < 1. Thus , vr(r,0) and vr(r,ir) = 0 for all 0 < r < 1. Now if we rewrite 
(1.9) as Q{a^...,ap\r,v1<t>,0) (cos2d + BcosO + C) = Q(cos2d + Bcosd + C), 
we have, since C > 0, Q{a^y..., ap , r , ?, 0 ,0) = 0 and Q(a2,..., ap:r, v, 4>,TT) = 0. 

Any solution of the system {B2 —AC = 0, B2 —A = 0} is also a solution 
of the equivalent system {B2 — 4 = 0, C = 1}. Let r = a, 0 < a < 1 be a 
solution of this system for some part icular a2, . . . , ap: v, <f>. We have 

ve(r, 0) = (Q) ( - B sin 6 - 2 sin 0 cos 6) + (Qe) (cos20+B cos d+C) 

Vr(r,d) = (Q)(Brcosd + Cr) + (Qr) (cos20 + B cosd+C) 

and, therefore, we have 

v9(a, 0) = (Qe)(l + B + C)] e = 0 wr(a, 0) = 0, 
v9(a, T) = (Qe)(l - B - C)]e=, vT(ay ir) = 0. 

T h u s for r = a either Ve(a, 0) = 0 or Vo(a, TV) = 0, since B and C are 
independent of 6. This , however, implies t h a t either Pf (a) = 0 or P'(— a) = 0 
for this choice of a2, . . . , ap: v, <f>. T h u s a ^ Rv follows from (3.2). 

Proof of the Main Theorem. From Lemmas 4.1 through 4.4 it is clear t ha t 
for any choice of a2, . . . , ap no function P can belong to Tz(r) if r < Rp. The 
proof then follows directly from the first two paragraphs of § 4, and for
mula (2.1). 

5. T h e Class T2(l). Because of the discontinuity of the functions (2.11) 
and (2.12) a t r = 1, Rp-\ = 1 the derivation of the Rp, p > 2 employed in 
§ 4 is not valid for the case p = 2 in which Rp-i = Ri = 1. We present, 
therefore, in this section a ra ther simple proof of the validity for p = 2 of 
the Main Theorem. This proof is a modification of the proof found in the 
au thor ' s paper (1). 

When p = 2 we must have bi > 0 if s t a tement (2.2) is to be compatible 
with Rogosinski's definition of the class 7 \ (1) , (6). 
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(M) B-Zi±*. 

(5.2) C = I — 2 7 ~ 7 ~ T> cos 0 cos y, 

and 
(5.3) K = bi — 2 cos 0 = a2 — 2 cos y — 2 cos 0. 

Equat ion (3.1) takes the form 

(5.4) ( ^ ± - ^ + f ) 2 - ( cos * cos „ + ^ f ) = 0, 0 < |« | < 1. 

Solving (5.4) for co, we obtain 

(5.5) wi - a + (a2 - 1)*, w2 = a - (a2 - 1)*, a>3 = é + (b2 - 1)*, œA = b-(b2- 1)*, 

where 

(5.6) a = —— h (cos 0 cos *> + \Kaiy 

and b = — (cos <£ cos p + ii£a2)*. 

From (5.5) and (5.6) it is evident t ha t to obtain Ri{a<i) we need only 
minimize the expression \a\ — (a2 — 1)*, \a\ =• 1, since \a\ and \b\ have the 
same maximum value. 

The minimum of \a\ — (a2 — l ) 5 occurs when \a\ is maximum, t h a t is, 
when </> = *> = 7r, a2 > 0 or </> = *> = 0, a2 < 0. Thus 

(5.7) & ( a 2 ) = (|a2| + 3) - (( |a2 | + 3)2 - 1)*. 

We do not establish the validity of the Lemmas 4.1 to 4.4 for p = 2 since 
from (5.1) we have for fixed a2, z>, and 0 t ha t 

(5.8) 
2 

for all 0 < r < 1 and 

(5.9) %&-- 4 C ) 
7~ ( . 

( ^ ) < 0 

for all \K\ < 2, 0 < r < 1. 
From (5.7) we see tha t 

max^ 2 ( f l 2 ) = 3 - 2 -\/2. 
\at\ 

If r = 3 - 2 V 2 and | £ | g 2 we have from (5.1) t ha t |X| =- 2 / 3 . Then 
from (5.8) we see t ha t for \K\ > 2 /3 and r < 3 - 2 V 2 we have \B\ > 2. 

Next, from (5.1) and (5.2) we have for r = 3 - 2 V 2 , 

B2 - 4C = 8 ( K 2 - 1) + ( K + cos </>) (\K + cos *) 
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which is readily seen to be negative if \K\ < 2/3. Then from (5.9) we see 
that for r < 3 - 2V2 and \K\ < 2/3 we have B2 - 4C < 0. 

Thus, as in § 4, it follows that for any fixed a2, v, 0 < v < ir, and all 
Y < i^ fe) we have P £ 7\(r). This establishes the Main Theorem for p = 2. 

6. Sharpness. To show that our result is sharp over \JPTP(1) we give a 
function of class 7V(1) which is typically real of order one for and only for 
\z\ < R2(a2) = R(a2) as defined in (5.7). 

Consider the function 

(6.1) f(z) = / + ^4 ; a2 > 0, |z| < 1. 

This function is a member of 7"2*(1) and 

(6.2) / (0) = (2 + if • 

From (5.2) it is readily seen that f(z) cannot belong to T\(r) for any r 
greater than (a2 + 3) - ((a2 + 3)2 - 1)* s R2(a2) = R(a2). 
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