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A Space of Harmonic Maps from a Sphere
into the Complex Projective Space
Hiroko Kawabe

Abstract. Guest–Ohnita and Crawford have shown the path-connectedness of the space of harmonic
maps from S2 to CPn of a fixed degree and energy. It is well known that the ∂ transform is defined on
this space. In this paper, we will show that the space is decomposed into mutually disjoint connected
subspaces on which ∂ is homeomorphic.

1 Introduction

Let Harm(S2,CPn) be the space of harmonic maps from the Riemann sphere S2 into
the complex projective space CPn contained in a Banach manifold W 1,4(S2,CPn).
Then Harm(S2,CPn) is the disjoint union of Harmk,E(S2,CPn) consisting of maps
of degree k and energy E. By [GO, C], it is known that Harmk,E(S2,CPn) is path-
connected. Let Hol k(S2,CPn) be the space of either holomorphic maps of degree
k > 0 or anti-holomorphic maps of degree k < 0. For an integer r ≥ 0, we denote by
Hol k,r(S2,CP2) the subspace of Hol k(S2,CP2) consisting of maps with ramification
index r. By [C], for 0 ≤ r ≤ k− 2, the map

∂ : Hol k,r(S2,CP2)→ Harmk−2−r,3k−2−r(S2,CP2)

is a homeomorphism. Inspired by those works, Lemaire and Wood [LW1, LW2]
showed the smoothness of the map ∂, the injectivity of its differential, and that any
Jacobi field of a harmonic map of S2 into CP2 is always integrable. For general n ≥ 3,
∂ : Harmk,E(S2,CPn) → Harmk ′,E ′(S2,CPn) is not necessarily continuous. See Ex-
ample 6.3. In this paper, we consider the subspaces of Harmk,E(S2,CPn) on which
∂ is continuous. Any new terminology or notation is explained in the following sec-
tions.

Theorem 1.1 Take an integer n ≥ 2 and an (n− 1)-tuple R J = (R0,R1, . . . ,Rn−2).

(i) If Hol∗k,R J
(S2,CPn) is not empty, it is a path-connected complex submanifold of the

complex manifold Hol∗k (S2,CPn) of dimension

(k + 1)(n + 1)− 1−
n−2∑
s=0

(n− s− 1)Rs.
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(ii) For 1 ≤ s ≤ n, the map ∂s : Hol∗k,R J
(S2,CPn) → Harm∗k,s,R J

(S2,CPn) is a
homeomorphism. So Harm∗k,s,R J

(S2,CPn) can be given the structure of a complex
manifold.

As a direct result, we get the following corollary.

Corollary 1.2 Put Harm∗k,0,R J
(S2,CPn) = Hol∗k,R J

(S2,CPn). Then, for 0 ≤ s ≤
n− 1, the map

∂ : Harm∗k,s,R J
(S2,CPn)→ Harm∗k,s+1,R J

(S2,CPn)

is a homeomorphism, where Harm∗k,n,R J
(S2,CPn) consists of anti-holomorphic maps.

The contents of this paper are as follows. In Section 2, we recall required facts of
harmonic maps into the complex projective space and their harmonic sequences. In
Section 3, we also recall facts about bubble tree maps and their convergence theorem.
Then we show a gluing theorem of a holomorphic bubble tree map. In Section 4,
we prove Theorem 1.1. In Section 5, we apply Theorem 1.1 to consider gluings of
harmonic bubble tree maps. Finally, in Section 6, we give some examples.

2 Harmonic Maps and their Sequences

Let CPn be the complex projective space with the Fubini–Study metric g and the
complex structure J on CPn induced by the multiplication

√
−1. We identify the

sphere S2 with CP1 through a stereographic projection sending the north-pole to the
origin, the south-pole to the infinity and the equator to the unit circle:

S2 − {the south pole } ' C ' CP1 − {[0 ; 1]}.

The Riemann sphere S2, g0 has the induced metric g0 from the Fubini–Study metric
that is represented by ds2

0 = ϕϕ. Here ϕ is a one-form defined up to a factor of
absolute value 1.

For p > 2 and r ≥ 0, let W r,p(S2,CPn) be a Banach manifold consisting of maps
f : S2 → CPn whose derivatives of order≤ r are Lp integrable. A harmonic map f is
a critical point of the energy functional E : W 1,4(S2,CPn)→ R defined by

E( f ) =

∫
S2

|d f |2
√
−1

2
ϕ ∧ ϕ,

where |d f |2 is the Hilbert–Schmidt’s norm 〈g0, f ∗g〉HS. We normalize E so that
E( f ) = k for f ∈ Hol k(S2,CPn). Consider Harm(S2,CPn) as the subspace of
W 1,4(S2,CPn). Denote by Harmk(S2,CPn) the subspace of Harm(S2,CPn) consist-
ing of maps of degree k. Let C j(S2,CPn) be the space of C j maps from S2 into
CPn. By the Sobolev embedding theorem W 1,4 ⊂ C0 and the regularity theorem,
Harm(S2,CPn) is contained in C j(S2,CPn) for any j ≥ 0. Since (CPn, g) is a Kähler
manifold, the space Hol k(S2,CPn) is also contained in Harmk(S2,CPn). Note that
Harmk(S2,CP1) = Hol k(S2,CP1).
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We say that f ∈ Harm(S2,CPn) is full if its image lies in no proper projective
subspace of CPn. Let Harm∗k (S2,CPn) be the subspace of Harmk(S2,CPn) consisting
of full maps. Put Hol∗k (S2,CPn) = Harm∗k (S2,CPn) ∩Hol k(S2,CPn).

Now we introduce a ∂ transform and a ∂ transform in [CW], which is the same
correspondence given in [EW, §3]. Denote by G(t, s) the complex Grassmann man-
ifold consisting of s-dimensional subspaces in Ct . We equip the standard Riemann
metric and the complex structure on it. See [KN, IX, Example 6.4].

For f ∈ Hol∗k (S2,CPn) and 1 ≤ s ≤ n − 1, consider the map ws : U → ∧s+1Cn+1

defined by

ws(z) = fU (z) ∧ f ′U (z) ∧ · · · ∧ f (s)
U (z)

=
∑

0≤i0<···<is≤n

D(pi0 , pi1 , . . . , pis ) ei0 ∧ · · · ∧ eis ,

where fU : U → Cn+1 − {0} is a lift of f , {e j} j are the standard one forms of Cn+1,
and we identify

fU = (p0, . . . , pn) =
∑

j

p j e j , f (s)
U =

ds

dzs
fU =

∑
j

( ds

dzs
p j

)
e j .

Let S f be the set of z ∈ S2 so that the dimension of the space defined by ws(z) is less
than s+1.When z /∈ S f ,ws(z) defines an (s+1)-dimensional subspace of Cn+1.When
z0 ∈ S f , ws(z) = (z−z0)ρWs(z) with Ws(z0) 6= 0 on a neighbourhood of z0. Since Ws

is holomorphic and defines an (s + 1)-dimensional subspace of Cn+1 that is equal to
the space defined by ws except at z0,we get a holomorphic map fs : S2 → G(n+1, s+1)
defined by fs(z) the space ws(z) or Ws(z). For details, see [EW, Lemma and Definition
3.3]. The subspace Hol k(S2,G(n + 1, s + 1)) of Hol(S2,G(n + 1, s + 1)) consisting of
maps of degree k is connected. See [GO, Example 6.3].

Denote by Rs( f ) the ramification index of fs. By [GH] or [EW], we get

deg fs = 2 · deg fs−1 − deg fs−2 − 2− Rs−1( f ),

where deg f−1 = 0 and f0 = f . Hence

deg fs = (k− s)(s + 1)−
s−1∑
u=0

u∑
α=0

Rα( f ) ≥ 1

for 1 ≤ s ≤ n − 1 if deg f = k. For a C-subspace X in Cn+1, denote by X⊥ the
orthogonal complement of X in Cn+1. Put

Hol±(S2,CPn) := ∪±k>0 Hol k(S2,CPn),

Hol∗±(S2,CPn) = Hol±(S2,CPn) ∩Hol∗(S2,CPn).
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Theorem 2.1 ([EW, Theorem 6.9]) There is a bijective correspondence between f̃ ∈
Harm∗(S2,CPn) and a pair ( f , s), where f ∈ Hol∗+(S2,CPn) and s is an integer with
0 ≤ s ≤ n satisfying

f̃ = fs ∩ f⊥s−1.

Here f−1 = 0 and fn = Cn+1.

When f̃ is harmonic, by Theorem 2.1, we can get a holomorphic map f : S2 →
CPn and an integer s ≥ 0 with f̃ = fs ∩ f⊥s−1. If f̃ is not anti-holomorphic, we define

the ∂-transform of f̃ by

∂ f̃ = fs+1 ∩ f⊥s .

Similarly, if f̃ is not holomorphic, we define its ∂-transform by

∂ f̃ = fs−1 ∩ f⊥s−2.

By Theorem 2.1, both ∂ f̃ and ∂ f̃ are harmonic. When f̃ is anti-holomorphic or
holomorphic, we define ∂ f̃ or ∂ f̃ as a zero map respectively. Since these ∂ or ∂
transforms are the same ones to those defined in [CW], we get the following theorem.

Theorem 2.2 ([CW, Theorem 2.2]) For f ∈ Harm(S2,CPn), if ∂ f is non-trivial,
∂∂ f = f . When ∂ f is non-trivial, ∂∂ f = f .

Denote by R∂( f̃ ) the ramification index of f̃ . By [CW], if f̃ = fs ∩ f⊥s−1 for 1 ≤
s ≤ n− 1, we get

deg f̃ = deg fs − deg fs−1 = k− 2s−
s−1∑
α=0

Rα( f ),

where f0 = f . For the following lemma, we refer the reader to [GH] and [W, §3].

Lemma 2.3 For f ∈ Harm(S2,CPn), if ∂ f is non-trivial, we get

deg ∂ f = deg f − 2− R∂( f ).

By Lemma 2.3, f ∈ Hol∗k (S2,CPn) satisfies

deg ∂s f = deg ∂s−1 f − 2− Rs−1( f ) = deg ∂s−1 f − 2− R∂(∂s−1 f ),

and so R∂(∂s−1 f ) = Rs−1( f ) for 1 ≤ s ≤ n − 1. Any f ∈ Hol(S2,CPn) defines a
sequence of harmonic maps

seq( f , 0) : 0
∂← f

∂0→ ∂ f
∂1→ · · · ∂r−1→ ∂r f

∂r→ · · ·
∂n0−1→ ∂n0 f

∂n0→ 0,

which is called a harmonic sequence of f of length n0. Since any non-trivial f̃ ∈
Harm(S2,CPn) has f ∈ Hol+(S2,CPn) and an integer s with f̃ = fs ∩ f⊥s−1 by

Theorem 2.1, seq( f , 0) contains f̃ with ∂s f = f̃ , and so we also call seq( f , 0) a
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harmonic sequence of f̃ and denote by seq( f̃ , s). Obviously f̃ ∈ Harm(S2,CPn) is

full exactly when the length of seq( f̃ , s) is n. Put

Hol∗k,R J
(S2,CPn) := { f | Rs( f ) = Rs for 0 ≤ s ≤ n− 2} ⊂ Hol∗k (S2,CPn)

where R J = {R0, . . . ,Rn−2}. We denote by Harm∗k,s,R J
(S2,CPn) the image of

∂s : Hol∗k,R J
(S2,CPn)→ Harm∗(S2,CPn).

Here Harm∗k,n,R J
(S2,CPn) ⊂ Hol∗−(S2,CPn). The frame {Zs}0≤s≤n−1 is called the

Frenet frame of f if {Zu}0≤u≤s expands the space fU ∧ · · · ∧ f (s)
U for a lift fU : S2 ⊃

U → Cn+1. By [W], we get the following lemma.

Lemma 2.4 ([W, §2 and §3]) For f ∈ Hol∗+(S2,CPn), choose the Frenet frame {Zs}s

of f and put
dZs = −as−1ϕZs−1 + ωsZs + asϕZs+1

for 0 ≤ s ≤ n, where a−1 = an = 0. Then each ∂s f defined by Zs holds

E(∂s f ) =

∫ (
|as−1|2 + |as|2

)√−1

2
ϕ ∧ ϕ,

deg ∂s f =

∫ (
|as|2 − |as−1|2

)√−1

2
ϕ ∧ ϕ.

By Lemma 2.4,
∑n

s=0 deg ∂s f = 0, and so we get

deg ∂n f = −(k− n + 1)n +
n−2∑
u=0

u∑
α=0

Rα.

By Lemmas 2.3 and 2.4, we also get the following inequalities.

Lemma 2.5 ([W, Theorem 3.1]) For f ∈ Hol∗+(S2,CPn), choose the Frenet frame
{Zs}s of f . Then we get the following for any s.

(i)
∑

s+1≤q≤n

∑
s≤u≤q−1 R∂(∂u f ) < E(∂s f ) + (n + 1) · | deg ∂s f |.

(ii)
∑

0≤q≤s−1

∑
q≤u≤s−1 R∂(∂u f ) < E(∂s f ) + (n + 1) · | deg ∂s f |.

For an integer k ≥ 0, denote by Vk the set of polynomials of the degree no greater
than k and by V +

k the subset of Vk consisting of monics of the degree k. For p j ∈ Vk,
put

D(p0, p1, · · · , ps) =

∣∣∣∣∣∣∣∣∣
p0 p1 · · · ps

p ′0 p ′1 · · · p ′s
...

...
. . .

...
p(s)

0 p(s)
1 · · · p(s)

s

∣∣∣∣∣∣∣∣∣ .
Lemma 2.6 For 0 ≤ s ≤ n ≤ k and p j ∈ Vk, the degree of D(p0, p1, · · · , ps) is no
greater than (k− s)(s + 1).
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Proof Put p j(z) =
∑

0≤u≤k a j
uzu. Then D(p0, p1, · · · , ps) is the sum of monomials

∑
ρ

ε(ρ) · k0!

(k0 − s0)!
· · · ks!

(ks − ss)!
a0

k0
· · · as

ks
zk0+···+ks−(s0+···+ss),

where k j ≤ k, ρ = (s0, . . . , ss) is a permutation of (0, 1, 2, . . . , s) and ε(ρ) is denoted
for the sign of ρ. When

k0 + · · · + ks ≥ k(s + 1)− s(s + 1)

2
+ 1,

ki = k j for some i 6= j, and so the corresponding monomials vanish. Therefore

k0 + · · · + ks − (s0 + · · · + ss) ≤ k(s + 1)− s(s + 1)

2
− s(s + 1)

2
= (k− s)(s + 1).

A map f ∈ Hol+(S2,CPn) is represented by using homogeneous coordinates on
CPn:

f (z) =
[

p0(z) ; · · · ; pn(z)
]
.

We define h f = [q0 ; q1 ; · · · ; qn] by

qs = (−1)s D(p0, . . . , ps−1, p̌s, ps+1, . . . , pn).

This is uniquely defined by f . By definition, the complex conjugate of h f defines the
anti-holomorphic map ∂n f , which we call the polar of f . See [EW, §3].

Lemma 2.7 For any f ∈ Hol∗n(S2,CPn), we get

R∂(∂s f ) = 0 and ∂s f ∈ Harm∗n−2s(S2,CPn)

with E(∂s f ) = n(2s+1)−2s2 for any 0 ≤ s ≤ n−1.We also get ∂n f ∈ Hol∗−n(S2,CPn).

Proof By Lemma 2.6, deg h f ≤ n.Moreover, as f is full and h f defines ∂n f , deg h f =
n and ∂n f ∈ Hol∗−n(S2,CPn). By Lemma 2.3, ramification indexes R∂(∂s f ) hold

deg ∂s f = n− 2s−
s−1∑
α=0

R∂(∂α f )

for 1 ≤ s ≤ n− 1, and so

deg ∂n f = − deg f −
n−1∑
s=1

deg ∂s f = −n +
n−1∑
s=1

s−1∑
α=0

R∂(∂α f ) = −n.

Hence R∂(∂s f ) = 0 for any 0 ≤ s ≤ n− 2. Since

E(∂s+1 f )− E(∂s f ) = deg ∂s+1 f + deg ∂s f

by Lemma 2.4, we get the required equality for E(∂s f ).
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3 Bubble Tree Map

As for bubbling phenomena, we refer the reader to Parker and Wolfson [PW] and
Parker [P]. Let TS2 → S2 be the complex tangent bundle over the complex manifold
S2, g0. Compactifying each vertical fiber, we get a bundle Σ(S2) → S2 with fibers
Sz = S2, where we identify z of Sz with the south pole∞ of S2 and equip the complex
structure on Σ(S2). By the induction on k ≥ 1, we define a bundle

Σk(S2) := Σ(Σk−1(S2)) −→ Σk−1(S2).

A bubble domain at level k is a fiber Sk
z = S2 of Σk(S2) → Σk−1(S2), and a bubble

domain tower is a union TI =
∨
`∈I S(`) of the base space S(0) of Σ(S2) → S2 and

finite number of bubble domains S(`) ( ` ∈ I, ` ≥ 1) with

π` : ΣS(` ′) ⊃ S(`) = Sk`
z` = π−1

` (z`) −→ z` ∈ S(` ′).

We denote by∞` the south pole of S(`). If a map

f I =
∨̀
∈I

f (`) : TI =
∨̀
∈I

S(`) −→ CPn

consists of non-trivial maps f (`) satisfying f (`)(∞`) = f (` ′)(z`) when π−1
` (z`) = S(`),

we call f I a bubble tree map, f (0) a base map, f (`) a bubble map for ` ∈ I − {0}, and
z` ∈ S(` ′) a bubble point of f (` ′).Here, without loss of generality, we can assume that
` > ` ′ if the level of S(`) is greater than that of S(` ′). Denote by B f (`) the set of bubble

points of f (`).
We call f I a harmonic bubble tree map if f (`) ∈ Harm(S(`),CPn) for each ` ∈

I. Similarly we call f I a holomorphic (resp. anti-holomorphic) bubble tree map if
f (`) ∈ Hol+(S(`),CPn) (resp. f (`) ∈ Hol−(S(`),CPn)) for any ` ∈ I.

Two maps f0 and f1 in Harm(S2,CPn) are said to be equivalent if f1 = f0 ◦ σ by
a fractional transformation σ fixing the infinity. We say that

f I0
0 =

∨
`∈I0

f (`)
0 : TI0 =

∨
`∈I0

S(`)
0 −→ CPn

is equivalent to f I1
1 =

∨
` ′∈I1

f (` ′)
1 : TI1 =

∨
` ′∈I1

S(` ′)
1 → CPn if TI0 = TI1 and f (`)

0 is

equivalent to f (`)
1 for any ` ∈ I0 :

f (`)
1 = f (`)

0 ◦ σ` : S(`)
1

σ`

−→ S(`)
0

f (`)
0

−→ CPn.

We say that a sequence { f λ}λ≥1 in Harm(S2,CPn) converges to a harmonic bubble
tree map f I : TI → CPn if each f λ defines a bubble tree map f λ,I =

∨
`∈I f λ,` : TI →

CPn by the iterated renormalization procedure and if { f λ,I}λ converges to a har-

monic bubble tree map f̃ I equivalent to f I uniformly in C0 ∩W 1,2 and uniformly
in C r (r ≥ 1) on any compact set of TI − ∪`({∞`} ∪ B f (`) ). Here f λ,` = f λ ◦ σλ,`
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on a compact set in S(`) − {∞`} ∪ B f (`) by a fractional linear transformation σλ,` of

S(`) = S2 fixing the south pole. For details, see [PW, §4].
A harmonic bubble tree map f I is said to be gluable if a sequence of harmonic

maps converges to a harmonic bubble tree map f I . By [P, Theorem 2.2 and Corollary
2.3], we get the following convergence theorem.

Theorem 3.1 Let { f λ}λ be a sequence in Harm(S2,CPn) with supλ E( f λ) < ∞.
Then a subsequence (we denote it by the same way) converges to a harmonic bubble tree
map f I =

∨
` f (`) : TI → CPn satisfying

lim
λ

E( f λ) =
∑
`

E( f (`)) and lim
λ

deg f λ =
∑
`

deg f (`).

We say that a bubble domain tower TI =
∨
` S(`) is simple if S(`) = π−1

` (z`) by
z` ∈ S(0) − {the south pole } for any ` ∈ I − {0}. We begin to glue a holomorphic
bubble tree map defined on a simple bubble domain tower.

Lemma 3.2 (The first step of gluing) Let f I =
∨
` f (`) : TI → CPn be a holomorphic

bubble tree map with a base map f (0) defined on a simple bubble domain tower TI =∨
` S(`). Put k =

∑
` k` for k` = deg f (`). Then there is a sequence of holomorphic maps

fR ∈ Hol k(S2,CPn) with fR(∞) = f (0)(∞) converging to f I when R→ +∞.

Proof By the assumption, each f (`) ∈ Hol k`(S2,CPn) holds f (0)(z`) = f (`)(∞) for
z` ∈ B f (0) ⊂ S(0). Put f (`) = [p(`)

0 ; · · · ; p(`)
n ], where {p(`)

j } j are coprime and p(`)
j

satisfies

p(0)
j (z`) =

1

k`!

dk`

dzk`
p(`)

j (z)

for ` ≥ 1. For R > 0 large enough, we define a gluing map f R = [pR
0 ; · · · ; pR

n ] by

pR
j (z) = p(0)

j (z) +
∑
`≥1

{ 1

Rk`wk`
`

p̃(`)
j (Rw`)−

1

k`!

dk`

dzk`
p(`)

j (z)}

where p̃(`)
j (w`) := p(`)

j (z) for w` := z − z`. Though pR
j is a rational function, f R is a

well-defined map in Hol k(S2,CPn).
For a fixed R0 > 0 large enough, if |z − z`| ≥ 1√

R0
for any ` ≥ 1, by R→ +∞, f R

converges to the restriction of f (0). We can extend this convergence by R0 → +∞.
When |z − z`| ≤ 1√

R
, put w = Rw` and define f̃ (`)

R : S2 → CPn by

f̃ (`)
R (w) = f R

(
z` +

1

R
w
)

for |w| ≤
√

R. For a fixed R1 > 0 large enough, passing through a subsequence, the

restrictions of { f̃ (`)
R }R on |w| ≤

√
R1 converge to the restriction of

f (0)(z`) + f (`)(w)− f (`)(∞) = f (`)(w)

by R → +∞. Extending this convergence by R1 → +∞, we get a convergence to
f (`). These facts show that a subsequence of { f R}R converges to f I . Moreover, we
can calculate to get fR(∞) = f (0)(∞).
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To continue the procedure, we establish another lemma.

Lemma 3.3 (The second step of gluing) Let

f I = f (0) ∨
(∨
λ

f Iλ
)

: TI −→ CPn

be a holomorphic bubble tree map with a base map f (0), where

f Iλ := f (`λ) ∨ (
∨
µ

f (`λµ)) : TIλ −→ CPn

is a bubble tree map defined on a simple domain tower TIλ with f (`λµ)(∞) = f (`λ)(z`λµ)
by z`λµ ∈ S(`λ) − {∞} and f (`λ)(∞) = f (0)(z`λ) for some z`λ ∈ S(0) − {∞}. Then we
can get a sequence of { f k}k in Hol∗(S2,CPn) with f k(∞) = f (0)(∞) converging to f I .

Proof Put f (`λ) = [pλ0 ; · · · ; pλn] with deg f (`λ) = kλ and f (`λµ) = [pλµ0 ; · · · ; pλµn ]
with deg f (`λµ) = kλµ. By Lemma 3.2, for S > 0 large enough, we get a gluing map
f S
λ = [pS

λ0 ; · · · ; pS
λn] defined by

pS
λ j(z) = pλj (z) +

∑
µ

{ 1

Skλµw
kλµ
λµ

p̃λµj (Swλµ)− 1

kλµ!

dkλµ

dzkλµ
pλµj (z)

}
where p̃λµj (wλµ) = pλµj (z) for wλµ := z − z`λµ and pλj (∞) = pS

λ j(∞). In fact,{ f S
λ}S

converges to f Iλ by S→∞.
Since f (0)∨

(∨
λ f S

λ

)
also becomes a bubble tree map defined on a simple domain

tower with f S
λ (∞) = f (`λ)(∞), we define a map f RS = [pRS

0 ; . . . ; pRS
n ] by

pRS
j (z) = p(0)

j (z) +
∑
λ

{ 1

Rkλwkλ
λ

p̃S
λ j(Rwλ)− 1

kλ!

dkλ

dzkλ
pλ j(z)

}
,

where p̃S
λ j(wλ) = pS

λ j(z) for wλ = z − zλ. Then a subsequence of { f RS}RS converges

to f I . This completes the proof.

Now we glue a holomorphic bubble tree map by an elementary way without us-
ing the implicit function theorem and without changing the Fubini–Study metric
on CPn.

Proposition 3.4 Any holomorphic bubble tree map f I =
∨
` f (`) : TI =

∨
` S(`) →

CPn is gluable.

Proof When I 6= {0}, we can choose a bubble map f (`) defined on S(`) whose level
is the maximum among any level of S(` ′). If z` ∈ S(`0), we can get a bubble tree map
defined on a simple bubble domain tower

f (`0) ∨
(∨̀

j

f (` j )
)

: S(`0) ∨
(∨̀

j

S(` j )
)
−→ CPn,

where f (`0) is a base map, f (` j )(∞) = f (`0)(z` j ) by bubble points z` j ∈ S(`0). Especially
z` = z` j for some j. By Lemma 3.2, we can glue to get a new holomorphic map
f (`0)
R . Next we repeat the procedure shown in the proofs of Lemmas 3.2 or 3.3 to get

a required holomorphic map . This completes the proof.
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4 A Space of Harmonic Maps

From now on, we assume that n ≥ 2. Let Vs(Cm) be the Stiefel manifolds of s-frames
in Cm. For the proof of the following lemma, we follow the proof of [C, §3].

Lemma 4.1 For 1 ≤ s ≤ n − 1,0 ≤ i0 < i1 < · · · < is ≤ n, k ≥ n and
φ ∈ V +

r , take any (p0, . . . , pn) ∈ Vn+1(Ck+1) so that φ, p0 are coprime monics. Then
φ divides D(pi0 , pi1 , . . . , pis ) for any (i0, i1, . . . , is) if φ divides D(p0, pi1 , . . . , pis ) for
any (i1, . . . , is).

Proof Since

p0 · D(pi0 , pi1 , . . . , pis ) =
∑

0≤u≤s

(−1)u piu · D(p0, pi0 , . . . , p̌iu , . . . , pis ),

we get a required result.

For an (n− 1)-tuple R J = {R0,R1, . . . ,Rn−2} of non-negative integers with

(k− s)(s + 1)− 1 ≥
s−1∑
u=0

u∑
α=0

Rα

for any 1 ≤ s ≤ n− 1, consider a subspace

Fk,R0 =
{

f ∈ Hol∗k (S2,CPn) | R0( f ) ≥ R0

}
⊂ Hol∗k (S2,CPn)

and put F∗k,R0
= Fk,R0 − Fk,R0+1. By the induction on s, we continue this procedure.

Define
Fk,R0,...,Rs−1,Rs =

{
f ∈ F∗k,R0,...,Rs−1

| Rs( f ) ≥ Rs

}
and put

F∗k,R0,...,Rs
= Fk,R0,...,Rs − Fk,R0,...,Rs+1.

By definition, Hol∗k,R J
(S2,CPn) = F∗k,R0,...,Rn−2

. We also consider another sequence of
spaces. For s ≥ 0, consider a subspace

F̃k,R0,...,Rs ⊂ V +
R0
× · · · ×V +

Rs
× Fk,R0,...,Rs

consisting of (φ0, . . . , φs, f = [p0 ; · · · ; pn]) such that φu divides the ramification
divisor of fu for 0 ≤ u ≤ s. Denote by πs : F̃k,R0,...,Rs → Fk,R0,...,Rs the projection. Let
Zφ be the set of zeros of φ. If s ≥ 1, consider the map

Ψs : V +
R0
× · · · ×V +

Rs
−→ P(Cs+1)

defined by Ψs(φ0, . . . , φs) = Zφ0×· · ·×Zφs .Here P(Cs+1) is the set of (s+1)-tuples of
finite sets in C. Let P0(Cs+1) be the subset consisting of Z0×· · ·×Zs with Zu∩Zu ′ = φ
for u 6= u ′. Then P0(Cs+1) is a subspace deleting a proper algebraic subset from
P(Cs+1) and so is path-connected. Put V s

R J
:= Ψ−1

s (P0(Cs+1)) and

F̃0
k,R0,...,Rs

= F̃k,R0,...,Rs ∩ (V s
R J
× Fk,R0,...,Rs ).
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It is obvious that F̃0
k,R0

= F̃k,R0 . Let F̃ ′k,R0,...,Rs
be the subspace of F̃0

k,R0,...,Rs
consisting of(

φ0, . . . , φs, f = [p0 ; . . . ; pn]
)

with Zφs ∩ ZD(pi0 ,...,pis ) = φ for any 0 ≤ i0 < · · · < is ≤ n. The group PGL(2,C) ×
PGL(n,C) acts on the last component of V +

R0
×· · ·×V +

Rs
×Hol∗k (S2,CPn) in a natural

way. Let PV m
k be the projective space defined as the quotient space V m

k / ∼ where
(q1, . . . , qm) ∼ (λq1, . . . , λqm) for λ ∈ C − {0}. We also denote by PVm(Ck+1) the
projective space of Vm(Ck+1). Let π : Vm(Ck+1) → PVm(Ck+1) be the projection. For
the proof of the next lemma, see [C, Lemma 3.2].

Lemma 4.2 Any point of F̃0
k,R0,...,Rs

is contained in a neighbourhood biholomorphically
equivalent to F̃ ′k,R0,...,Rs

.

Proof Take (φ0, . . . , φs, f = [p0 ; . . . ; pn]) ∈ F̃k,R0,...,Rs by coprime polyno-
mials {p j}0≤ j≤n. Because of the condition of V s

R J
, each α ∈

⋃s
u=0 Zφu satisfies

D(pi0 , . . . , pis )(α) 6= 0 for some 0 ≤ i0 < · · · is ≤ n. Therefore, by an action of
PGL(n,C), we can choose qs =

∑s
j=0 cs j p j so that g f = [q0 ; · · · ; qn] defines ramifi-

cation divisors {φu}u with Zφs ∩ ZD(qi0 ,...,qis ) = φ for any 0 ≤ i0 < · · · < is ≤ n.

We denote by M(s,m) the space of (s,m)-matrices. For the proof of the following
lemma, we follow the proof of [C, Lemma 3.3].

Lemma 4.3 If k− n ≥ R0, both F̃k,R0 and F∗k,R0
are path-connected complex manifold

of dimension
(k + 1)(n + 1)− 1− (n− 1)R0.

Proof We begin to show the assertion for F̃ ′k,R0
. Let Z0 be the set of (φ, p0) ∈ V +

R0
×Vk

so that they are coprime. For (φ, p0) ∈ Z0, define a linear map Tφ,p0 : Vk → VR0−1

by Tφ,p0 (p) being the remainder of D(p0, p) divided by φ which we consider as a
(R0, k+1)-matrix. Let Φ0 : Z0 → M(R0, k+1)×Vk be the map defined by Φ0(φ, p0) =
(Tφ,p0 , p0). Consider a subspace

E0 =
{

(M, p0, p1, . . . , pn) | M p j = 0 for 1 ≤ j ≤ n
}

of M(R0, k + 1) × Vn+1(Ck+1). As in the proof of [C, Lemma 3.3], the projection
E0 → Vn+1(Ck+1) is a vector bundle, because k − n ≥ R0, and so E0 is a com-
plex manifold. Therefore the projection Π0 : E0 → M(R0, k + 1) × Vk defined by
Π0(M, p0, p1, . . . , pn) = (M, p0) is also a complex vector bundle. So the pull-back
Φ∗0 E0 becomes a connected complex manifold with

dimZ0 + dimE0 − dimM(R0, k + 1)×Vk = k + 1 + R0 + (k + 1− R0)n

= (k + 1)(n + 1)− (n− 1) R0.

Let π : V +
R0
× Vn+1(Ck+1) → V +

R0
× PVn+1(Ck+1) be the projection. By Lemma 4.1,

π(Φ∗0 E0) = F̃ ′k,R0
, and so, by Lemma 4.2, we show the assertion for F̃0

k,R0
= F̃k,R0 .

Since Fk,R0+1 is a proper algebraic subset and cannot disconnect Fk,R0 ,

F∗k,R0
= Fk,R0 − Fk,R0+1 ' F̃k,R0 − π−1

0 (Fk,R0+1)

is a required one.
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If f ∈ Hol∗k,R J
(S2,CPn),

deg h f = n(k− n + 1)−
n−2∑
s=0

s∑
α=0

Rα( f ) ≥ n.

Except at finite points, ∂s f is locally defined by the Frenet frame {Zs}s of f , which is
the Gram–Schmidt orthogonalization of { ds

dzs fU}s for a lift fU : S2 ⊃ U → Cn+1.

Lemma 4.4 For f ∈ Hol∗k (S2,CPn), hh f
= f .

Proof Take f = [p0 ; · · · ; pn] ∈ Hol∗k (S2,CPn), where {p j} j are coprime. For a
lift fU = (p0, . . . , pn), put gU = (q0, . . . , qn) and hU = (r0, . . . , rn) where

q j = (−1) jD(p0, . . . , p̌ j , . . . , pn) and r j = (−1) jD(q0, . . . , q̌ j , . . . , qn).

Since h f and hh f
are determined independently on a lift, it is enough to show the

assertion for fU , gU , and hU . Both the inner product f (s)
U · ḡU and g(s)

U · h̄U vanish for
0 ≤ s ≤ n−1. By the induction on s, we can calculate to get f (u)

U · ḡ
(s−u)
U = 0 for any s

and 0 ≤ u ≤ s. Especially fU · ḡ(s)
U = 0 for any s, and so both fU and hU are transverse

to the space gU ∧ · · · ∧ g(n−1)
U in Cn+1. This shows that we have φ with r j = φ · p j for

any j. Since  q0 · · · qn
...

. . .
...

q(n)
0 · · · q(n)

n


p0 · · · p(n)

0
...

. . .
...

pn · · · p(n)
n

 := (ci j)0≤i, j≤n

with ci j = 0 if 0 ≤ i + j ≤ n− 1 and

cs,n−s =

n∑
j=0

q(s)
j p(n−s)

j = (−1)s
∑

j

q j p(n)
j = (−1)n+sD(p0, . . . , pn),

we get D(q0, . . . , qn)D(p0, . . . , pn) = D(p0, . . . , pn)n+1, and so D(q0, . . . , qn) =
D(p0, . . . , pn)n, because D(p0, . . . , pn) is not zero except at finite points. Since r j =
φ · p j ,

D(q0, . . . , qn) = (−1)n(q(n)
0 r0 + · · · + q(n)

n rn) = (−1)n φ · (q(n)
0 p0 + · · · + q(n)

n pn)

= φ · (q0 p(n)
0 + · · · + qn p(n)

n ) = (−1)n · φ · D(p0 · · · pn)

and so we get
r j = (−1)n · D(p0, . . . , pn)n−1 · p j

for any 0 ≤ j ≤ n. This completes the proof.

Lemma 4.5 For any f ∈ Hol∗k (S2,CPn), deg fs ≥ n for any 0 ≤ s ≤ n− 1.
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Proof Put ds = deg fs. Since

ds − ds−1 = k− 2s−
∑

0≤u≤s−1

Ru( f ),

there is s0 such that

n ≤ k = d0 ≤ · · · ≤ ds0 ≥ · · · ≥ dn−1.

As ∂n f is also a full map of degree−dn−1, dn−1 ≥ n.

Lemma 4.6 Take (φ0, . . . , φs−1, [p0 ; · · · ; pn]) ∈ F̃0
k,R0,...,Rs−1

represented by coprime

{p j} j with degφu = Ru( f ) for 0 ≤ u ≤ s− 1. In this case, D(p0, pi1 , . . . , pis+1 ) can be

divided by φ̃∗s := φs+1
0 · φs

1 · · ·φ2
s−1 for any 0 < i1 < · · · < is+1 ≤ n.

Proof For Ru ≥ 1 with 0 ≤ u ≤ s− 1, take α ∈ Zφu and an integer kα so that

φu(z) = (z − α)kα · ψu(z)

with ψu(α) 6= 0.Without loss of generality, we can assume that α = 0.Moreover, we
get

dN

dzN
D(pi0 , . . . , piu )

∣∣∣
z=0

= 0

for 0 ≤ i0 < · · · < iu ≤ n and 0 ≤ N ≤ k0 − 1. Put

au =
(

p(u)
0 (0), . . . , p(u)

n (0)
)
.

We start with N = 0. Under the above situation, if D(pi0 , . . . , piu )|z=0 = 0 for any
0 ≤ i0 < · · · < iu, by making standard calculations, we can show that a family
{a0, . . . , au} is linearly dependent. Moreover, by the assumption on F̃0

k,R0,...,Rs−1
, we

can put

au =

u−1∑
j=0

λ0
j a j .

Take 0 ≤ t ≤ k0 − 1. By the induction on t ≥ 0, we show that

au+t =

u−1∑
j=0

λt
j a j .

Suppose that we have shown this for t−1 ≥ 0.Differentiating D(pi0 , . . . , piu ) t-times,
we get a linearly dependent family∑

tu≤u+t−1

{at0 , . . . , atu} + {a0, . . . , au−1, au+t}.
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Here, by the assumption of the induction, we can show the linear dependence of any
{at0 , . . . , atu} with tu ≤ u + t − 1, and so, by the assumption on F̃0

k,R0,...,Rs−1
, we get

au+t =

u−1∑
j=0

λt
j a j .

This means that any {a0, . . . , au−1, atu , . . . , ats} is linearly dependent as far as u ≤
tu < · · · < ts with 0 ≤ tu ′ − u ′ ≤ k0 − 1 for some u ≤ u ′ ≤ s.

On the other hand, as

dk0

dzk0
D(pi0 , . . . , piu )|z=0 6= 0

for some 0 ≤ i0 < · · · < iu, we can get a linearly independent family

{a0, . . . , au−1, au+k0 , . . . , as+k0}

with

0 + 1 + · · · + (u− 1) + (u + k0) + · · · + (s + k0)− (0 + 1 + · · · + s) = k0(s− u + 1).

These imply that φ̃∗s (z) = zk0(s+1−u)ψs(z) with ψs(0) 6= 0 for s ≥ u, which completes
the proof.

Consider the projection

π̃s : F̃k,R0,...,Rs−1 −→
(

Πs−1
u=0V +

Ru

)
× PVs+1(Ck+1)

defined by π̃s

(
φ0, . . . , φs−1, [p0 ; . . . ; pn]

)
=
(
φ0, . . . , φs−1, [p0 ; . . . ; ps]

)
, where

{p j} j are coprime polynomials. We denote the image of F̃k,R0,...,Rs−1 by B̃k,R0,...,Rs−1

and that of F̃0
k,R0,...,Rs−1

by B̃0
k,R0,...,Rs−1

.

Proposition 4.7 Suppose that k−n ≥ R0. Then F∗k,R0,...,Rs
is a path-connected complex

submanifold of F∗k,R0,...,Rs−1
of dimension

(k + 1)(n + 1)− 1−
s∑

α=0

(n− α− 1)Rα

for any 1 ≤ s ≤ n− 2.

Proof By Lemma 4.3, we have shown that F̃k,R0 is a path-connected complex mani-
fold of dimension (k + 1)(n + 1)− 1− (n− 1)R0.

By the induction on s ≥ 1, we will show that F̃k,R0,...,Rs is a path-connected com-
plex submanifold of F̃k,R0,...,Rs−1 of the required dimension. Suppose that we have

shown for s − 1 ≥ 0. Then F̃k,R0,...,Rs−1 is a path-connected complex manifold. Since
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F̃0
k,R0,...,Rs−1

is obtained by deleting a proper subvariety from F̃k,R0,...,Rs−1 , F̃0
k,R0,...,Rs−1

is

also a path-connected complex submanifold and so is F̃ ′k,R0,...,Rs−1
by Lemma 4.2.

By the definition of F̃0
k,R0,...,Rs−1

, we can extend the result of Lemma 4.6 for

F̃k,R0,...,Rs−1 . For (φ0, . . . , φs−1, [p0 ; · · · ; pn]) ∈ F̃k,R0,...,Rs−1 ,

{D(p0, pi1 , . . . , pis+1 )}0<i1<···<is+1≤n

already has a common divisor φ̃∗s . Put

x̃ =
(
φ0, . . . , φs−1, [p0 ; · · · ; pn]

)
, x = π̃s

(
x̃) = (φ0, . . . , φs−1, [p0 ; · · · ; ps]

)
.

Let qxD(p0, p1, . . . , ps, p) denote the quotient of D(p0, p1, . . . , ps, p) divided by φ̃∗s .
It’s degree ks is given by

ks = (k− s− 1)(s + 2)−
s∑

u=0

u∑
α=0

Rα + Rs = deg fs+1 + Rs.

For x ∈ B̃k,R0,...,Rs−1 , define a map Sx : Vk → Vks by

Sx(p) = qxD(p0, p1, . . . , ps, p).

The kernel of Sx is the space expanded by {p j}0≤ j≤s whose orthgonal complement is
isomorphic to the image Im Sx. As the dimension of Im Sx is k− s for any x,

F̃1
k,R0,...,Rs−1

= ∪x∈B̃k,R0 ,...,Rs−1

(
{x} ×Vn−s(Im Sx)

)
is a complex bundle over B̃k,R0,...,Rs−1 . Consider the map

F : M(Rs, ks + 1)× F̃k,R0,...,Rs−1 −→ M(Rs, ks + 1)× F̃1
k,R0,...,Rs−1

defined by F(T, x̃) = (T, x, {Sx p j}s+1≤ j≤n) with π̃s(x̃) = x. By the assumption k ≥ n,

F is a bundle map over M(Rs, ks + 1)× B̃k,R0,...,Rs−1 . Since ks ≥ Rs + n by Lemma 4.5,
the subspace

Ẽs =
{

(T, x, {q j}s+1≤ j≤n) | Tq j = 0 for any j
}

of M(Rs, ks + 1) × F̃1
k,R0,...,Rs−1

is also a bundle over F̃1
k,R0,...,Rs−1

and so is a path-

connected complex manifold. As Ẽs is also a bundle over M(Rs, ks + 1)× B̃k,R0,...,Rs−1 ,
we get the following commutative diagram:

Es = F∗Ẽs ⊂ M(Rs, ks + 1)× F̃k,R0,...,Rs−1

↓ ↓
M(Rs, ks + 1)× B̃k,R0,...,Rs−1 = M(Rs, ks + 1)× B̃k,R0,...,Rs−1

and so Es is a path-connected complex manifold.
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For φ ∈ V +
Rs
, we also consider a linear map Tφ : Vks → VRs−1 defined by Tφq being

the remainder of q divided by φ. Consider the diagram

Es

↓

V +
Rs
× B̃k,R0,...,Rs−1

Φs

−→ M(Rs, ks + 1)× B̃k,R0,...,Rs−1 ,

where Φs(φ, x) := (Tφ, x). Then the induced bundle Φ∗s Es is a path-connected man-
ifold of dimension

Rs + dim F̃k,R0,...,Rs−1 − (n− s)Rs = (k + 1)(n + 1)− 1−
s∑

α=0

(n− α− 1)Rα.

Put E0
s = Es∩(M(Rs, ks+1)×F̃0

k,R0,...,Rs−1
).The restriction Φ0

s of Φs on V +
Rs
×B̃0

k,R0,...,Rs−1

also induces the bundle Φ∗s E0
s over V +

Rs
× B̃0

k,R0,...,Rs−1
of the same dimension to that of

Φ∗s Es.
Let Ẽ0

s be a subspace of Φ∗s E0
s consisting of (φ, φ0, . . . , φs−1, [p0 ; p1 ; · · · ; pn])

with (φ0, . . . , φs−1, φ) ∈ V s
R J
. Since we get Ẽ0

s by deleting a proper subvariety from

Φ∗s E0
s , Ẽ0

s is also a path-connected complex submanifold of Φ∗s E0
s . We also consider a

subspace Ẽ ′s of Ẽ0
s consisting of (φ, φ0, . . . , φs−1, [p0 ; p1 ; · · · ; pn]) with

Zφ ∩ ZD(pi0 ,...,pis ) = φ

for any 0 ≤ i0 < · · · < is ≤ n. In a similar way to the proof of Lemma 4.2, any point
of Ẽ0

s is locally equivalent to Ẽ ′s and so Ẽ ′s is path-connected.
Take (φ, φ0, . . . , φs−1, [p0 ; p1 ; · · · ; pn]) ∈ Ẽ ′s , where

φ = Π1≤ j≤Rs (z − α j)
λ j := Π1≤ j≤Rsϕ j .

For 1 ≤ s ≤ n− 2, s < i < j ≤ n and 0 ≤ u ≤ s, consider the equality

0 =

∣∣∣∣∣∣∣∣∣
p(u)

0 · · · p(u)
s p(u)

i p(u)
j

p0 · · · ps pi p j
...

. . .
...

...
...

p(s+1)
0 · · · p(s+1)

s p(s+1)
i p(s+1)

j

∣∣∣∣∣∣∣∣∣
=

s∑
v=0

(−1)v p(u)
v · D(p0, . . . , p̌v, . . . , ps, pi , p j)

+ (−1)s+1 p(u)
i · D(p0, . . . , ps, p j) + (−1)s p(u)

j · D(p0, . . . , ps, pi)

which are linear simultaneous equations of {D(p0, . . . , p̌v, . . . , ps, pi , p j)}0≤v≤s. Put

wv := D(p0, . . . , p̌v, . . . , ps, pi , p j),

αv := (−1)s p(v)
i · D(p0, . . . , ps, p j) + (−1)s+1 p(v)

j · D(p0, . . . , ps, pi).
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We have  p0 · · · (−1)s ps
...

. . .
...

p(s)
0 · · · (−1)s p(s)

s


w0

...
ws

 =

α0
...
αs

 .

Since the coefficient matrix is regular except at finite points, by Cramer’s formula, we
get

D(p0, . . . , ps)wv

= (−1)
s(s+1)

2

∣∣∣∣∣∣∣
p0 · · · α0 · · · (−1)s ps
...

. . .
...

. . .
...

p(s)
0 · · · αs · · · (−1)s p(s)

s

∣∣∣∣∣∣∣
= (−1)v+s

{
D(p0, . . . , pv−1, pi , pv+1, . . . , ps) · D(p0, . . . , ps, p j)

− D(p0, . . . , pv−1, p j , pv+1, · · · , ps) · D(p0, . . . , ps, pi)
}
.

Note that D(p0, . . . , ps) is divisible by φ̃s−1 and wv is divisible by φ̃∗s . By the assump-
tion of the induction, the right-hand side is also divisible by φ̃s−1 · φ̃∗s · ϕ1. More-
over, by the assumption of Ẽ ′s , ϕ1 is not a factor of qsD(p0, . . . , ps). Hence wv can

be divided by φ̃∗s · ϕ1. Thus ϕ1 is a factor of qsD(p0, . . . , p̌v, . . . , ps, pi , p j) for any
j > i ≥ s + 1. We repeat the procedure and show that any D(p0, pi1 , . . . , pis , pis+1 )

can be divided by φ̃∗s · ϕ1. We also repeat this procedure for ϕ j with j ≥ 2 to show
that any D(p0, pi1 , . . . , pis , pis+1 ) can be divided by φ̃s = φ̃∗s ·φs for φs := φ. Therefore
Ẽ ′s = F̃ ′k,R0,...,Rs

and so Ẽ0
s = F̃0

k,R0,...,Rs
is a required submanifold of F̃k,R0,...,Rs−1 , as the

closure of Ẽ0
s is Φ∗s Es,Φ

∗
s Es = F̃k,R0,...,Rs . Since the projection πs : F̃k,R0,...,Rs → Fk,R0,...,Rs

induces an isomorphism

F∗k,R0,...,Rs
= Fk,R0,...,Rs − Fk,R0,...,Rs+1 ' F̃k,R0,...,Rs − π−1

s (Fk,R0,...,Rs+1)

and Fk,R0,...,Rs+1 is a proper subvariety, we get the assertion.

Finally we prove Theorem 1.1. Since the degree of h f for f ∈ F∗k,R0,...,Rs
is de-

termined only by F∗k,R0,...,Rs
, without loss of generality, we can assume that deg h f ≥

deg f . That means that

(k− n + 1)n−
n−2∑
u=0

u∑
α=0

Rα ≥ k

by which we get k − n ≥ R0. So we can apply Lemma 4.3 and Proposition 4.7. By
definition, F∗k,R0,...,Rn−2

= Hol∗k,R J
(S2,CPn), and so we get the first assertion of Theo-

rem 1.1.
For 1 ≤ s ≤ n− 1, the correspondence

Fs : F∗k,R0,...,Rn−2
−→ Holds

(
S2,G(n + 1, s + 1)

)
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defined by Fs( f ) = fs is continuous, where ds = (k − s)(s + 1) −
∑s−1

u=0

∑u
α=0 Rα.

Hence
∂s : Hol∗k,R J

(S2,CPn)→ Harm∗k,s,R J
(S2,CPn)

given by ∂s f = fs ∩ f⊥s−1 is continuous. Here f0 = f . When s = n,

∂n : Hol∗k,R J
(S2,CPn)→ Hol∗−dn−1

(S2,CPn)

defined by ∂n f = f⊥n−1 is also continuous.
Next we will show that ∂s : Hol∗k,R J

(S2,CPn)→ Harm∗k,s,R J
(S2,CPn) is proper. Let

Sr be the subspace of PV m
k consisting of [q1 ; · · · ; qm] so that {q j} j has the greatest

common divisor φ with degφ ≥ r. Put

SR J := Πn−2
s=0 SR̃s

⊂ Πn−1
s=1 PV ns

ds+1

for R̃s =
∑s

u=0

∑u
α=0 Rα, ns = n+1Cs+1 and consider the map

Hol∗k,R J
(S2,CPn)

Φ
−→ SR J and Im Φ

Ψ
−→ Πn−1

s=1 Harm∗k,s,R J
(S2,CPn)

defined by Φ( f ) = { fs}s and Ψ({ fs}s) = { fs ∩ f⊥s−1}s. Take a sequence { f j} j

in Hol∗k,R J
(S2,CPn) so that {Ψ ◦ Φ( f j)} j converges to {hu}u. This is equivalent to

say that {Φ( f j)} j converges to {gu}u where gu ∩ g⊥u−1 = hu. As mentioned in [C],
Hol∗k (S2,CPn) is equal to S0 in a compact space PV n+1

k+1 and so we can assume that
{ f j} j converges to f ∈ PV n+1

k+1 . Suppose that f ∈ Sm. Then we get

deg ∂ f =
(

2k− 2− R0( f )
)
− (k−m) = k− 2− R0 = deg h1,

E(∂ f ) = 2(k−m) +
(

2k− 2− R0( f )
)
− (k−m) = 3k− 2− R0 = E(h1),

and so m = 0, R0( f ) = R0. We also get

deg ∂s f = k− 2s−
s−1∑
u=0

Ru( f ) = k− 2s−
s−1∑
u=0

Ru = deg hs

for 2 ≤ s ≤ n − 1. Hence Ru( f ) = Ru for any 0 ≤ u ≤ n − 2 by which f ∈
Hol∗k,R J

(S2,CPn+1). This shows the second assertion of Theorem 1.1.

5 Gluing of Harmonic Maps

We will consider the gluing of harmonic bubble tree maps. We begin with some
lemmas.

Lemma 5.1 Put ps(z) = zs + (Rz)−s for any integer s ≥ 0 and any real R > 0.When
0 ≤ s0 < s1 < · · · < s`, we get

D(ps0 , ps1 , . . . , ps`)(z) = qs0s1···s` ·
(

1− 1

Rz2

) `(`+1)
2
,
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where zK qs0s1···s`(z) is a polynomial in z for K = s0 + · · · + s` − (0 + 1 + · · · + `). In
particular,

D(p0, p1, . . . , p`)(z) = 2 · 1! · · · `! ·
(

1− 1

Rz2

) `(`+1)
2
.

Proof When k ≤ s, we get

p(k)
s (z) = s(s− 1) · · · (s− k + 1)zs−k + (−1)ks(s + 1) · · · (s + k− 1)R−sz−(s+k).

If s < k, the first term vanishes. So we can use the same expression for any k ≥ 0.

Put qk(s) =
√

R
s−k

p(k)
s (
√

R
−1

). We have q0(s) ≡ 2, q1(s) ≡ 0 and

q2k(s) = s(s− 1) · · · (s− 2k + 1) + s(s + 1) · · · (s + 2k− 1)

= 2
(

s2k + c2k−2s2k−2 + · · · + c2s2),

q2k+1(s) = s(s− 1) · · · (s− 2k)− s(s + 1) · · · (s + 2k)

= 2
(

d2ks2k + d2k−2s2k−2 + · · · + d2s2)

for k ≥ 1, where d2k = −2k(2k + 1) and constants c j , d j are determined by k. For
0 ≤ s0 < s1 < · · · < s` and 0 ≤ k0 ≤ k1 ≤ · · · ≤ k`, put

ak(s) := ak(s0, s1, . . . , s`) =
(

qk(s0), qk(s1), · · · , qk(s`)
)

and

Φ(k0, . . . , k` ; s) =

∣∣∣∣∣∣∣∣∣
ak0 (s)
ak1 (s)

...
ak`(s)

∣∣∣∣∣∣∣∣∣ =
√

R
K0 ·

∣∣∣∣∣∣∣∣
p(k0)

s0
(
√

R
−1

) · · · p(k`)
s0

(
√

R
−1

)
...

. . .
...

p(k0)
s` (
√

R
−1

) · · · p(k`)
s` (
√

R
−1

)

∣∣∣∣∣∣∣∣ ,

where K0 =
∑`

j=0(s j − k j). We get

dN

dzN
D(ps0 , ps1 , . . . , ps`)(

√
R
−1

) =
∑√

R
−K0 · Φ(k0, . . . , ki , . . . , k` ; s),

where ki ≥ i and the summations are taken over 0 ≤ k0 ≤ k1 ≤ · · · ≤ k` with

∑̀
i=0

(ki − i) = k0 + · · · + k` −
`(` + 1)

2
= N.

Starting from Φ(0, 1, . . . , ` ; s), we consider Φ(k0, . . . , k` ; s) determined by the
differentiation of D(ps0 , . . . , ps`) at z =

√
R
−1
.

As q1(s) ≡ 0,Φ(0, 1, . . . , k` ; s) = 0 for any s. Since q2(s) = 2s2 and q3(s) = −6s2,
{a2(s), a3(s)} is linearly dependent and so Φ(0, 2, 3, . . . , k` ; s) = 0. Now suppose
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that we have shown

Φ
(

0, 2, . . . , 2(k ′ − 1), 2k ′ − 1, kk ′+1, . . . , k` ; s
)

= 0

for any k ′ ≥ 2. Then consider Φ(0, . . . , 2(k ′ − 1), 2k ′, 2k ′ + 1, kk ′+2, . . . , k` ; s).
Since a2k ′(s) and a2k ′+1(s) are polynomials of degree 2k ′, we get a non-trivial b(s)
consisting of polynomials of degree 2k ′ − 2:

b(s) = 2k ′(2k ′ + 1)a2k ′(s) + a2k ′+1(s).

Repeating fundamental row operations finitely many times, we get non-trivial c(s)
of degree 2 by making use of a2k ′+1(s), a2k ′(s), . . . , a4(s). As {c(s), a2(s)} are linearly
dependent,

Φ(0, 2, . . . , 2(k ′ − 1), 2k ′, 2k ′ + 1, kk ′+2, . . . , k` ; s) = 0.

Repeating this procedure, we get the Vandermonde determinant

Φ(0, 2, . . . , 2` ; s) = 2`+1 ·

∣∣∣∣∣∣∣∣∣
1 1 · · · 1
s2
0 s2

1 · · · s2
`

...
...

. . .
...

s2`
0 s2`

1 · · · s2`
`

∣∣∣∣∣∣∣∣∣ = 2`+1 ·
∏

0≤i< j≤`

(s2
j − s2

i ),

which does not vanish. So the first non-zero value appears after differentiating
D(ps0 , ps1 , · · · , ps`)

`(`+1)
2 times at

√
R
−1
. As the expression consists of polynomials

of even degree, this means that

D(ps0 , ps1 , . . . , ps`)(z) = qs0s1···s` ·
(

1− 1

Rz2

) `(`+1)
2
,

where zs0+···+s`+0+1+···+`D(ps0 , ps1 , . . . , ps`)(z) is a polynomial. Hence qs0s1···s` is a re-
quired one. Since the degree of z`(`+1)D(p0, p1, . . . , p`) is `(` + 1), q01···` is a con-
stant K.

Now put N = `(`+1)
2 . By direct calculation, we get p0(z) = 2 and

Rszs+k p(k)
s (z)

∣∣
z=0

= (−1)k (s + k− 1)!

(s− 1)!

for 1 ≤ s, k ≤ `. Since

D(p0, p1, . . . , p`) = 2

∣∣∣∣∣∣∣
p ′1 · · · p ′`
...

. . .
...

p(`)
1 · · · p(`)

`

∣∣∣∣∣∣∣ = K
(

1− 1

Rz2

)N
,
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we get

K = (−1)N 2 RN z2N

∣∣∣∣∣∣∣
p ′1 · · · p ′`
...

. . .
...

p(`)
1 · · · p(`)

`

∣∣∣∣∣∣∣
∣∣∣

z=0

= 2

∣∣∣∣∣∣∣
1!
0!

2!
1! · · · `!

(`−1)!
...

...
. . .

...
`!
0!

(`+1)!
1! · · · (2`−1)!

(`−1)!

∣∣∣∣∣∣∣

= 2 `!

∣∣∣∣∣∣∣∣∣
1 2!

1! · · · s!
1! · · · `!

1!

1 3!
2! · · · (s+1)!

2! · · · (`+1)!
2!

...
...

. . .
...

. . .
...

1 (`+1)!
`! · · · (s+`−1)!

`! · · · (2`−1)!
`!

∣∣∣∣∣∣∣∣∣ .
Following the above equality, for 1 ≤ j ≤ `, we define x j as the determinant of a
square matrix of order `− j + 1:

x j =

∣∣∣∣∣∣∣∣∣∣
1 ( j+1)!

j! · · · s!
j! · · · `!

j!

1 ( j+2)!
( j+1)! · · · (s+1)!

( j+1)! · · · (`+1)!
( j+1)!

...
...

. . .
...

. . .
...

1 (`+1)!
`! · · · (s+`− j)!

`! · · · (2`− j)!
`!

∣∣∣∣∣∣∣∣∣∣
.

Then we get

x j =

∣∣∣∣∣∣∣∣∣
1 ∗ ∗ · · · ∗
0 1 2 ( j+2)!

( j+1)! · · · (`− j) `!
( j+1)!

...
...

...
. . .

...

0 1 2 (`+1)!
`! · · · (`− j) (2`− j−1)!

`!

∣∣∣∣∣∣∣∣∣
= (`− j)!

∣∣∣∣∣∣∣∣
1 ( j+2)!

( j+1)! · · · `!
( j+1)!

...
...

. . .
...

1 (`+1)!
`! · · · (2`− j−1)!

`!

∣∣∣∣∣∣∣∣ = (`− j)! x j+1

and x`−1 =

∣∣∣∣∣1 `!
(`−1)!

1 (`+1)!
`!

∣∣∣∣∣ = 1 by which K = 2 `! (`− 1)! · · · 3! 2! 1!.

Lemma 5.2 For n ≥ 2, if R J = {2, 2, . . . , 2︸ ︷︷ ︸
n−1

}, then Hol∗2n,R J
(S2,CPn) is non-empty.

Proof For any R > 0, define f ∈ Hol 2n(S2,CPn) by

f (z) = [1 ; · · · ; zs +
1

Rszs
; · · · ; zn +

1

Rnzn
].
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Then, by Lemma 5.1, we get

deg fs = (2n− s)(s + 1)− s(s + 1) = 2(n− s)(s + 1)

for 0 ≤ s ≤ n− 1, and so deg ∂s f = 2(n− 2s) for 0 ≤ s ≤ n− 1. Hence

Rs( f ) = ∂s f − 2− ∂s+1 f = 2

for any 0 ≤ s ≤ n− 2.

Let Hol∗n(S2,CPn) ∗ Hol∗n(S2,CPn) be the subspace of the product manifold
Hol∗n(S2,CPn) × Hol∗n(S2,CPn) consisting of pairs ( f (0), f (1)) with ∂s f (0)(0) =
∂s f (1)(∞) for any 0 ≤ s ≤ n. In Lemma 5.3, for the case n = 2, see [K, 5. Ex-
ample].

Lemma 5.3 For n ≥ 2,Hol∗n(S2,CPn) ∗Hol∗n(S2,CPn) is a smooth submanifold of
Hol∗n(S2,CPn)×Hol∗n(S2,CPn) of R-dimension n(3n + 7).

Proof Let F(Cn+1) be the flag manifold consisting of sequences of vector spaces
{Vs}0≤s≤n in Cn+1 satisfying V0 ⊂ · · · ⊂ Vn−1 ⊂ Cn+1 with dim Vs = s + 1. As
is well known, F(Cn+1) is isomorphic to the quotient space

U (n + 1)/U (1)× · · · ×U (1)︸ ︷︷ ︸
(n+1)−times

as complex manifolds. Hence F(Cn+1) is a complex manifold of dimension n(n+1)
2 .

Consider the map

Φ : Hol∗n(S2,CPn)×Hol∗n(S2,CPn)→ F(Cn+1)× F(Cn+1)

defined by Φ( f , g) = ({ fs(0)}0≤s≤n−1, {gs(∞)}0≤s≤n−1). Since Φ is smooth and
transverse to the diagonal ∆, Φ−1(∆) = Hol∗n(S2,CPn) ∗Hol∗n(S2,CPn) is a smooth
manifold of dimension

2× 2
{

(n + 1)2 − 1
}
− n(n + 1) = n(3n + 7).

Let TI = S(0) ∨ S(1) be a bubble domain tower with the base space S(0) = S2 and a
bubble domain S(1) = π−1

1 (0) for 0 ∈ S(0). Any f I ∈ Hol∗n(S2,CPn) ∗Hol∗n(S2,CPn)
can be considered as a holomorphic bubble tree map f I = f (0) ∨ f (1) : TI → CPn

with f (`) ∈ Hol∗n(S2,CPn) for ` = 0, 1.
Any f I ∈ Hol∗n(S2,CPn) ∗Hol∗n(S2,CPn) is said to be completely gluable if there

is a sequence { fk}k so that {∂s fk}k converges to

∂s f I = ∂s f (0) ∨ ∂s f (1) : TI = S(0) ∨ S(1) → CPn

for any 0 ≤ s ≤ n. We show the following proposition.
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Proposition 5.4 Any f I ∈ Hol∗n(S2,CPn) ∗ Hol∗n(S2,CPn) is completely gluable
exactly when a sequence { fk}k≥1 in Hol 2n,R J (S2,CPn) converges to f I . Here R J =
{2, 2, . . . , 2}.

Proof Put R ′J = {0, 0, . . . , 0}. By Lemma 2.7, ∂s f (`) ∈ Harm∗n,s,R ′J (S2,CPn). Hence

deg ∂s f (`) = n− 2s and E(∂s f (`)) = n(2s + 1)− 2s2.

By Lemma 5.2, Hol∗2n,R J
(S2,CPn) is not empty and any fk ∈ Hol∗2n,R J

(S2,CPn) holds
deg ∂s fk = 2n− 4s and E(∂s fk) = 2n(2s + 1)− 4s2 for 1 ≤ s ≤ n.

Proposition 5.5 When n ≥ 2, there is a holomorphic bubble tree map f I in
Hol∗n(S2,CPn) ∗ Hol∗n(S2,CPn) so that ∂s f I is well defined for any s but non-gluable
for some s.

Proof Put R J = {2, . . . , 2}. By Lemma 5.2 and Theorem 1.1, the dimension of
Hol∗2n,R J

(S2,CPn) is equal to

(2n + 1)(n + 1)− 1− 2
n−2∑
s=0

(n− s− 1) = n2 + 4n.

By Lemma 5.3, we get n(3n + 7)− 2(n2 + 4n) = n(n− 1) > 0.

6 Examples

Example 6.1 We will show an example of gluing a holomorphic bubble tree map by
doing the procedure given in Lemma 3.2. Let TI = S(0)∨S(1)∨S(2) be a simple bubble
tower domain consisting the base space S(0) and bubble domains S(1) = π−1

1 (0) by
0 ∈ S(0), S(2) = π−1

2 (1) by 1 ∈ S(0). Consider the holomorphic bubble tree map
f I = f (0) ∨ f (1) ∨ f (2) : TI → CP2 defined by

f (0)(z) = [z2 ; z2 + z ; z + 1] = [p0(z) ; p1(z) ; p2(z)],

f (1)(z) = [1 ; z + 1 ; z2] = [q0(z) ; q1(z) ; q2(z)],

f (2)(z) = [(z − 1)2 + (z − 1) ; 2(z − 1)2 + 1 ; 2(z − 1)2] = [r0(z) ; r1(z) ; r2(z)].

As defined in the proof of Lemma 3.2, we define f R = [pR
0 ; pR

1 ; pR
0 ] by

pR
j (z) = p j(z) +

{ 1

R2z2
q j(Rz)− 1

2!

d2

dz2
q j(z)

}
+
{ 1

R2w2
r̃ j(Rw)− 1

2!

d2

dw2
r̃ j(w)

}
where r̃ j(w) = r j(z) for w = z − 1. Then we get

f R(z) =
[

z2 +
1

R2z2
+

1

R(z − 1)
; z2 + z +

1

Rz
+

1

R2z2
+

1

R2(z − 1)2
; z + 1

]
.

Choose R0 > 0 large enough. When |z| ≥ 1/
√

R0 and |z − 1| ≥ 1/
√

R0, the re-
striction of f R converges to the restriction of f (0). By R0 → +∞, we can extend the
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convergence of f R to f (0). When |z| ≤ 1/
√

R, put w = Rz. Then we can get the con-
vergence of f R(w) to f (1)(w) for |w| ≤

√
R1 for R1 > 0 large enough. By R1 → +∞,

we can show the convergence to f (1). Similarly, if |z− 1| ≤ 1/
√

R, put w = R(z− 1).
Then we can get the convergence of f R to f (2).

Example 6.2 We will show another example of gluing a holomorphic bubble tree
map. Let TI = S(0)∨S(1)∨S(2) be a bubble tower domain consisting of the base space
S(0) and bubble domains S(1) = π−1

1 (0) by 0 ∈ S(0) and S(2) = π−1
2 (0) by 0 ∈ S(1).

Consider the holomorphic bubble tree map f I = f (0)∨ f (1)∨ f (2) : TI → CP2 defined
by

f (0)(z) = [2 ; z ; z2 + 1] = [p0(z) ; p1(z) ; p2(z)],

f (1)(z) = [2z2 + 1 ; z ; 1 + z2] = [q0(z) ; q1(z) ; q2(z)],

f (2)(z) = [z2 + 1 ; z ; z2] = [r0(z) ; r1(z) ; r2(z)].

As defined in the proofs of Lemmas 3.2 and 3.3, first define a map

qS
j (z) = q j(z) +

{ 1

S2z2
r j(Sz)− 1

2!

d2

dz2
r j(z)

}
for S ≥ 1 and then define

pRS
j (z) = p j(z) +

{ 1

R2z2
qS

j (Rz)− 1

2!

d2

dz2
q j(z)

}
for S ≥ R2 ≥ 1 large enough. Then we get a well-defined map fRS = [pRS

0 ; pRS
1 ;

pRS
2 ] ∈ Hol 6(S2,CP2), which is given by

fRS(z) =
[

2 +
1

S2R4z4
+

1

R2z2
; z +

1

Rz
+

1

SR3z3
; z2 + 1 +

1

R2z2

]
=
[

2R2z2 +
1

S2R2z2
+ 1 ; R2z3 + Rz +

1

SRz
; R2z4 + R2z2 + 1

]
.

For a fixed real R0 > 0 large enough, a sequence of { fRS}R converges to f (0) on
|z| ≥ 1/

√
R0 when R → +∞. By R0 → +∞, we can extend to get the convergence

to f (0). For 1/R
√

R ≤ |z| ≤ 1/
√

R, put w = Rz. Then { fRS}R defined on 1/
√

R ≤
|w| ≤

√
R converges to f (1) if R→ +∞. Finally, for |w| ≤ 1/

√
R, put u = Sw. Then

{ fRS}S defined on |u| ≤ S/
√

R converges to f (2). Considering the degrees, we get
the convergence of { fRS}R,S to f I when R → +∞. Thus, choose a sequence {RnSn}n

appropriately so that a sequence { fRnSn}n converges to f I .

Example 6.3 Let TI = S(0) ∨ S(1) be the bubble tower domain defined in Proposi-
tion 5.4. Define f I = f (0) ∨ f (1) : TI → CP3 by

f (0)(z) = [1 ; z ; z2 ; z3] and f (1)(z) = [z3 ; z2 ; z ; 1].
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Put R ′J = {0, 0}. By Lemma 2.7,

f (`) ∈ Hol∗3,R ′J (S2,CP3), ∂s f (`) ∈ Harm∗3,s,R ′J (S2,CP3)

for s = 1, 2, 3 and ` = 0, 1, where Harm∗3,3,R ′J (S2,CP3) ⊂ Hol∗−3(S2,CP3). We also
get

∂` f (0)(0) = ∂` f (1)(∞),

and so ∂` f I is well defined for 0 ≤ ` ≤ 3.Hence f I ∈ Hol∗3 (S2,CP3)∗Hol∗3 (S2,CP3).
Consider

f R(z) = [R3z3 ; R3z4 + R2z2 ; R3z5 + Rz ; R3z6 + 1]

=
[

1 ; z +
1

Rz
; z2 +

1

R2z2
; z3 +

1

R3z3

]
,

which is contained in Hol∗6 (S2,CP3) and converges to f I if R → +∞. Moreover, by
Lemma 5.1, f R ∈ Hol∗6,R J

(S2,CP3) for R J = {2, 2}. Hence, by Theorem 1.1, ∂s fR

converges to a bubble tree map

∂s f I = ∂s f (0) ∨ ∂s f (1) : TI −→ CP3

for s = 1, 2, 3.

Example 6.4 Take f ∈ Hol 4(S2,CP3) represented by f (z) = [1 ; z ; z3 ; z4]. By
calculations, we get f1 ∈ Hol 6(S2,G(4, 2)). Hence R∂( f ) = R0( f ) = 0. We also get

∂3 f (z) = [z4 ; −2z3 ; 2z ; −1] ∈ Hol−4(S2,CP3)

by which f ∈ Hol 4,{0,2}(S2,CP3).
Now consider fc ∈ Hol 4(S2,CP3) represented by fc(z) = [1 ; z ; z3 + cz2 ; z4],

which holds R∂( fc) = 0 and ∂3 fc ∈ Hol−5(S2,CP3) represented by

∂3 fc(z) =
[

3z4(z + c) ; −2z3(3z + 4c) ; 6z2 ; −3z − c
]

if c 6= 0. In this case, fc ∈ Hol 4,{0,1}(S2,CP3). Since deg ∂2 f = −2 and deg ∂2 fc =
−1 for c 6= 0, ∂2 : Hol 4,{0}(S2,CP3) → Harm(S2,CP3) is not continuous. Here
Hol 4,{0}(S2,CP3) is the subset of Hol 4(S2,CP3) consisting of f with R0( f ) = 0.
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