Foreword

Human beings have a genius for designing, making, and using tools. Our
innate talent for technological invention is one of the chief qualities that
sets our species apart from others and one of the main reasons we have
taken such a hold on the planet and its fate. But if our ability to see the
world as raw material, as something we can alter and otherwise manipulate
to suit our purposes, gives us enormous powetr, it also entails great risks.
One danger is that we come to see ourselves as instruments to be engi-
neered, optimized, and programmed, as if our minds and bodies were
themselves nothing more than technologies. Such blurring of the tool and
its maker is a central theme of this important book.

Worries that machines might sap us of our humanity have, of course,
been around as long as machines have been around. In modern times,
thinkers as varied as Max Weber and Martin Heidegger have described,
often with great subtlety, how a narrow, instrumentalist view of existence
influences our understanding of ourselves and shapes the kind of societies
we create. But the risk, as Brett Frischmann and Evan Selinger make clear,
has never been so acute as it is today.

Thanks to our ever-present smartphones and other digital devices, most
of us are connected to a powerful computing network throughout our
waking hours. The companies that control the network are eager to gain an
ever-stronger purchase on our senses and thoughts through their apps,
sites, and services. At the same time, a proliferation of networked objects,
machines, and appliances in our homes and workplaces is enmeshing us
still further in a computerized environment designed to respond automa-
tically to our needs. We enjoy many benefits from our increasingly
mediated existence. Many activities that were once difficult or time-
consuming have become easier, requiring less effort and thought. What
we risk losing is personal agency and the sense of fulfillment and belonging
that comes from acting with talent and intentionality in the world.
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As we transfer agency to computers and software, we also begin to cede
control over our desires and decisions. We begin to “outsource,” as
Frischmann and Selinger aptly put it, responsibility for intimate, self-
defining assessments and judgments to programmers and the companies
that employ them. Already, many people have learned to defer to algo-
rithms in choosing which film to watch, which meal to cook, which news
to follow, even which person to date. (Why think when you can click?)
By ceding such choices to outsiders, we inevitably open ourselves to
manipulation. Given that the design and workings of algorithms are almost
always hidden from us, it can be difficult if not impossible to know whether
the choices being made on our behalf reflect our own best interests or those
of corporations, governments, or other outside parties. We want to believe
that technology strengthens our control over our lives and circumstances,
but if used without consideration technology is just as likely to turn us into
wards of the technologist.

What the reader will find in the pages that follow is a reasoned and
judicious argument, not an alarmist screed. It is a call first to critical
thought and then to constructive action. Frischmann and Selinger provide
a thoroughgoing and balanced examination of the trade-offs inherent in
offloading tasks and decisions to computers. By illuminating these often
intricate and hidden trade-offs, and providing a practical framework for
assessing and negotiating them, the authors give us the power to make
wiser choices. Their book positions us to make the most of our powerful
new technologies while at the same time safeguarding the personal skills
and judgments that make us most ourselves and the institutional and
political structures and decisions essential to societal well-being.

“Technological momentum,” as the historian Thomas Hughes called it,
is a powerful force. It can pull us along mindlessly in its slipstream.
Countering that force is possible, but it requires a conscious acceptance
of responsibility over how technologies are designed and used. If we don’t
accept that responsibility, we risk becoming means to others” ends.
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