
B
R

Human-Centered AI, by Ben Shneiderman. Oxford: Oxford University
Press, 2022. 305 pp.

Jay Killoran, Queen’s University, Canada
Andrew Park, University of Victoria, Canada

Ben Shneiderman presents a compelling argument for why the future of artificial
intelligence (AI) design should be human-centric. He begins with the tragic

backstories of two Boeing 737 MAX airplane crashes in 2018 and 2019 that were
largely due to algorithmic error. Investigations revealed that the cause of both
crashes was the installation of autonomous software meant to prevent stalls, which
kept pointing the nose of the planes downwards. Disturbingly, the developers of the
autonomous control system believed that it was so reliable that pilots were not even
informed of its presence, and thus they had no knowledge of what to do to retake
control.

This example illustrates the danger of prioritizing computer automation over
human control. There has been a long-held belief, admittedly even by Shneiderman
himself, that by granting greater autonomy to machines there must be a correspond-
ing decline in human control. Sometimes this is desired—advances in vehicle air-
bags keep people safe by deploying in a fraction of a second, far quicker than any
human’s reaction time. However, Shneiderman shows that excessive automation
can lead to disaster. As another example, in 2016, one of Tesla’s self-driving
vehicles failed to distinguish between a white vehicle and the sky, resulting in a
fatal head-on collision. Unfortunately, this is not an isolated event. As of April
2024,1 there have been 44 Tesla autopilot deaths and hundreds of collisions.

The consequences associated with the pursuit of automation drove Shneiderman
to change his perspective. Instead of viewing human control and computer automa-
tion as extremes along the same axis, he posits that reliable, safe, and trustworthy AI
systems are designed with high automation and high human control. Shneiderman
proposes a human-centered AI (HCAI) framework where he writes, “the goal is not
to replace people but to empower them by making design choices that give humans

1Source: Tesladeaths.com.
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control over technology.” By prioritizing human control, Shneiderman aims to
reduce the harms of AI failures, calm fears that robots will lead to mass unemploy-
ment, and give humans a sense of agency and accomplishment.

The book is structured into five parts. In part 1, Shneiderman provides an expla-
nation of the harms we see from AI by mapping rationalism to traditional AI design.
According to Shneiderman, rationalism has been the predominant philosophical
basis for much of AI research and development, in which AI models are built in a
lab and then deployed in real-life settings. While a rationalist approach offers a
useful starting point, Shneiderman argues that it does not capture the full complex-
ities of the physical world and may explain why catastrophes occur. This is consis-
tent with business ethics scholarship on AI hiring (Bhargava and Assadi 2024) and
algorithmic recommendations (Kim and Routledge 2022). In hiring, statistical
algorithms are often more effective than humans at predicting the performance of
job candidates, but they are less effective at predicting the compatibility of a
candidate with colleagues. Similarly, algorithmic recommendations for assigning
credit scores may be useful for integrating a wide range of parameters into an
efficient score, but they have demonstrated a discriminatory bias against women.

Part 2 introduces the need for researchers and developers to take a human-
centered approach to AI design and presents the HCAI framework, which is orga-
nized along two dimensions of high and low computer automation, and high and low
human control. Many AI developers favor designs where AI operates reliably
without human oversight, such as autonomous vehicles (AVs). This idea is com-
pelling, but modern AVs are still imperfect and responsible for many collisions and
fatalities, prompting business ethicists to posit design trade-offs and human control
in their development (Scharding 2021). Shneiderman emphasizes that achieving
reliable, safe, and trustworthy AI requires designing systems that have high levels of
both automation and human control because it keeps users and designers responsible
for preventing harms if AI malfunctions. Instead of pursuing AVs that operate
without humans, he suggests orienting toward “safety-first cars” that use AI to
improve parking assist, lane following, and collision avoidance.

Part 3 defines the two goals of HCAI research: the science goal aims to build
systems that perform tasks to the same extent, or better, than humans, while the
innovation goal aims to design systems that amplify human abilities to better
perform work themselves. Shneiderman clarifies that some tasks are better suited
to a science goal with greater automation—such as the use of AI programs for
identifying breast cancer tumors—while other tasks are better suited to an innova-
tion goal that emphasizes greater user control, such as surgical robots that support
physicians during medical procedures.

Part 4 discusses the role of governance structures in bridging the gap between the
ethical principles of HCAI and the practical steps needed to achieve them. Four
levels of governance are discussed: software engineering teams that develop and
implement AI, organizations that manage AI in a culture of safety, industry-specific
oversight that provides trustworthy certification, and regulation by government
agencies. Each level plays a vital role in ensuring that AI is humane and does
not compromise human rights, dignity, privacy, or accountability. For instance,
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software development teams can implement audit trails to track and assign respon-
sibility when undesirable outcomes occur; managers can form committees that
review product failures; third-party auditors can support and approve HCAI pro-
jects; and governments can fund research that promotes the responsible use of AI.

Part 5 concludes with future directions for HCAI research and development,
including techniques to adopt human-centric approaches to AI in academia, indus-
try, and government, methods to measure the trustworthiness of HCAI systems, and
strategies to support older adults through HCAI initiatives.

What is particularly refreshing is that Shneiderman does not take a utopian or
dystopian view of the future of AI. Public sentiment commonly fluctuates between
overly optimistic promises of AI and hyperbolic, negative depictions of AI replacing
human jobs and threatening civilization. Media portrayals often exacerbate public
sentiment with provoking headlines such as “Why the Godfather of A.I. Fears What
He’s Built” (Rothman 2023). Shneiderman takes a balanced approach to this con-
versation. While lauding the potential of AI to improve human productivity and
well-being, he also offers a sobering account of the persistent risks that AI presents.
He does this not to scare the reader; rather, he draws attention to these risks to
highlight that harms from AI are not exceptional situations, but common realities.
Shneiderman believes it is crucial to design human control into AI systems to
prevent future harms from taking place.

There are several valuable takeaways fromHuman-Centered AI, two of which we
wish to highlight. Regarding the previously discussed predilection toward rational-
ism in AI design, Schneiderman suggests a better approach. First, designers should
begin with the theoretical foundation of rationalism and then test AI systems
empirically to explore for contextual complexity and uncertainty. This would pro-
vide insight into the biases and extreme cases for which AI models have not
accounted. Second, Shneiderman acknowledges that no amount of empirical testing
will fully remove the risks posed by highly automated AI systems. This is why he
underscores the need for designers to integrate human control alongside automation
—the ability for humans to intervene will always be necessary.

The second strength is the thoroughness with which Shneiderman explains how
designers can ensure that AI systems become reliable, safe, and trustworthy.
Leveraging his background in computer science, he details how the design and
testing phases of AI development can be performed in a manner that limits bias,
enhances fairness, and maintains accountability. For instance, Shneiderman sug-
gests that audit trails, which are commonly used in flight data recorders and are
essential for understanding why aviation crashes occur, should similarly be imple-
mented into AV, industrial robots, and stock market trading algorithms. He also
recommends that software engineeringworkflows include user experience design so
that users can understand how AI decisions are made and challenge them if they
believe the logic is flawed. Moreover, he proposes explicit testing for known biases
in past algorithmic performances, particularly racial, gender, and accessibility,
which can then be mitigated before they are deployed. Finally, he identifies and
recommends various explainable AI tools to reduce the opacity of modern AI
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systems. Rarely do business ethicists see such ameaningful integration of normative
values with technically sound design principles.

One criticism of the book is that Shneiderman proposes a scale for measuring
trustworthiness despite acknowledging the difficulty in establishing universal mea-
surements of human-centered outcomes. The scale uses numerous subjective factors,
such as “fairness was tested.”We commend Shneiderman for his attempt to provide a
measurement tool, but we question its usefulness in practice. The scale may unin-
tentionally serve as a superficial tool for justifying more rationalistic approaches than
for empirical testing and refinement.

Trustworthiness, dignity, and justice are inherently incommensurable. Perhaps
the goal should not be to design explicit measurements of metaphysical, human-
centered constructs. Rather, the goal should be to incentivize empirical testing of AI
before deployment, and to introduce meaningful human controls in the face of
rapidly evolving AI systems. When we abdicate control of AI systems, we create
responsibility gaps that become difficult to reconcile (Bhargava and Assadi 2024).
As Shneiderman emphasizes, the danger of highly automated systems is that
accountability becomes muddled and error-prone systems go unchecked. Assess-
ments are important, but quantitative standards should be reconsidered when eval-
uating ethical risks (Scharding 2021). We encourage business ethicists to reimagine
incentives for AI designers to maintain human control and accountability.
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